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Summary

Using topological degree methods, we give some existence and multiplicity results for nonlinear differential or difference equations. In Chapter 1 some continuation theorems are presented. Chapter 2 deal with nonlinear difference equations. Using Brouwer degree we obtain upper and lower solutions theorems, Ambrosetti and Prodi type results and sharp existence conditions for nonlinearities which are bounded from below or from above. In Chapter 3, using Leray-Schauder degree, we give various existence and multiplicity result for second order differential equations with $\phi$-Laplacian. Such equations are in particular motivated by the one-dimensional mean curvature problems and by the acceleration of a relativistic particle of mass one at rest moving on a straight line. In Chapter 4, using Mawhin continuation theorem, sufficient conditions are obtained for the existence of positive periodic solutions for delay Lotka-Volterra systems. In the last chapter of this work we prove some results concerning the multiplicity of solutions for a class of superlinear planar systems. The results of Chapters 2 and 3 are joint work with Prof. Jean Mawhin.
Introduction

The methods we deal with in the present thesis originated long ago. They date back to C.F. Gauss, L. Kronecker, H. Poincaré and L.E.J. Brouwer who developed the topological theory of continuous mappings in finite dimensional spaces. This theory is called Brouwer degree and is one of the main tools used in this work. For a very nice presentation of the Brouwer degree see [59].

The topological theory in infinite dimensional spaces has been initiated in a celebrated paper published in 1922 by G.D. Birkhoff and O.D. Kellogg [18] who extended to some functions spaces the famous Brouwer fixed point theorem. They proved the existence of at least one fixed point for continuous mappings from a convex compact subset of $C([a, b])$ into itself. The Birkhoff-Kellogg fixed point theorem has been extended by J. Schauder [62] to the case of a continuous operator $T$ mapping into itself a convex compact subset of a Banach space.

In 1933, Schauder got the opportunity to meet J. Leray in Paris, and a second important period in infinite dimensional topology started from their collaboration. Leray and Schauder immediately realized that the topology of completely continuous perturbations of identity in a Banach space was the setting to develop Leray’s continuation method introduced in his thesis, and in particular to liberate it from unnecessary uniqueness and regularity assumptions. Hence, Leray and Schauder, in their fundamental paper [43], extend the Brouwer degree to compact perturbations of the identity in a Banach space. The fundamental ideas of the Leray-Schauder degree are explained by Leray and Schauder themselves:

On peut [...] attacher à l’ensemble des solutions de certaines équations fonctionnelles non linéaires un entier positif, négatif ou nul, l’indice total, qui reste invariant quand l’équation varie continûment et que les solutions restent bornées dans leur ensemble; les équations en question sont du type

\[ x - F(x) = 0, \]

(0.1)

où $F(x)$ est complètement continue, [...] d’où résulte un procédé très général permettant d’obtenir des théorèmes d’existence: soit une équation
du type (0.1). Supposons qu’on la modifie continûment sans qu’elle cesse d’appartenir au type (0.1) et de telle sorte que l’ensemble de ses solutions reste borné [...]; supposons qu’on la transforme ainsi en une équation résoluble \( x - F_0(x) = 0 \) et que l’on constate que l’indice total des solutions de cette dernière équation diffère de zéro. Alors l’indice total des solutions de l’équation primitive diffère aussi de zéro; elle admet donc au moins une solution.

The Leray-Schauder degree will be applied by J. Leray, J. Schauder, E. Rothe, C.L. Dolph, M.A. Krasnosels’kii and others to various problems for partial differential equations and the second half of the past century will see a tremendous development of the applications of the Leray-Schauder degree to nonlinear problems. For an introduction in the Leray-Schauder degree theory see [25], [53].

An important class of nonlinearities considered in this thesis is the class of so called Villari type nonlinearities introduced in 1966 by G. Villari [65].

In [65] the existence of T-periodic solutions is studied for the equation

\[
(0.2) \quad u''' + au'' + bu' + f(t, u, u', u'') = 0,
\]

where \( f : \mathbb{R}^4 \to \mathbb{R} \) is a bounded continuous function, T-periodic with respect to \( t \) and satisfying the following condition.

(Vil) There exists \( R > 0 \) such that

\[
(0.3) \quad \int_0^T f(t, u(t), u'(t), u''(t)) \geq 0 \quad \text{if} \quad u_L \geq R,
\]

\[
\int_0^T f(t, u(t), u'(t), u''(t)) \leq 0 \quad \text{if} \quad u_M \leq -R.
\]

Moreover the constants \( a, b \) are such that \( b < 0 \) or \( ab \neq 0 \). If the above conditions are satisfied, then (0.2) has at least one T-periodic solution. To prove this result, Villari use the Leray-Schauder degree. Let us consider a bounded continuous function \( g : \mathbb{R} \to \mathbb{R} \) and \( e : \mathbb{R} \to \mathbb{R} \) a T-periodic, continuous function satisfying the condition

\[
(0.4) \quad \limsup_{u \to -\infty} g(u) < \frac{1}{T} \int_0^T e(s) ds < \liminf_{u \to +\infty} g(u).
\]

It is clear that we can apply the above existence result for \( f = g - e \).

In 1968, A.C. Lazer [41] independently considered the existence of T-periodic solutions of second order equations of the form

\[
(0.5) \quad u'' + cu' + g(u) = e(t),
\]
where \( c \in \mathbb{R}, g : \mathbb{R} \to \mathbb{R} \) is a bounded continuous function and \( e : \mathbb{R} \to \mathbb{R} \) a T-periodic, continuous function. If condition (0.4) holds, then (0.5) has at least one T-periodic solution. This is a (non explicited) special case of the existence result in [41]. To prove this result, LAZER applied, in a technically sophisticated way, Schauder theorem to an equivalent fixed point problem in the space of continuous, T-periodic functions.

In 1972 Lazer’s result is extended by J. MAWHIN [51] using a continuation theorem introduced in [50] which is a particular case of MAWHIN’s continuation theorem [52]. We state and prove this abstract continuation theorem in Chapter 1. The proof will be based upon Brouwer degree in the finite dimensional case and upon Leray-Schauder degree in the infinite dimensional case.

In Chapter 2 we use MAWHIN’s continuation theorem in finite dimension to prove existence results for nonlinear difference equations with Villari type nonlinearities. Let \( n \in \mathbb{N} \) fixed and \((x_1, \cdots, x_n) \in \mathbb{R}^n\). Define \((Dx_1, \cdots, Dx_{n-1}) \in \mathbb{R}^{n-1}\) and \((D^2x_2, \cdots, D^2x_{n-1}) \in \mathbb{R}^{n-2}\) by

\[
Dx_m = x_{m+1} - x_m, \quad (1 \leq m \leq n - 1) \\
D^2x_m = x_{m+1} - 2x_m + x_{m-1}, \quad (2 \leq m \leq n - 1).
\]

Let \( f_m \) be continuous functions \((2 \leq m \leq n - 1)\). Consider the periodic boundary value problem

\[
D^2x_m + f_m(x_m) = 0 \quad (2 \leq m \leq n - 1), \\
x_1 = x_n, \quad Dx_1 = Dx_{n-1}.
\]

(0.6)

In Chapter 2 we prove the following result obtained jointly with MAWHIN in [12].

**Theorem 0.1.** Suppose that the functions \( f_m (2 \leq m \leq n - 1) \) are all bounded from below or all bounded from above by \( c \), and that for some \( R > 0 \) and \( \varepsilon \in \{-1, 1\} \),

\[
\varepsilon \sum_{m=2}^{n-1} f_m(x_m) \geq 0 \quad \text{whenever} \quad \min_{2 \leq j \leq n-1} x_j \geq R \\
\varepsilon \sum_{m=2}^{n-1} f_m(x_m) \leq 0 \quad \text{whenever} \quad \max_{2 \leq j \leq n-1} x_j \leq -R.
\]

(0.7)

Then problem (0.6) has at least one solution \( x \).

Analogous results hold also for first order difference equations and for second order difference equations with Dirichlet boundary conditions (see Chapter 2 and our papers [11], [12], [14]).
Existence results for nonlinear second order differential equations with \( \phi \)-Laplacian and Villari type nonlinearities are given in Chapter 3. Let us consider equations of the form

\[
(\phi(u'))' = f(t, u, u'), \quad l(u, u') = 0
\]

where \( l(u, u') = 0 \) denotes the periodic, Neumann or Dirichlet boundary conditions on \([0, T]\), \( \phi : \mathbb{R} \to ] - a, a [ \) \((0 < a \leq +\infty)\) or \( \phi : ] - a, a [ \to \mathbb{R} \) \((0 < a < +\infty)\) is a homeomorphism such that \( \phi(0) = 0 \), and \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) is continuous. Of course, a solution of (0.8) is a function \( u \in C^1([0, T]) \) such that \( \phi \circ u' \in C^1([0, T]) \). Interesting models are given by

\[
\phi(s) = |s|^{p-2}s \quad (p > 1), \quad \phi(s) = \frac{s}{\sqrt{1 + s^2}} \quad \text{and} \quad \phi(s) = \frac{s}{\sqrt{1 - s^2}};
\]

where, in the first case \((|u'|^{p-2}u')'\) is the p-Laplacian operator, in the second case \((\frac{u'}{\sqrt{1 + u'^2}})'\) is the one-dimensional mean-curvature operator and in the last case \((\frac{u'}{\sqrt{1 - u'^2}})'\) can be seen as the acceleration of a relativistic particle of mass one at rest moving on a straight line (with the velocity of light normalized to one). Applications of topological degree methods to equations with p-Laplacian can be found in [27].

If \( \phi : \mathbb{R} \to ] - a, a [ \) \((0 < a \leq +\infty)\), following R. MANÁSEVICH and J. MAWHIN [48], the various boundary value problems are reduced to the search of fixed points for some operators defined on the whole space \( X \) of function \( u \in C^1([0, T]) \) such that \( l(u, u') = 0 \). Those operators are completely continuous, and the Leray-Schauder degree can be used. Using Manásevich-Mawhin continuation theorem [47] (this is an adaptation of Mawhin continuation theorem to the \( \phi \)-Laplacian case), we prove the following existence result (see our papers [9], [15]).

**Theorem 0.2.** Let \( \phi : \mathbb{R} \to ] - a, a [ \) \((0 < a \leq +\infty)\) be a homeomorphism such that \( \phi(0) = 0 \). Assume that \( f \) satisfies the following conditions.

1. There exists a continuous function \( c \) on \([0, T]\) such that \( \|c^-\|_1 < \frac{\pi}{2} \) and

\[
f(t, u, v) \geq c(t)
\]

for all \((t, u, v) \in [0, T] \times \mathbb{R}^2\).

2. There exist \( R > 0 \) and \( \epsilon \in \{-1, 1\} \) such that

\[
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt > 0 \quad \text{if} \quad u_L \geq R, \quad \|u'\|_\infty \leq M,
\]

\[
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt < 0 \quad \text{if} \quad u_M \leq -R, \quad \|u'\|_\infty \leq M,
\]
where $M = \max \{|\phi^{-1}(2\|c^-\|_1)|, |\phi^{-1}(-2\|c^-\|_1)|\}$.

Then (0.8) has at least one solution $u$ if $l(u, u') = 0$ denotes the periodic or Neuman condition.

In a joint work with H. B. THOMPSON [16], we have obtained similar results for difference equations involving the discrete $\phi$-Laplacian.

It is interesting to remark that, for $\phi : \mathbb{R} \to ]-\infty, a]\ (0 < a \leq +\infty)$, in contrast to the periodic and Neumann cases, the solvability of the Dirichlet problem with bounded right-hand side $f$ does not require any sign condition upon $f$.

On the other hand, for $\phi : ]-\infty, a[ \to \mathbb{R} (0 < a < +\infty)$, a somewhat surprising result is that the Dirichlet problem

$$(\phi(u'))' = f(t, u, u'), \quad u(0) = 0 = u(T)$$

is solvable for each right-hand member $f$ (see Chapter 3 and our paper [13]). This is not the case for the other boundary conditions, for which we prove existence results when the right-hand member $f$ only satisfies some sign conditions similar with (0.10).

A powerful tool for solving nonlinear boundary value problems is the method of lower and upper solutions. This method originated in a two papers of SCORZA DRAGONI [28], [29]. The method of lower and upper solution for the two-point boundary value problem

$$(0.11) \quad u'' + f(t, u, u') = 0, \quad u(a) = A, u(b) = B,$$

has been put by M. NAGUMO [61] in 1937 in an almost definitive way by proving, using the shooting method, the existence of at least one solution for (0.11) when there exist two functions $\alpha$ and $\beta$ of class $C^2$ such that $\alpha(t) < \beta(t)$ over $[a, b]$ and the following conditions are satisfied:

i) $f$ is continuous as well $\frac{\partial f}{\partial u}$ and $\frac{\partial f}{\partial v}$ over the cylinder

\[ C = \{(t, u, v) : t \in [a, b], \alpha(t) \leq u \leq \beta(t), v \in \mathbb{R}\}; \]

ii) $|f(t, u, v)| \leq \varphi(|v|)$ for all $(t, u, v) \in C$ and some positive continuous function $\varphi$ such that

$$\int_0^\infty \frac{sds}{\varphi(s)} = +\infty;$$

iii) $\alpha''(t) + f(t, \alpha(t), \alpha'(t)) > 0, \beta''(t) + f(t, \beta(t), \beta'(t)) < 0$ for all $t \in [a, b]$;

iv) $\alpha(a) \leq A \leq \beta(a), \alpha(b) \leq B \leq \beta(b)$.
Condition (0.12) is called Nagumo condition.

The concept of lower and upper solution for second order periodic boundary value problems has been introduced in 1963 by H.W. Knobloch [39]. A Lipschitz condition was necessary in establishing the existence results in [39] because the method of proof depended on results previously developed by L. Cesari [21] and H.W. Knobloch [38]. Using a result concerning the existence of solutions of two-point boundary value problem (0.11) due to L. Jackson and K. Schrader, K. Schmitt [63] improved the results of Knobloch, in the sense that a Lipschitz condition is no longer required.

Consider the first order periodic boundary value problem

\[ x' + f(t, x) = 0, \quad x(0) = x(T), \]

where \( f : [0, T] \times \mathbb{R} \to \mathbb{R} \) is a continuous function.

**Definition 0.3.** \( \alpha \) (resp. \( \beta \)) \( \in C^1([0, T]) \) is a lower solution (resp. upper solution) of problem (0.13) if

\[ \alpha'(t) + f(t, \alpha(t)) \geq 0 \quad (t \in [0, T]), \quad \alpha(0) \geq \alpha(T) \]

(resp. \( \beta'(t) + f(t, \beta(t)) \leq 0 \quad (t \in [0, T]), \quad \beta(0) \leq \beta(T) \)).

The basic existence theorem of the method of upper and lower solutions for (0.13) goes as follows.

**Theorem 0.4.** If problem (0.13) has a lower solution \( \alpha \) and an upper solution \( \beta \) such that \( \alpha(t) \leq \beta(t) \) for all \( t \in [0, T] \) (resp. \( \beta(t) \leq \alpha(t) \) for all \( t \in [0, T] \)), then problem (0.13) has at least one solution \( x \) such that \( \alpha(t) \leq x(t) \leq \beta(t) \) for all \( t \in [0, T] \) (resp. \( \beta(t) \leq x(t) \leq \alpha(t) \) for all \( t \in [0, T] \)).

The above theorem concerning lower and upper solutions for first order periodic boundary value problems has been proved in 1962 by H.W. Knobloch [37], using a combination of Wazewski’s method and Miranda’s theorem. A Lipschitz condition upon \( f \) was necessary. In 1972 Mawhin improved the above result, showing that the Lipschitz condition is unnecessary. A simpler proof of this result, based upon Schauder’s fixed point theorem is given in [56] (see also Chapter 2).

In a paper with Mawhin [10], we give a method of upper and lower solutions for the periodic boundary problem for nonlinear difference equations of the first order. If \( n \geq 2 \) and \( f_m : \mathbb{R} \to \mathbb{R} \) are continuous \( (1 \leq m \leq n - 1) \), one considers the periodic boundary value problem

\[ D x_m + f_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \quad x_1 = x_n. \]
Definition 0.5. $\alpha = (\alpha_1, \cdots, \alpha_n)$ (respectively $\beta = (\beta_1, \cdots, \beta_n)$) is called a lower solution (resp. upper solution) for (0.14) if the inequalities

\[ D\alpha_m + f_m(\alpha_m) \geq 0, \quad (1 \leq m \leq n-1), \quad \alpha_1 \geq \alpha_n \]

(resp. \[ D\beta_m + f_m(\beta_m) \leq 0, \quad (1 \leq m \leq n-1), \quad \beta_1 \leq \beta_n \])

hold.

Theorem 0.6. If (0.14) has a lower solution $\alpha = (\alpha_1, \cdots, \alpha_n)$ and an upper solution $\beta = (\beta_1, \cdots, \beta_n)$ such that $\alpha_m \leq \beta_m$ (1 $\leq m \leq n-1$), then (0.14) has a solution $x = (x_1, \cdots, x_n)$ such that $\alpha_m \leq x_m \leq \beta_m$ (1 $\leq m \leq n-1$).

One immediately notices that, in contrast to Theorem 0.4, Theorem 0.6 does not cover the case where $\alpha_m \geq \beta_m$ (1 $\leq m \leq n-1$). In Chapter 2 (see also [10]) one constructs counterexamples to show that, in contrast to ordinary differential case, the lower solution has to be smaller than the upper solution in the case of difference equations, to make the method conclusive. In Chapter 2 (see [11], [12]) we give also an upper and lower solutions method for second order difference equations with periodic or Dirichlet conditions.

On the other hand, upper and lower solutions theorems for nonlinear second order differential equations with $\phi$-Laplacean are given in Chapter 3 (see also our papers [13], [15]). Our results go as follows.

Let $\phi : \mathbb{R} \rightarrow ]-a, a[$ \begin{tabular}{c} \end{tabular} $(0 < a \leq +\infty)$ be an increasing homeomorphism such that $\phi(0) = 0$. Consider the periodic boundary value problem

\[ (\phi(u'))' = f(t, u), \quad u(0) - u(T) = 0 = u'(0) - u'(T) \]

where $f : [0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function.

Definition 0.7. A lower solution $\alpha$ (resp. upper solution $\beta$) of (0.15) is a function such that $\alpha \in C^1_{per}, \phi(\alpha') \in C^1$ (resp. $\beta \in C^1_{per}, \phi(\beta') \in C^1$) and

\[ (\phi(\alpha'(t)))' \geq f(t, \alpha(t)) \quad \text{(resp. \quad (\phi(\beta'(t)))' \leq f(t, \beta(t)))} \]

for all $t \in [0, T]$. Such a lower or upper solution will be called strict if the inequality (0.16) is strict for all $t \in [0, T]$.

Theorem 0.8. Suppose that (0.15) has a lower solution $\alpha$ and an upper solution $\beta$ such that $\alpha(t) \leq \beta(t)$ for all $t \in [0, T]$. If there exists a continuous function $c$ on $[0, T]$ such that $\|c\|_1 < \frac{a}{2}$ and

\[ f(t, u) \geq c(t), \quad \text{for all} \quad (t, u) \in [0, T] \times [\alpha_L, \beta_M], \]
then (0.15) has a solution \( u \) such that \( \alpha(t) \leq u(t) \leq \beta(t) \) for all \( t \in [0,T] \). Moreover, if \( \alpha \) and \( \beta \) are strict, then \( \alpha(t) < u(t) < \beta(t) \) for all \( t \in [0,T] \).

A more general result holds when \( \phi : ] -a, a[ \to \mathbb{R} (a \neq +\infty) \). In this case, in contrast to the classical case, no Nagumo-like growth condition for the dependence of \( f(t,u,v) \) with respect to \( v \) is required.

A very fruitful result was proved by A. Ambrosetti and G. Prodi in 1972 [3]. Let \( \Omega \subset \mathbb{R}^n \) be a smooth bounded domain and let us denote by \( \lambda_1 < \lambda_2 \leq \lambda_3 \leq ... \) the eigenvalues of \( -\Delta \) with Dirichlet boundary conditions on \( \partial \Omega \), and by \( \zeta > 0 \) the principal eigenfunction. Consider the semilinear Dirichlet problem

\[
\Delta u + f(u) = v(x) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega,
\]

where \( v \in C^{0,\alpha}(\overline{\Omega}) \) and \( f \in C^2(\mathbb{R}) \). The main result in [3] is the following one.

**Theorem 0.9.** Assume that \( f \) satisfies the following conditions.

\[
f''(s) > 0 \quad \text{for all } \quad s \in \mathbb{R},
\]

\[
0 < \lim_{s \to -\infty} \frac{f(s)}{s} < \lambda_1 < \lim_{s \to +\infty} \frac{f(s)}{s} < \lambda_2.
\]

Then there exists a closed connected manifold \( A_1 \subset C^{0,\alpha}(\overline{\Omega}) \) of codimension 1 such that \( C^{0,\alpha}(\overline{\Omega}) \setminus A_1 = A_0 \cup A_2 \) and (0.18) has exactly zero, one or two solutions according to \( v \in A_0, A_1 \) or \( A_2 \).

The above result was proved applying a global inversion theorem to the operator \( Tu = \Delta u + f(u) \) regarded as a differentiable mapping between the Hölder spaces \( C^{2,\alpha}(\overline{\Omega}) \) and \( C^{0,\alpha}(\overline{\Omega}) \).

Let

\[
v = t\zeta + v_1, \quad \text{with} \quad \int_{\Omega} v_1 \zeta = 0.
\]

So that problem (0.18) is equivalent to

\[
\Delta u + f(u) = t\zeta(x) + v_1(x) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega
\]

A cartesian representation of \( A_1 \) was given by M.S. Berger and E. Podolak in 1975 [17].

**Theorem 0.10.** Assume that \( f \) satisfies (0.19) and (0.20). Then there is a real number \( t(v_1) \) depending continuously on \( v_1 \) such that (0.21) has exactly zero, one or two solutions according to \( t < t(v_1), t = t(v_1) \) or \( t > t(v_1) \).
The proof of Theorem 0.10 is based upon a Hilbert space approach and a Lyapunov-Schmidt procedure. Using upper and lower solutions, J.L. Kazdan and F.W. Warner [36] have weakened the assumptions and the conclusions of Berger-Podolak. The multiplicity conclusion of Ambrosetti-Prodi without exactness has been obtained independently, using a combination of the method of upper and lower solutions and the Leray-Schauder degree, by E.N. Dancer in 1978 [24] and H. Amann-P. Hess in 1979 [4]. An Ambrosetti-Prodi type multiplicity result for a second order ordinary differential equation with periodic conditions was given in 1986 by C. Fabry, J. Mawhin and M. Nkashama [31]. The periodic Ambrosetti-Prodi problem for nonlinear perturbations of the p-Laplacian was discussed in 2006 by Mawhin [60].

We describe this result below. Consider the periodic boundary value problem

\[ (|u'|^{p-2}u')' + f(u)u' + g(t, u) = s, \]
\[ u(0) - u(T) = 0 = u'(0) - u'(T) \]

where \( p > 1 \), \( f : \mathbb{R} \to \mathbb{R} \) and \( g : [0, T] \times \mathbb{R} \to \mathbb{R} \) are continuous. The main result in [60] is the following one.

**Theorem 0.11.** If \( g \) satisfies the condition

\[ \lim_{|u| \to \infty} g(t, u) = +\infty \quad \text{uniformly in} \quad t \in [0, T], \]

then there exists \( s_1 \in \mathbb{R} \) such that (0.22) has zero, at least one or at least two solutions according to \( s < s_1, s = s_1 \) or \( s > s_1 \).

When \( f = 0 \) we generalize the previous result as follows.

Let \( \phi : \mathbb{R} \to ]-a, a[ \quad (0 < a \leq +\infty) \) be an increasing homeomorphism such that \( \phi(0) = 0 \). Let \( g : [0, T] \times \mathbb{R} \to \mathbb{R} \) be a continuous function. For \( s \in \mathbb{R} \), consider the periodic boundary-value problem

\[ (\phi(u'))' + g(t, u) = s, \quad u(0) - u(T) = 0 = u'(0) - u'(T). \]

Assume now that the condition (0.23) holds. Consider

\[ \sigma_1 = \min_{(t,u) \in [0,T] \times \mathbb{R}} g(t,u), \quad \sigma_2 = \sigma_1 + \frac{a}{2T}. \]

In Chapter 3 (see also [15]) we prove the following Ambrosetti-Prodi type result.

**Theorem 0.12.** If the function \( g \) satisfies (0.23) and if there is a \( u_0 \in \mathbb{R} \) such that

\[ \sigma_3 =: \max_{t \in [0,T]} g(t, u_0) < \sigma_2, \]
then there is $s_1 \in [\sigma_1, \sigma_3]$ such that (0.24) has zero, at least one or at least two solutions according to $s < s_1$, $s = s_1$ or $s_1 < s < \sigma_2$.

A more general Ambrosetti-Prodi type result holds when $\phi : \mathbb{R} \rightarrow \mathbb{R}$ ($a \neq +\infty$). On the other hand, Ambrosetti-Prodi type results for differences equations are proved in Chapter 2 (see also [11], [12], [16]).

In Chapter 4 (see also [6]), using Mawhin’s continuation theorem in infinite dimension we study the existence of positive periodic solutions of some generalizations of competition systems, in particular the May-Leonard model, and of prey-predator systems.

In [68], ZANOLIN has studied the delay-Lotka-Volterra system

$$
(0.26) \quad \dot{x}_i(t) = x_i(t) \left[ r_i(t) - a_{ii}(t)x_i(t) - \sum_{j=1}^{n} a_{ij}(t)x_j(t - \tau_j) \right]
$$

where $r_i, a_{ii} > 0, a_{ij} \geq 0$ ($j \neq i$), $(i, j = 1, \ldots, n)$ are T-periodic continuous functions, $\tau_j \in \mathbb{R}$ ($j = 1, 2, \ldots, n$). If the condition

$$
(0.27) \quad r_i - \sum_{j=1}^{n} a_{ij} \left| \frac{r_j}{a_{jj}} \right|_0 > 0 \quad (i = 1, 2, \ldots, n)
$$

is satisfied, where $|f|_0 = \sup_{t \in \mathbb{R}} |f(t)|$ denotes the maximum norm and $\overline{f} = \frac{1}{T} \int_0^T f$ the mean value of the T-periodic continuous function $f$, then it is proved that system (0.26) has at least one T-periodic, positive solution.

The system (0.26) is generalized by Y. Li in [45] to the delay-Lotka-Volterra system

$$
\begin{align*}
\dot{x}_i(t) & = x_i(t)[r_i(t) - a_{ii}(t)x_i(t) - \sum_{j=1}^{n} a_{ij}(t)x_j(t - \tau_j(t, x_1(t), \ldots, x_n(t)))] \\
-a_{ii}(t)x_i(t) & - \sum_{j=1}^{n} a_{ij}(t)x_j(t - \tau_j(t, x_1(t), \ldots, x_n(t)))
\end{align*}
$$

$(i = 1, 2, \ldots, n)$,
where \( \tau_j \in C(\mathbb{R}^{n+1}, \mathbb{R}) \) and \( \tau_j \) \((j = 1, 2, \ldots, n)\) are T-periodic with respect to their first argument. It is shown that, if condition \((0.27)\) is satisfied and system

\[
(0.29) \quad \sum_{j=1}^{n} \alpha_{ij} \exp(y_j) = \tau_i, \quad i = 1, 2, \ldots, n
\]

has only one solution, then system \((0.28)\) has at least one T-periodic positive solution. We prove that the same conclusion holds if condition \((0.27)\) only is satisfied. A particular case of system \((0.28)\) is the May-Leonard-type system

\[
\dot{x}_1(t) = x_1(t)[1 - x_1(t) - \alpha_1(t)x_2(t - \tau_2(t, x_1(t), \ldots, x_3(t)))] - \beta_1(t)x_3(t - \tau_3(t, x_1(t), \ldots, x_3(t)))]
\]

\[
\dot{x}_2(t) = x_2(t)[1 - \beta_2(t)x_1(t - \tau_1(t, x_1(t), \ldots, x_3(t)))] - \alpha_2(t)x_3(t - \tau_3(t, x_1(t), \ldots, x_3(t)))]
\]

\[
\dot{x}_3(t) = x_3(t)[1 - \alpha_3(t)x_1(t - \tau_1(t, x_1(t), \ldots, x_3(t)))] - \beta_3(t)x_2(t - \tau_2(t, x_1(t), \ldots, x_3(t)))]
\]

where \( \alpha_i, \beta_i \geq 0 \) \((i = 1, 2, 3)\) are continuous T-periodic functions, \( \tau_j \in C(\mathbb{R}^4, \mathbb{R}) \) and \( \tau_j \) \((j = 1, 2, 3)\) are T-periodic with respect to their first argument. In this case condition \((0.27)\) becomes

\[
\overline{a_i} + \overline{b_i} < 1 \quad (i = 1, 2, 3).
\]

In [33] (see also [49]) it is shown that \((0.30)\) has at least one non constant periodic positive solution if

\[
0 < \alpha_i < 1 < \beta_i \quad (i = 1, 2, 3),
\]

where \( \alpha_i, \beta_i \) \((i = 1, 2, 3)\) are constants and \( \tau_i \equiv 0 \) \((i = 1, 2, 3)\). A special case of a result in [5] is that \((0.28)\) \((\text{for } n = 3)\) has at least one \(T\)-periodic positive solution if \( \tau_j \equiv 0 \) \((j = 1, 2, 3)\) and the May-Leonard type condition is satisfied

\[
\begin{bmatrix}
\frac{r_1}{r_j} \\
\frac{r_j}{r_j}
\end{bmatrix}_L > \max \left\{ \begin{bmatrix}
\alpha_{ii} \\
\alpha_{jj}
\end{bmatrix}_M, \begin{bmatrix}
\alpha_{ij} \\
\alpha_{jj}
\end{bmatrix}_M \right\}
\]

\[
(i, j) \in \{(1, 2), (2, 3), (3, 1)\},
\]

where \([f]_L\) denotes the minimum of \( f \) and \([f]_M\) denotes the maximum of \( f \). We prove that \((0.28)\) has at least one \(T\)-periodic positive solution if condition \((0.31)\) is satisfied.

On the other hand we study the system

\[
\dot{u}(t) = u(t)[a(t) - b(t)u(t) - c(t)v(t) - \beta(t, u(t), v(t)))]
\]

\[
\dot{v}(t) = v(t)[d(t) + f(t)u(t - \alpha(t, u(t), v(t))) - g(t)v(t)]
\]

\[
(0.32)
\]
where \( a, b, c, d, f, g \) are continuous T-periodic functions and \( \alpha, \beta \in C(\mathbb{R}^3, \mathbb{R}) \) are T-periodic with respect to their first variable. It is also assumed that \( a, b, c, f \) and \( g \) are strictly positive. We prove that if the functions \( a, b, \ldots, g, \alpha, \beta \) are like above and Gopalsamy’s condition
\[
-\frac{[f]}{[b]} < \min \left\{ \frac{[d]_L}{[a]_M} \frac{[d]_L}{[a]_L}, \max \left\{ \frac{[d]_M}{[a]_M} \frac{[d]_M}{[a]_L} \right\} < \frac{[g]_L}{[c]_M} \right. 
\]
is satisfied, then system (0.32) has at least one positive T-periodic solution.

Finally, we consider the system
\[
\begin{align*}
\dot{u}(t) &= u(t)[a(t) - b(t)u(t) - c(t)v(t)] \\
\dot{v}(t) &= \tau(t)v(t)[u(t - \alpha(t, u(t), v(t))) - \sigma(t)]
\end{align*}
\]
where \( a, b, c, \tau, \sigma \) are continuous T-periodic strictly positive functions and \( \alpha \in C(\mathbb{R}^3, \mathbb{R}) \) is T-periodic with respect to its first variable. We show that system (0.34) has at least one T-periodic positive solution if condition
\[
[a]_L - [b]_M[\sigma]_M > 0
\]
is satisfied. The autonomous case has been considered in [44].

In the last chapter of this thesis (see also [7]) we prove two multiplicity results for superlinear planar systems. To prove our first main result we use a theorem of J.R. Ward and to prove the second one we use Copietto-Mawhin-Zanolin continuation theorem. Consider the following boundary value problem
\[
\begin{align*}
\dot{u} &= -g(t, u, v)v, \quad \dot{v} = g(t, u, v)u \\
u(0) &= 0 = u(\pi)
\end{align*}
\]
where \( g \) is a continuous function on \([0, \pi] \times \mathbb{R}^2\). Assume
\[
g(t, u, v) \to +\infty \quad \text{as} \quad |u| + |v| \to \infty
\]
uniformly with \( t \in [0, \pi] \),
\[
g(t, 0, 0) = 0 \quad \text{for all} \quad t \in [0, \pi],
\]
\[
g(t, u, v) \geq 0 \quad \text{for all} \quad (t, u, v) \in [0, \pi] \times \mathbb{R}^2.
\]
Under these assumptions J. R. Ward [67], among other results, proves, using essentially Rabinowitz global bifurcation theorem (see e. g. [32], [53], [58]) and the number of rotations associated to the bifurcations branches furnished by it, that boundary value problem (0.36), (0.37) has infinitely many solutions. Using the same method as in [67], we
prove that (0.38), (0.39) are sufficient for (0.36), (0.37) to have infinitely many solutions. Remark that (0.39) is essential in the method used in [67].

Now, suppose that
\[(0.41) \quad g(0, -u, v) = g(0, u, v) \quad \text{for all} \quad (u, v) \in \mathbb{R}^2.\]

If conditions (0.38), (0.41) hold and if the function \(g(0, \cdot)\) is locally Lipschitz on \(\mathbb{R}^2\), we prove that boundary value problem (0.36), (0.37) has infinitely many solutions. We use Capietto-Mawhin-Zanolin continuation theorem [20] (see also [19], [34], [57]). We state and prove this continuation theorem in Chapter 1.
CHAPTER I

Continuation theorems

1. MAWHIN’S CONTINUATION THEOREM IN FINITE DIMENSION

Let $X, Y$ be real normed spaces of dimension $n$. Consider $L : X \to Y$ a linear mapping which is not injective. Using that $\dim \ker(L) = \text{codim} \text{Im}(L)$, it follows that there exists two linear projectors $P : X \to X$ and $Q : Y \to Y$ such that $\ker(Q) = \text{Im}(L), \text{Im}(P) = \ker(L)$ and $\ker(L)$ is isomorphic with $\text{Im}(Q)$. Let $J : \ker(L) \to \text{Im}(Q)$ be an isomorphism.

**Theorem 1.1.** Let $\Omega \subset X$ be an open bounded set and let $F : \overline{\Omega} \to Y$ be a continuous mapping. Assume

(i) $Lx + \lambda F(x) \neq 0$ for each $(\lambda, x) \in ]0, 1[ \times (\partial \Omega \setminus \ker(L))$;
(ii) $QF(x) \neq 0$ for each $x \in \partial \Omega \cap \ker(L)$ and $d_B[J^{-1}QF, \Omega \cap \ker(L), 0] \neq 0$.

Then $L + F$ has a least one zero in $\overline{\Omega}$.

**Proof.** Consider the continuous homotopy $M : [0, 1] \times \overline{\Omega} \to Y$ defined by

$$M(\lambda, x) = Lx + \lambda F(x) + (1 - \lambda)QF(x),$$

which, for $\lambda = 1$, reduces to $L + F$ and for $\lambda = 0$ reduces to $L + QF$.

We assume that $L + F$ does not have a zero on $\partial \Omega$ since otherwise we are done with the proof. Consider $(\lambda, x) \in [0, 1] \times \overline{\Omega}$ and notice that, because $\ker(Q) = \text{Im}(L)$, it follows that

$$M(\lambda, x) = 0$$

if and only if

$$QF(x) = 0, \quad Lx + \lambda F(x) = 0.$$

Using the remark above and hypothesis (i), (ii) it follows that

$$M(\lambda, x) \neq 0 \quad \text{for each} \quad (\lambda, x) \in [0, 1] \times \partial \Omega.$$

Hence, the invariance of Brouwer degree under a homotopy implies that

$$d_B[L + F, \Omega, 0] = d_B[L + QF, \Omega, 0].$$
On the other hand, it is easy to check that \( L + JP : X \rightarrow Y \) is an isomorphism and that \((L + JP)^{-1}h = J^{-1}h\) for every \( h \in \text{Im}(Q)\) (see also Lemma 2.1 below). It follows that,

\[
\]

Consequently, by the product formula of Brouwer degree

\[
|d_B[L + QF, \Omega, 0]| = |\text{ind}[L + JP, 0]d_B[I - P + J^{-1}QF, \Omega, 0]| = |d_B[I - P + J^{-1}QF, \Omega, 0]|.
\]

Now, by the Leray-Schauder reduction theorem for Brouwer degree, we have

\[
|d_B[I - P + J^{-1}QF, \Omega, 0]| = |d_B[(I - P + J^{-1}QF)|_{\ker(L)}, \Omega \cap \ker(L), 0]| = |d_B[J^{-1}QF, \Omega \cap \ker(L), 0]|,
\]

which, together with (1.1) and hypothesis (ii) implies that

\[
d_B[L + F, \Omega, 0] \neq 0.
\]

Using the existence property of Brouwer degree the theorem is proved. \( \blacksquare \)

2. Mawhin’s continuation theorem in infinite dimension

Let \( X, Y \) be two infinite dimensional real normed spaces. A linear mapping \( L : D(L) \subset X \rightarrow Y \) is called Fredholm if the following conditions hold.

(i). \( \ker(L) \) has finite dimension;  
(ii). \( \text{Im}(L) \) is closed and has finite codimension.

If \( L \) is a Fredholm operator, the index of \( L \) is the integer

\[
i(L) := \dim \ker(L) - \text{codim} \text{Im}(L).
\]

In what follows we denote by \( L : D(L) \subset X \rightarrow Y \) a Fredholm mapping of index zero which is not injective. Let \( P : X \rightarrow X \) and \( Q : Y \rightarrow Y \) be continuous projectors such that

\[
\ker(Q) = \text{Im}(L), \text{Im}(P) = \ker(L); 
X = \ker(L) \oplus \ker(P), Y = \text{Im}(L) \oplus \text{Im}(Q).
\]
Let $J : \ker(L) \to \text{Im}(Q)$ be an isomorphism. It is clear that the operator $L : D(L) \cap \ker(P) \to \text{Im}(L)$ is an isomorphism denoted by $L_P$. Consider the operator $K_{PQ} : Y \to X$ define by $K_{PQ} = L_P^{-1}(I - Q)$.

**Lemma 2.1.** The operator $L + JP : D(L) \to Y$ is an isomorphism and $(L + JP)^{-1} = K_{PQ} + J^{-1}Q$.

In particular, 

$$(L + JP)^{-1}x = J^{-1}x \quad \text{for all} \quad x \in \text{Im}(Q).$$

**Proof.** For the injectivity of $L + JP$, let $x \in D(L)$ be such that

$$(L + JP)x = 0.$$

From this equality we deduce that $Lx \in \text{Im}(L) \cap \text{Im}(J) = \ker(Q) \cap \text{Im}(Q) = \{0\}$, hence $x \in \ker(L)$. Consequently, $Px = x$ and, taking into account (2.1), $Jx = 0$, therefore $x = 0$. For the surjectivity of $L + JP$, let $y \in Y$. We assert that

$$x = (K_{PQ} + J^{-1}Q)y$$

is a solution of the equation

$$(L + JP)x = y.$$

Indeed, since $J^{-1}Qy \in \ker(L)$, it follows that

$$Lx = LK_{PQ}y = LL_P^{-1}(I - Q)y = (I - Q)y.$$

Since $K_{PQ}y \in D(L) \cap \ker(P)$, it follows that

$$JPx = JJ^{-1}Qy = Qy.$$

Consequently,

$$(L + JP)x = (I - Q)y + Qy = y$$

and

$$(L + JP)^{-1} = K_{PQ} + J^{-1}Q.$$

**Lemma 2.2.** If $N : \Delta \subset X \to Y$ is a mapping, the problem

$$x \in D(L) \cap \Delta, Lx = Nx$$

is equivalent to the fixed point problem

$$x \in \Delta, x = Px + J^{-1}QNx + K_{PQ}Nx.$$
Proof. We have
\[
[x \in D(L) \cap \Delta, Lx = Nx] \\
\Leftrightarrow [x \in D(L) \cap \Delta, (L + JP)x = (N + JP)x] \\
\Leftrightarrow [x \in \Delta, x = (L + JP)^{-1}(N + JP)x].
\]
On the other hand, using Lemma 2.1 it follows that
\[
(L + JP)^{-1}(N + JP) = (K_{PQ} + J^{-1}Q)(N + JP) \\
= K_{PQ}N + K_{PQ}JP + J^{-1}QN + J^{-1}QJP.
\]
Since \(\text{Im}(J) = \text{Im}(Q) = \ker(I - Q)\), it follows that
\[
K_{PQ}JP = L_P^{-1}(I - Q)JP = 0.
\]
Using \(Q|_{\text{Im}(Q)} = I|_{\text{Im}(Q)}\) and \(\text{Im}(J) = \text{Im}(Q)\), we deduce that
\[
J^{-1}QJP = J^{-1}JP = P.
\]
Consequently
\[
(L + JP)^{-1}(N + JP) = P + J^{-1}QN + K_{PQ}N,
\]
and the assertion follows. \(\blacksquare\)

**Definition 2.3.** Let \(\Omega \subset X\) an open bounded set and \(N : \Omega \to Y\). We say that \(N\) is \(L\)-compcat if \(K_{PQ}N\) is compact, \(QN\) is continuous and \(QN(\Omega)\) is a bounded set in \(Y\).

**Theorem 2.4.** Let \(\Omega \subset X\) be an open bounded set and let \(N : \Omega \to Y\) be a \(L\)-compact operator. Assume

(i) \(Lx \neq \lambda Nx\) for each \((\lambda, x) \in [0, 1] \times (\partial \Omega \cap (D(L) \setminus \ker(L)))\);
(ii) \(QNx \neq 0\) for each \(x \in \partial \Omega \cap \ker(L)\) and
\[d_B[J^{-1}QN, \Omega \cap \ker(L), 0] \neq 0.\]
Then \(L - N\) has a least one zero in \(D(L) \cap \Omega\).

Proof. For \(\lambda \in [0, 1]\) consider the family of problems
\[
(2.2) \quad x \in D(L) \cap \Omega, \quad Lx = \lambda Nx + (1 - \lambda)QNx.
\]
Let \(\mathcal{M} : [0, 1] \times \Omega \to Y\) be the homotopy defined by
\[
\mathcal{M}(\lambda, x) = Px + J^{-1}QNx + \lambda K_{PQ}Nx.
\]
Using Lemma 2.2 we have that the problem (2.2) is equivalent to the fixed point problem \(x \in \Omega\) and
\[
x = Px + J^{-1}Q(\lambda N + (1 - \lambda)QN)x + K_{PQ}(\lambda N + (1 - \lambda)QN)x \\
= Px + \lambda J^{-1}QNx + (1 - \lambda)J^{-1}QNx + \lambda K_{PQ}Nx \\
+ (1 - \lambda)K_{PQ}Nx = \mathcal{M}(\lambda, x).
\]
Hence, the problem (2.2) is equivalent to the fixed point problem
(2.3) \[ x \in \Omega, \quad x = M(\lambda, x). \]
If there exists \( x \in \partial \Omega \) such that \( Lx = Nx \) then we are done. Now assume that
(2.4) \[ Lx \neq Nx \quad \text{for each} \quad x \in D(L) \cap \partial \Omega. \]
On the other hand
(2.5) \[ Lx \neq \lambda Nx + (1 - \lambda)QNx \]
for each \( (\lambda, x) \in [0, 1] \times (D(L) \cap \partial \Omega) \). If
\( Lx = \lambda Nx + (1 - \lambda)QNx \)
for some \( (\lambda, x) \in [0, 1] \times (D(L) \cap \partial \Omega) \) we obtain, by applying \( Q \) to both members of the preceding equality,
\[ QNx = 0, \quad Lx = \lambda Nx. \]
The first of those equalities and (ii) imply that \( x \notin \ker(L) \cap \partial \Omega \) i.e. \( x \in (D(L) \cap \partial \Omega) \) and hence the second contradicts (i). Using again (ii) it follows that
(2.6) \[ Lx \neq QNx \quad \text{for each} \quad x \in \partial \Omega \cap D(L). \]
Using (2.4), (2.5) and (2.6) we deduce that
(2.7) \[ x \neq M(\lambda, x) \quad \text{for each} \quad (\lambda, x) \in [0, 1] \times \partial \Omega. \]
Because \( N \) is \( L \)-compact it follows that \( M \) is compact, hence using (2.7) and the invariance property under compact homotopy of Leray-Schauder degree, we have
(2.8) \[ d_{LS}[I - M(0, \cdot), \Omega, 0] = d_{LS}[I - M(1, \cdot), \Omega, 0]. \]
On the other hand we have that
(2.9) \[ d_{LS}[I - M(0, \cdot), \Omega, 0] = d_{LS}[I - (P + J^{-1}QN), \Omega, 0] \]
But the range of \( P + J^{-1}QN \) is contained in \( \ker(L) \), so, using the reduction property of the Leray-Schauder degree and the fact that \( P|_{\ker(L)} = I|_{\ker(L)} \) it follows that
(2.10) \[ d_{LS}[I - (P + J^{-1}QN), \Omega, 0] = d_B[I - (P + J^{-1}QN), \Omega \cap \ker(L), 0] = d_B[-J^{-1}QN, \Omega \cap \ker(L), 0]. \]
Using (2.8), (2.9) and (2.10) it follows that \( d_{LS}[I - M(1, \cdot), \Omega, 0] \neq 0 \), hence the existence property of Leray-Schauder degree implies that there exists \( x \in \Omega \) such that \( x = M(1, x) \) i.e. \( x \in D(L) \cap \Omega, Lx = Nx \).
3. **Capietto-Mawhin-Zanolin continuation theorem**

Let $X$ be a normed space endowed with the norm $||\cdot||$ and $G : [0, 1] \times X \to X$ be a compact homotopy. We denote by $\Sigma$ the closed set

$$\Sigma = \{(\lambda, x) \in [0, 1] \times X : G(\lambda, x) = x\}.$$ 

If $A \subset [0, 1] \times X$ and $\lambda \in [0, 1]$, we denote by $A^\lambda$ the set

$$A^\lambda = \{x \in X : (\lambda, x) \in A\} \subset X.$$ 

Now, consider $\varphi : [0, 1] \times X \to \mathbb{R}_+$ a continuous function satisfying the following conditions.

(1) There exists $R > 0$ such that $\varphi(\lambda, x) \in \mathbb{N}$ for each $(\lambda, x) \in \Sigma$ with $||x|| \geq R$.

(2) $\varphi^{-1}(n) \cap \Sigma$ is bounded for each $n \in \mathbb{N}$.

Because of our assumptions, it is clear that we can choose $k_0 \in \mathbb{N}$ such that

$$k_0 > \sup\{\varphi(\lambda, x) : (\lambda, x) \in \Sigma, ||x|| \leq R\}.$$ 

Then, the set $A = \varphi^{-1}[0, k_0]$ is closed in $[0, 1] \times X$ and contains the set $\{(\lambda, x) \in \Sigma : ||x|| \leq R\}$. Let $j \in \mathbb{N}$ such that $j > k_0$. Using the fact that $G$ is compact, $\varphi$ is continuous and (i2), we deduce that $\Sigma_j := \varphi^{-1}(j) \cap \Sigma$ is a compact set. On the other hand, the definition of $A$ implies that $\Sigma_j \cap A = \emptyset$. Hence, there exists a sequence of sets $(\Lambda_j)_{j \geq k_0 + 1}$ such that $\Lambda_j$ is open and bounded in $X$, $\overline{\Lambda_j} \cap \overline{\Lambda_l}$ if $j \neq l$, $\Lambda_j \cap \Sigma^0 = \Sigma^0_j$ and $\partial \Lambda_j \cap \Sigma^0 = \emptyset$. We assume that there exists $k > k_0$ such that

$$d_{LS}[G(0, \cdot), \Lambda_j, 0] \neq 0, \quad (j \geq k).$$

Notice that if $(\Gamma_j)_{j \geq k_0 + 1}$ is a sequence of sets having the same properties as $(\Lambda_j)_{j \geq k_0 + 1}$, then by the excision property of Leray-Schauder degree, it follows that

$$d_{LS}[G(0, \cdot), \Lambda_j, 0] = d_{LS}[G(0, \cdot), \Gamma_j, 0] \quad (j \geq k_0 + 1).$$

**Theorem 3.1.** Assume that conditions (i1), (i2) and (3.1) hold. Then for each $j \geq k$ there exists $x_j \in X$ such that $\varphi(1, x_j) = j$ and $G(1, x_j) = x_j$. Moreover, $\lim_{j \to \infty} ||x_j|| = +\infty$.

**Proof.** Using our assumptions, it follows that there exists a sequence of sets $(\mathcal{O}_j)_{j \geq k_0 + 1}$ such that $\mathcal{O}_j$ is open and bounded in $[0, 1] \times X$, $\overline{\mathcal{O}_j} \cap \partial \mathcal{O}_l = \emptyset$, $\mathcal{O}_j \cap \Sigma = \Sigma_j$ and $\partial \mathcal{O}_j \cap \Sigma = \emptyset$. For $j \geq k_0 + 1$ consider $\Gamma_j = \mathcal{O}_j^0$. It is clear that this sequence of sets has the same properties as $(\Lambda_j)_{j \geq k_0 + 1}$. Hence, (3.1) and (3.2) imply that

$$d_{LS}[G(0, \cdot), \Gamma_j, 0] \neq 0, \quad (j \geq k).$$
On the other hand, using the generalized invariance by homotopy property of Leray-Schauder degree it follows that

\[d_{LS}[\mathcal{G}(0, \cdot), \Gamma_j, 0] = d_{LS}[\mathcal{G}(0, \cdot), \mathcal{O}^1_j, 0], \quad (j \geq k).\]

Using (3.3), (3.4) and the existence property of Leray-Schauder degree we deduce that there exists \(x_j \in \mathcal{O}^1_j\) such that \(\mathcal{G}(1, x_j) = x_j\) for all \(j \geq k\). Moreover, \(\varphi(1, x_j) = j\) for all \(j \geq k\). If \((x_j)_{j \geq k}\) is bounded, using the fact that \(\mathcal{G}\) is compact, it follows that we can find a convergent subsequence \((x_{j_l})_{l \geq 1}\). This implies that the sequence \((\varphi(1, x_{j_l}))_{l \geq 1}\) is convergent, contradiction. Consequently, \(\lim_{j \to \infty} ||x_j|| = +\infty\). \(\blacksquare\)
CHAPTER II

Nonlinear difference equations

1. One-side bounded nonlinearity

1.1. Periodic solutions of second order difference equations with one-side bounded nonlinearity

Let \( n \in \mathbb{N} \) fixed and \((x_1, \ldots, x_n) \in \mathbb{R}^n\). Define \((Dx_1, \ldots, Dx_{n-1}) \in \mathbb{R}^{n-1}\) and \((D^2x_2, \ldots, D^2x_{n-1}) \in \mathbb{R}^{n-2}\) by

\[
\begin{align*}
Dx_m &= x_{m+1} - x_m, \quad (1 \leq m \leq n - 1) \\
D^2x_m &= x_{m+1} - 2x_m + x_{m-1}, \quad (2 \leq m \leq n - 1).
\end{align*}
\]

Let \( f_m : \mathbb{R} \to \mathbb{R} \) be continuous functions \((2 \leq m \leq n - 1)\). Consider the periodic boundary value problem

\[
\begin{align*}
D^2x_m + f_m(x_m) &= 0 \quad (2 \leq m \leq n - 1), \\
x_1 &= x_n, \quad Dx_1 = Dx_{n-1}.
\end{align*}
\]

Let us introduce the vector space

\[
V^{n-2} = \{ x \in \mathbb{R}^n : x_1 = x_n, \ Dx_1 = Dx_{n-1} \}
\]

endowed with the orientation of \( \mathbb{R}^n \). Its elements can be associated to the coordinates \((x_2, \ldots, x_{n-1})\) and correspond to the elements of \( \mathbb{R}^n \) of the form \((\frac{x_2 + x_n}{2}, x_2, \ldots, x_{n-1}, \frac{x_2 + x_n}{2})\), so that the restriction \(D^2\) to \(V^{n-2}\) is well defined in terms of \((x_2, \ldots, x_{n-1})\). We use the norm

\[
\|x\| \:= \max_{2 \leq j \leq n-1} |x_j| \text{ in } V^{n-2} \text{ and } \max_{1 \leq j \leq n-2} |x_j| \text{ in } \mathbb{R}^{n-2}.
\]

Now, we define the continuous mapping \(G : V^{n-2} \to \mathbb{R}^{n-2}\) by

\[
G_m(x_m) = D^2(x_m) + f_m(x_m) \quad (2 \leq m \leq n - 1),
\]

so that \((\frac{x_2 + x_n}{2}, x_2, \ldots, x_{n-1}, \frac{x_2 + x_n}{2})\) is a solution of (1.1) if and only if \((x_2, \ldots, x_{n-1}) \in V^{n-2}\) is a zero of \(G\). We also define \(F : V^{n-2} \to \mathbb{R}^{n-2}\) by

\[
F(x) = (f_2(x_2), \cdots, f_{n-1}(x_{n-1})),
\]
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and call $L : V^{n-2} \to \mathbb{R}^{n-2}$ the restriction of $D^2$ to $V^{n-2}$. As the general solution of the difference equation

$$x_{m+1} = 2x_m - x_{m-1} \quad (m \geq 1)$$

is $x_m = c_1 + c_2 m$, we see that

$$\ker(L) = \{(c, \ldots, c) : c \in \mathbb{R}\}.$$ 

Furthermore, if $y \in \text{Im}(L)$, then, for some $(x_2, \ldots, x_{m-1}) \in V^{n-2}$,

$$\sum_{j=1}^{n-2} y_j = \frac{x_2 + x_{n-1}}{2} - 2x_2 + x_3 + \sum_{m=3}^{n-2} (x_{m-1} - 2x_m + x_{m+1})$$

$$+ x_{n-2} - 2x_{n-1} + \frac{x_2 + x_{n-1}}{2} = 0.$$ 

As $\text{codim} \text{Im}(L) = \dim \ker(L) = 1$, it follows that

$$\text{Im}(L) = \{y \in \mathbb{R}^{n-2} : \sum_{j=1}^{n-2} y_j = 0\}.$$ 

Consider the projectors $P : V^{n-2} \to V^{n-2}$ and $Q : \mathbb{R}^{n-2} \to \mathbb{R}^{n-2}$ defined by

$$P(x_2, \ldots, x_{n-1}) = (x_2, \ldots, x_2), \quad Q(y_1, \ldots, y_{n-2}) = (\overline{y}, \ldots, \overline{y})$$

with $\overline{y} := \frac{1}{n-2} \left( \sum_{j=1}^{n-2} y_j \right)$,

so that $\ker(Q) = \text{Im}(L), \text{Im}(P) = \ker(L)$.

**Lemma 1.1.** Let $x \in V^{n-2}$ such that $\overline{x} = \frac{1}{n-2} \left( \sum_{j=2}^{n-1} x_j \right) = 0$. Then

$$||x|| \leq c_n \sum_{j=2}^{n-1} |D^2 x_j|,$$

with $c_n$ is a constant which depends only on $n$.

**Proof.** Let

$$V = \{x \in V^{n-2} : \overline{x} = 0\}$$

be a subspace of $\mathbb{R}^n$. The following maps

$$x \to ||x||, \quad (x_2, \ldots, x_{n-1}) \to \sum_{j=2}^{n-1} |D^2 x_j|$$

define two norms on $V$. Because $V$ is finite-dimension, those two norms are equivalent, and the above inequality holds.
In order to obtain the existence of zeros of \( G = L + F \) we shall apply Mawhin’s continuation theorem in finite dimension. We first obtain a priori estimates for the possible zeros of \( L + \lambda F \) with \( \lambda \in ]0,1] \), or equivalently for the possible solutions of the periodic boundary value problem

\[
D^2 x_m + \lambda f_m(x_m) = 0 \quad (2 \leq m \leq n - 1),
\]

\[
x_1 = x_n, \quad D x_1 = D x_{n-1},
\]

with \( \lambda \in ]0,1] \).

Lemma 1.2. If each function \( f_m \) (\( 2 \leq m \leq n - 1 \)) is bounded from below or from above by \( c \), and if, for some \( R > 0 \), one has

\[
\sum_{m=2}^{n-1} f_m(x_m) \neq 0
\]

whenever \( \min_{2 \leq j \leq n-1} x_j \geq R \) or \( \max_{2 \leq j \leq n-1} x_j \leq -R \), then, for each \( \lambda \in ]0,1] \) and each possible solution \( x \) of (1.4), one has \( \|x\| < 4|c|(n-2)c_n + R \).

Proof. Assume first that each \( f_m \) is bounded from below and let \( c \) such that \( f_m(x) \geq c \) for all \( x \in \mathbb{R} \) and all \( 2 \leq m \leq n - 1 \). We have, for all \( 2 \leq m \leq n - 1 \),

\[
|f_m(x)| \leq f_m(x) + 2|c|, \quad (x \in \mathbb{R}).
\]

Let \( \lambda \in ]0,1] \) and \( x \) be a solution of (1.4). It follows that

\[
\sum_{m=2}^{n-1} f_m(x_m) = 0.
\]

Denoting by \( \tilde{x}_m = x_m - \overline{x} \) (\( 2 \leq m \leq n - 1 \)) and using (1.4), (1.6) and (1.7), it follows that

\[
\sum_{m=2}^{n-1} |D^2 \tilde{x}_m| \leq 2|c|(n-2).
\]

The above inequality and Lemma 1.1 imply that

\[
\max_{2 \leq m \leq n-1} |\tilde{x}_m| \leq 2|c|(n-2)c_n.
\]

Using (1.5), (1.7) and (1.8) we deduce that \( |\overline{x}| < 2|c|(n-2)c_n + R \), and so, using again (1.8) it follows that \( \|x\| < 4|c|(n-2)c_n + R \). In the case where the \( f_m \) are bounded from above by \( c \), if suffices to write the problem

\[
\tilde{L} x + \tilde{F}(x) = 0,
\]
with $\tilde{L} = -L$ and $\tilde{F} = -F$ to reduce it to a problem with $\tilde{F}$ bounded from below, noticing that $L$ and $\tilde{L}$ have the same kernel and the same range.

Let $\varphi : \mathbb{R} \to \mathbb{R}$ be the continuous function defined by
\begin{equation}
\varphi(x) = \frac{1}{n-2} \left( \sum_{m=2}^{n-1} f_m(x) \right) \quad (x \in \mathbb{R}).
\end{equation}

**Theorem 1.3.** If the functions $f_m \ (2 \leq m \leq n-1)$ satisfy the conditions of Lemma 1.2 and if
\begin{equation}
\varphi(-\rho)\varphi(\rho) < 0,
\end{equation}
for some $\rho \geq 4|c|(n-2)c_n + R$ then, problem (1.1) has at least one solution $x$ such that $\|x\| < 4|c|(n-2)c_n + R$.

**Proof.** If follows from Lemma 1.2 that the first assumption $(i_1)$ of Mawhin’s continuation theorem in finite dimension is satisfied for $\Omega = B(0, \rho)$. Now, $\ker(L) \simeq \mathbb{R} \simeq \text{Im}(Q)$ and \[ QF(c, \cdots, c) = \varphi(c), \quad (c \in \mathbb{R}). \]

Hence, the second assumption $(i_2)$ of Mawhin’s continuation theorem in finite dimension is satisfied because of (1.10) and of \[ |d_B[QF, B(0, \rho) \cap \ker(L), 0]| = |d_B[\varphi, \rho, \rho]| = 1. \]

Consequently, $L + F$ has at least one zero in $B(0, \rho)$, i.e. problem (1.1) has at least one solution.

**Corollary 1.4.** Suppose that the functions $f_m \ (2 \leq m \leq n-1)$ are all bounded from below or all bounded from above by $c$, and that for some $R > 0$ and $\varepsilon \in \{-1, 1\}$,
\begin{equation}
\begin{aligned}
\varepsilon \sum_{m=2}^{n-1} f_m(x_m) &> 0 \text{ whenever } \min_{2 \leq j \leq n-1} x_j \geq R \\
\varepsilon \sum_{m=2}^{n-1} f_m(x_m) &< 0 \text{ whenever } \max_{2 \leq j \leq n-1} x_j \leq -R.
\end{aligned}
\end{equation}

Then problem (1.1) has at least one solution $x$ such that $\|x\| < 4|c|(n-2)c_n + R$.

**Proposition 1.5.** Suppose that the functions $f_m \ (2 \leq m \leq n-1)$ are all bounded from below or all bounded from above by $c$, and that for some...
$R > 0$ and $\varepsilon \in \{-1, 1\}$,

\[
\sum_{m=2}^{n-1} \varepsilon f_m(x_m) \geq 0 \quad \text{whenever} \quad \min_{2 \leq j \leq n-1} x_j \geq R
\]

\[
(1.12) \quad \sum_{m=2}^{n-1} \varepsilon f_m(x_m) \leq 0 \quad \text{whenever} \quad \max_{2 \leq j \leq n-1} x_j \leq -R.
\]

Then problem (1.1) has at least one solution $x$ such that $\|x\| \leq 4(|c| + 1)(n-2)c_n + R$.

**Proof.** For definiteness, assume that each $f_m$ is bounded from below by $c$. For each $k \geq 1$, let us define

\[
f_m^{(k)}(x) = f_m(x) + \frac{\varepsilon x}{k(1 + |x|)} \quad (2 \leq m \leq n-1),
\]

so that $f_m^{(k)}$ is bounded from below by $c - 1$ and, using (1.12),

\[
\sum_{m=2}^{n-1} \varepsilon f_m^{(k)}(x_m) > 0 \quad \text{whenever} \quad \min_{2 \leq j \leq n-1} x_j \geq R
\]

\[
(1.13) \quad \sum_{m=2}^{n-1} \varepsilon f_m^{(k)}(x_m) < 0 \quad \text{whenever} \quad \max_{2 \leq j \leq n-1} x_j \leq -R.
\]

Let us consider the periodic boundary value problem

\[
D^2 x_m + f_m^{(k)}(x_m) = 0 \quad (2 \leq m \leq n-1),
\]

\[
x_1 = x_n, \quad Dx_1 = Dx_{n-1}.
\]

Using Corollary 1.4, it follows that problem (1.14) has at least one solution $x^{(k)}$ such that $\|x^{(k)}\| < 4(|c| + 1)(n-2)c_n + R$ for all $k = 1, 2, \ldots$

Going if necessary to a subsequence, we can assume that $x^{(k)} \rightarrow x$ which is a solution of (1.1) such that $\|x\| \leq 4(|c| + 1)(n-2)c_n + R$. 

**Corollary 1.6.** For $p > 0, a_m > 0, b_m \in \mathbb{R}$ ($2 \leq m \leq n-1$), the periodic problem

\[
D^2 x_m + a_m(x_m^+)^p - b_m = 0 \quad (2 \leq m \leq n-1),
\]

\[
x_1 = x_n, \quad Dx_1 = Dx_{n-1},
\]

has at least one solution if and only if

\[
\sum_{m=2}^{n-1} b_m \geq 0.
\]
When \( a_m < 0 \) and \( b_m \in \mathbb{R} \) \((2 \leq m \leq n - 1)\), problem (1.15) has at least one solution if and only if
\[
\sum_{m=2}^{n-1} b_m \leq 0.
\]

**Proof.** For the necessity, if problem (1.15) has a solution \( x \), then
\[
\sum_{m=2}^{n-1} b_m = \sum_{m=2}^{n-1} a_m (x^+_m)^p \geq 0.
\]
For the sufficiency, each function \( f_m(x) = a_m (x^+_m)^p - b_m \) is bounded from below by \(-b_m\). Furthermore, if
\[
R \geq \left( \frac{\sum_{m=2}^{n-1} b_m}{\sum_{m=2}^{n-1} a_m} \right)^{1/p},
\]
then \( \sum_{m=2}^{n-1} f_m(x_m) \geq 0 \) when \( \min_{2 \leq j \leq n-1} x_j \geq R \). On the other hand, \( \sum_{m=2}^{n-1} f_m(x_m) = -\sum_{m=2}^{n-1} b_m \leq 0 \) when \( \max_{2 \leq j \leq n-1} x_j \leq 0 \). Hence the result follows from Proposition 1.5. The proof of the other case is similar.

**Remark 1.7.** Conditions (1.5) and (1.10) hold in particular if there exists \( R > 0 \) such that
\[
\sum_{m=2}^{n-1} b_m > 0 \quad \text{or} \quad \sum_{m=2}^{n-1} b_m < 0 \quad \text{whenever} \quad |x| \geq R.
\]

**Example 1.8.** The problem
\[
D^2 x_m + \exp x_m - t_m = 0 \quad (2 \leq m \leq n - 1),
\]
\[
x_1 = x_n, \quad Dx_1 = Dx_{n-1}
\]
has at least one solution if and only if \( \sum_{m=2}^{n-1} t_m > 0 \). The necessity follows from summing both members of the equation from 2 to \( n - 1 \), and the sufficiency from Theorem 1.3, if we observe that there exists \( R > 0 \) such that the function \( \varphi \) defined by \( \varphi(x) = \exp x - \frac{1}{n-2} \left( \sum_{m=2}^{n-1} t_m \right) \) is such that \( \varphi(x) > 0 \) for \( x \geq R \) and \( \varphi(x) < 0 \) for \( x \leq -R \).

**Example 1.9.** If \( g : \mathbb{R} \to \mathbb{R} \) is continuous and bounded, then, for each \((t_2, \ldots, t_{n-1}) \in \mathbb{R}^{n-2}\) such that
\[
\limsup_{x \to -\infty} g(x) < \frac{1}{n-2} \left( \sum_{m=2}^{n-1} t_m \right) < \liminf_{x \to +\infty} g(x),
\]

the problem
\[ D^2 x_m + g(x_m) - t_m = 0 \quad (2 \leq m \leq n - 1), \quad x_1 = x_n, \quad Dx_1 = Dx_{n-1} \]
has at least one solution.
Condition (1.17) is a Landesman-Lazer-type condition for second order difference equations with periodic boundary conditions.

1.2. Periodic solutions of first order difference equations with one-side bounded nonlinearity

Let \( n \in \mathbb{N} \) and \( f_m \) continuous functions \((1 \leq m \leq n - 1)\). Consider the problem
\[ Dx_m + f_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \quad x_1 = x_n. \] (1.18)
Let us introduce the vector space \( U^{n-1} = \{ x \in \mathbb{R}^n : x_1 = x_n \} \), where an element of \( U^{n-1} \) can be characterized by the coordinates \( x_1, \ldots, x_{n-1} \) and consider the restriction \( L \) of \( D \) to \( U^{n-1} \) given by
\[ \begin{align*}
Dx_1 &= x_2 - x_1, \\
Dx_{n-2} &= x_{n-1} - x_{n-2}, \\
Dx_{n-1} &= x_1 - x_{n-1}.
\end{align*} \] (1.19)
We use the norm \( \| x \| := \max_{1 \leq j \leq n-1} |x_j| \) in \( U^{n-1} \) and \( \max_{1 \leq j \leq n-1} |x_j| \) in \( \mathbb{R}^{n-1} \). It is easy to check that the linear mapping \( L \) is such that
\[ \begin{align*}
\ker L &= \{(c, \cdots, c) \in U^{n-1} : c \in \mathbb{R} \}, \\
\text{Im} L &= \{(y_1, \cdots, y_{n-1}) \in \mathbb{R}^{n-1} : \sum_{m=1}^{n-1} y_m = 0 \}.
\end{align*} \]
The projectors \( P : U^{n-1} \rightarrow U^{n-1}, \ Q : \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n-1} \) defined by
\[ \begin{align*}
P(x_1, \cdots, x_{n-1}) &= (x_1, \cdots, x_1), \\
Q(y_1, \cdots, y_{n-1}) &= \left( \frac{1}{n-1} \sum_{m=1}^{n-1} y_m, \cdots, \frac{1}{n-1} \sum_{m=1}^{n-1} y_m \right)
\end{align*} \]
are such that \( \ker Q = \text{Im} L, \text{Im} P = \ker L \). Let finally \( F : U^{n-1} \rightarrow \mathbb{R}^{n-1} \) be defined by
\[ F(x_1, \cdots, x_{n-1}) = (f_1(x_1), \cdots, f_{n-1}(x_{n-1})), \]
so the zeros of the continuous mapping \( L + F \) correspond to the solutions of (1.18). We shall apply Mawhin’s continuation theorem in finite dimension. We first obtain a priori estimates for the possible zeros of
\( L + \lambda F \) with \( \lambda \in [0, 1] \), or equivalently for the possible solutions of the periodic boundary value problem

\[
Dx_m + \lambda f_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \quad x_1 = x_n,
\]

with \( \lambda \in [0, 1] \).

**Lemma 1.10.** If the function \( f_m \) \((1 \leq m \leq n - 1)\), is bounded from below or from above, and if for some \( R > 0 \)

\[ n-1 \sum_{m=1} f_m(x_m) \neq 0 \]

whenever \( \min_{1 \leq j \leq n-1} x_j \geq R \) or \( \max_{1 \leq j \leq n-1} x_j \leq -R \), then there exists \( \rho \geq R \) such that, for each \( \lambda \in [0, 1] \) and each possible solution \( x \) of (1.20), one has \( \| x \| < \rho \).

**Proof.** Let \( \lambda \in [0, 1] \) and \( x \) be a possible solution of (1.20). It follows that

\[ n-1 \sum_{m=1} f_m(x_m) = 0. \]

On the other hand, if we assume that each \( f_m \) \((1 \leq m \leq n - 1)\) is bounded from below, say by \( c \), we have, for all \( 1 \leq m \leq n - 1 \),

\[ |f_m(x)| - |c| \leq |f_m(x) - c| = f_m(x) - c \quad (1 \leq m \leq n - 1), \]

so that

\[ |f_m(x)| \leq f_m(x) + 2c^- \quad (x \in \mathbb{R}). \]

Hence, using (1.20), (1.22) and (1.23), we obtain

\[
\sum_{m=1}^{n-1} |Dx_m| = \lambda \sum_{m=1}^{n-1} |f_m(x_m)| \leq \sum_{m=1}^{n-1} |f_m(x_m)| \leq \sum_{m=1}^{n-1} f_m(x_m) + 2(n-1)c^- = 2(n-1)c^-.
\]

We deduce

\[
\max_{1 \leq m \leq n-1} x_m \leq \min_{1 \leq m \leq n-1} x_m + \sum_{m=1}^{n-1} |Dx_m| \leq \min_{1 \leq m \leq n-1} x_m + 2(n-1)c^-.
\]
If $1 \leq j \leq n-1$ is such that $x_j = \min_{1 \leq m \leq n-1} x_m$ then, using (1.22) and assumption (1.21), we obtain $x_j < R$. Analogously

$-R < \max_{1 \leq m \leq n-1} x_m$. Consequently we have

$-R < \max_{1 \leq m \leq n-1} x_m$. It follows that we can take any $\rho \geq R$.

If the $f_m$ are bounded from above, it suffices to consider the equivalent problem

$$-Lx - F(x) = 0$$

with $-F$ bounded from below, as $-L$ has the same kernel and range than $L$.

By using now arguments completely similar to those in the preceding section, we can apply Mawhin’s continuation theorem in finite dimension to obtain the following existence result. We define $\varphi : \mathbb{R} \to \mathbb{R}$ by

$$\varphi(x) = \frac{1}{n-1} \left( \sum_{m=1}^{n-1} f_m(x) \right)$$

**Theorem 1.11.** Suppose that the functions $f_m$ $(1 \leq m \leq n-1)$ satisfy the conditions of Lemma 1.10 and that

$$\varphi(-\rho)\varphi(\rho) < 0.$$ 

Then, problem (1.18) has at least one solution.

**Example 1.12.** Given positive $a_m$ and $b_m$ $(1 \leq m \leq n-1)$, the periodic problem

$$(1.26) \quad Dx_m + a_m \exp x_m - b_m = 0 \quad (1 \leq m \leq n-1), \quad x_1 = x_n,$$

related to the study of positive periodic solutions of Verhulst equation with variable coefficients has at least one solution.

**1.3. Second order difference equations with Dirichlet boundary conditions and one-side bounded nonlinearity**

Let $n \in \mathbb{N}$ fixed and $(x_0, \cdots, x_n) \in \mathbb{R}^{n+1}$. Define $(Dx_0, \cdots, Dx_{n-1}) \in \mathbb{R}^n$ and $(D^2x_1, \cdots, D^2x_{n-1}) \in \mathbb{R}^{n-1}$ by

$$Dx_m = x_{m+1} - x_m, \quad (0 \leq m \leq n-1)$$

$$D^2x_m = x_{m+1} - 2x_m + x_{m-1}, \quad (1 \leq m \leq n-1)).$$

Consider the Dirichlet eigenvalue problem

$$(1.27) \quad D^2x_m + \lambda x_m = 0 \quad (1 \leq m \leq n-1), \quad x_0 = 0 = x_n.$$ 

The following results are classical, but we reproduce them for completion. If we look for a nontrivial solution of the form (for some $\theta \in \mathbb{R}$)

$$(1.28) \quad x_m = A \sin m\theta \quad (0 \leq m \leq n),$$
then one must have
\[ \sin(m-1)\theta + (\lambda - 2) \sin m\theta + \sin(m+1)\theta = 0 \quad (1 \leq m \leq n-1) \]
or, equivalently,
\[ (\sin m\theta)[2\cos \theta + \lambda - 2] = 0 \quad (1 \leq m \leq n-1). \]
This system of equations is satisfied if we choose
\[ \lambda = 2 - 2 \cos \theta \quad (1.29) \]
and the Dirichlet boundary conditions \( x_0 = 0 = x_m \) hold if and only if \( \sin n\theta = 0 \), i.e. if and only if
\[ \theta = \theta_k := \frac{k\pi}{n} \quad (k = 1, 2, \cdots, n-1). \]
Consequently, the eigenvalues of (1.27) (in increasing order) are
\[ \lambda_k = 2 \left(1 - \cos \frac{k\pi}{n}\right) = 4 \sin^2 \frac{k\pi}{2n} \quad (k = 1, 2, \cdots, n-1) \quad (1.30) \]
and a corresponding eigenvector \( \varphi^k = (\varphi_1^k, \cdots, \varphi_{n-1}^k) \) is given by
\[ \varphi^k = \left( \sin \frac{k\pi}{n}, \sin \frac{2k\pi}{n}, \cdots, \sin \frac{(n-1)k\pi}{n} \right) \quad (k = 1, 2, \cdots, n-1). \quad (1.31) \]
In particular, the eigenvector \( \varphi^1 \) associated to the first eigenvalue
\[ \lambda_1 = 2 \left(1 - \cos \frac{\pi}{n}\right) = 4 \sin^2 \frac{\pi}{2n}, \quad (1.32) \]
given by
\[ \varphi_1 = \left( \sin \frac{\pi}{n}, \sin \frac{2\pi}{n}, \cdots, \sin \frac{(n-1)\pi}{n} \right) \quad (1.33) \]
has all its components positive. Furthermore, as the \( \varphi^k \) constitute a system of eigenvectors of a symmetric matrix, they satisfy the orthogonality conditions \( \langle \varphi^j, \varphi^k \rangle = 0 \) for \( j \neq k \), where \( \langle \cdot, \cdot \rangle \) denotes the inner product in \( \mathbb{R}^{n-1} \). The norm generated by \( \langle \cdot, \cdot \rangle \) will be denoted by \( \| \cdot \|_2 \).

We need some identities and inequalities for finite sequence satisfying the Dirichlet boundary conditions. The first one is a type of summation by parts.
Lemma 1.13. If \((x_0, \cdots, x_n) \in \mathbb{R}^{n+1}\) and \((y_0, \cdots, y_n) \in \mathbb{R}^{n+1}\) are such that \(x_0 = 0 = x_n\) and \(y_0 = 0 = y_n\), the identity

\begin{equation}
\sum_{m=1}^{n-1} x_mD^2 y_m = \sum_{m=1}^{n-1} y_mD^2 x_m
\end{equation}

(1.34)

holds.

Proof. We have

\begin{align*}
\sum_{m=1}^{n-1} x_m(y_{m+1} - 2y_m + y_{m-1}) & - \sum_{m=1}^{n-1} y_m(x_{m+1} - 2x_m + x_{m-1}) \\
= \sum_{m=1}^{n-2} x_my_{m+1} + \sum_{m=1}^{n-1} x_my_{m-1} - \sum_{m=1}^{n-2} y_mx_{m+1} - \sum_{m=1}^{n-1} y_mx_{m-1} &= 0
\end{align*}

Define

\begin{equation}
x = (x_1, \cdots, x_{n-1}), \quad \varpi = (x, \varphi^1) \frac{\varphi_1}{||\varphi^1||_2^2}, \quad \tilde{x} = x - \varpi,
\end{equation}

(1.35)

so that

\[ (\varpi)_m = \left( \sum_{m=1}^{n-1} x_m \sin \frac{m\pi}{n} \right) \frac{\varphi_m}{||\varphi^1||_2^2} \quad (1 \leq m \leq n-1), \quad \langle \tilde{x}, \varphi^1 \rangle = 0. \]

Notice that

\begin{align*}
D^2 x_m + \lambda_1 x_m &= D^2(\varpi)_m + \lambda_1(\varpi)_m + D^2(\tilde{x})_m + \lambda_1(\tilde{x})_m \\
(1.36)
&= D^2(\tilde{x})_m + \lambda_1(\tilde{x})_m.
\end{align*}

Lemma 1.14. If \(x = (x_1, \cdots, x_{n-1})\), then there exists a constant \(c_n > 0\) which depends only on \(n\) such that

\[ \max_{1 \leq m \leq n-1} |(\tilde{x})_m| \leq c_n \sum_{m=1}^{n-1} |D^2(\tilde{x})_m + \lambda_1(\tilde{x})_m| \varphi^1_m. \]

Proof. The applications

\[ (x_1, \cdots, x_{n-1}) \mapsto \max_{1 \leq m \leq n-1} |x_m|, \]

\[ (x_1, \cdots, x_{n-1}) \mapsto \sum_{m=1}^{n-1} |D^2 x_m + \lambda_1 x_m| \varphi^1_m \]

define two norms on the subspace \(V = \{ x \in \mathbb{R}^{n-1} : \langle x, \varphi^1 \rangle = 0 \}. \) They are equivalent, and inequality above holds.
Let \( n \in \mathbb{N} \) and \( f_m \) continuous functions (\( 2 \leq m \leq n - 1 \)). Consider the problem
\[
D^2 x_m + \lambda_1 x_m + f_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \quad x_0 = 0 = x_n.
\]
Let us introduce the vector space
\[
V^{n-1} = \{ x \in \mathbb{R}^{n+1} : x_0 = 0 = x_n \}
\]
endowed with the orientation of \( \mathbb{R}^{n+1} \). Its elements can be associated to the coordinates \((x_1, \cdots, x_{n-1})\) and correspond to the elements of \( \mathbb{R}^{n+1} \) of the form \((0, x_1, \cdots, x_{n-1}, 0)\), so that the restriction \( D^2 \) to \( V^{n-1} \)
is well defined in terms of \((x_1, \cdots, x_{n-1})\). We use the norm \( \|x\| := \max_{1 \leq j \leq n-1} |x_j| \) in \( V^{n-1} \) and \( \max_{1 \leq j \leq n-1} |x_j| \) in \( \mathbb{R}^{n-1} \). We call \( L : V^{n-1} \rightarrow \mathbb{R}^{n-1} \) the restriction of \( D^2 + \lambda_1 I \) to \( V^{n-1} \). We have
\[
\ker L = \{ c \varphi^1 : c \in \mathbb{R} \},
\]
and, by the properties of symmetric matrices,
\[
\text{Im } L = \{ y \in \mathbb{R}^{n-1} : \langle y, \varphi^1 \rangle = 0 \}.
\]
Consider the projectors \( P : V^{n-1} \rightarrow V^{n-1} \) and \( Q : \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n-1} \) defined by
\[
P(x) = \langle x, \varphi^1 \rangle \frac{\varphi^1}{\|\varphi^1\|_2^2}, \quad Q(y) = \langle y, \varphi^1 \rangle \frac{\varphi^1}{\|\varphi^1\|_2^2},
\]
so that \( \ker Q = \text{Im } L, \text{Im } P = \ker L \). We also define \( F : V^{n-1} \rightarrow \mathbb{R}^{n-1} \) by
\[
F(x) = (f_1(x_1), \cdots, f_{n-1}(x_{n-1})),
\]
so that \((0, x_1, \cdots, x_{n-1}, 0)\) is a solution of (1.37) if and only if \((x_1, \cdots, x_{n-1}) \in V^{n-1} \) is a zero of \( L + F \). In order to obtain the existence of zeros of \( L + F \) we shall apply Mawhin’s continuation theorem in finite dimension. We first obtain a priori estimates for the possible zeros of \( L + \lambda F \) with \( \lambda \in [0,1] \), or equivalently for the possible solutions of the Dirichlet problem
\[
D^2 x_m + \lambda_1 x_m + \lambda f_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \quad x_0 = 0 = x_n,
\]
with \( \lambda \in [0,1] \).

**Lemma 1.15.** If each function \( f_m \) (\( 1 \leq m \leq n - 1 \)) is bounded from below or from above, and if, for some \( R > 0 \), one has
\[
\sum_{m=1}^{n-1} f_m(x_m) \varphi_m^1 \neq 0
\]
whenever \( \min_{1 \leq j \leq n-1} x_j \geq R \) or \( \max_{1 \leq j \leq n-1} x_j \leq -R \) then there exists \( \rho > R \) such that, for each \( \lambda \in [0,1] \) and each possible solution \( x \) of (1.39), one has \( \|x\| < \rho \).

**Proof.** Assume first that each \( f_m \) is bounded from below and let \( c \) such that \( f_m(x) \geq c \) for all \( x \in \mathbb{R} \) and all \( 1 \leq m \leq n-1 \). We have, for all \( 1 \leq m \leq n-1 \),

\[
|f_m(x)| \leq f_m(x) + 2|c|, \quad (x \in \mathbb{R}).
\]

Let \( \lambda \in [0,1] \) and \( x \) be a solution of (1.39). Multiplying (1.39) by \( \varphi_m^1 \) and adding, we obtain

\[
\sum_{m=1}^{n-1} \left[ \varphi_m^1 D^2 x_m + \lambda_1 \varphi_m^1 x_m \right] + \lambda \sum_{m=1}^{n-1} \varphi_m^1 f_m(x_m) = 0.
\]

But, using Lemma 1.13,

\[
\sum_{m=1}^{n-1} \left[ \varphi_m^1 D^2 x_m + \lambda_1 \varphi_m^1 x_m \right] = \sum_{m=1}^{n-1} \left[ x_m \left( D^2 \varphi_m^1 + \lambda_1 \varphi_m^1 \right) \right] = 0,
\]

so that

\[
\sum_{m=1}^{n-1} f_m(x_m) \varphi_m^1 = 0.
\]

On the other hand, using (1.36) we have

\[
(D^2 x)_m + \lambda_1 (x)_m + \lambda f_m(x_m) = 0 \quad (1 \leq m \leq n-1).
\]

Using (1.41), (1.42) and (1.43) we deduce that

\[
\sum_{m=1}^{n-1} |D^2 (x)_m + \lambda_1 (x)_m| \varphi_m^1 = \lambda \sum_{m=1}^{n-1} |f_m(x_m)| \varphi_m^1 \leq 2|c| \sum_{m=1}^{n-1} \varphi_m^1,
\]

which implies that there exists a constant \( R_1 > 0 \) such that

\[
\sum_{m=1}^{n-1} |D^2 (x)_m + \lambda_1 (x)_m| \varphi_m^1 \leq R_1.
\]

Using (1.44) and Lemma 1.14, it follows that there exists \( R_2 > 0 \) such that

\[
\max_{1 \leq m \leq n-1} |(x)_m| \leq R_2.
\]
Then, by (1.40) and (1.42), there exists $1 \leq k \leq n - 1$ and $1 \leq l \leq n - 1$ such that $x_k < R$ and $x_l > -R$. Consequently, $(\overline{x})_k = x_k - (\overline{x})_k < R + R_2$ and $(\overline{x})_l = x_l - (\overline{x})_k > -R - R_2$. Therefore, for each $1 \leq m \leq n - 1$,

$$
(\overline{x})_m = \frac{(\overline{x})_k}{\varphi_1} \varphi_1^m < (R + R_2) \max_{1 \leq m \leq n - 1} \frac{\varphi_1^m}{\varphi_1^k} := R_3,
$$

and

$$
(\overline{x})_m = \frac{(\overline{x})_l}{\varphi_1^l} \varphi_1^m > -(R + R_2) \max_{1 \leq m \leq n - 1} \frac{\varphi_1^m}{\varphi_1^k} := -R_3.
$$

Consequently $\|x\| < \rho$ for some $\rho > 0$.

In the case where the $f_m$ are bounded from above, if suffices to write the problem

$$
\tilde{L}x + \tilde{F}(x) = 0,
$$

with $\tilde{L} = -L$ and $\tilde{F} = -F$ to reduce it to a problem with $\tilde{F}$ bounded from below, noticing that $L$ and $\tilde{L}$ have the same kernel and the same range.

By using now arguments completely similar to those in the preceding sections, we can apply Mawhin’s continuation theorem in finite dimension to obtain the following existence result. Let $\varphi : \mathbb{R} \to \mathbb{R}$ be the continuous function defined by

$$
\varphi(u) = \sum_{m=1}^{n-2} f_m(u \varphi_1^m) \varphi_1^m.
$$

(1.45)

**Theorem 1.16.** If the functions $f_m$ ($1 \leq m \leq n - 1$) satisfy the conditions of Lemma 1.15 and if

$$
\varphi(-\rho)\varphi(\rho) < 0,
$$

(1.46) then, problem (1.37) has at least one solution.

**Example 1.17.** The problem

$$
D^2 x_m + \lambda_1 x_m + \exp x_m - t_m = 0 \quad (1 \leq m \leq n - 1), \quad x_0 = 0 = x_n,
$$

has at least one solution if and only if $\sum_{m=1}^{n-1} t_m \varphi_1^m > 0$.

The necessity follows from summing both members of the equation from 1 to $n - 1$ after multiplication by $\varphi_1^m$, and the sufficiency from Theorem 1.16, if we observe that there exists $R > 0$ such that the function $\varphi$ defined by $\varphi(u) = \sum_{m=1}^{n-1} [\exp(u \varphi_1^m) - t_m] \varphi_1^m$ is such that $\varphi(u) > 0$ for $u \geq R$ and $\varphi(u) < 0$ for $u \leq -R$. 

Exemple 1.18. If \( g : \mathbb{R} \to \mathbb{R} \) is a continuous function bounded from below or from above and \((t_1, \ldots, t_{n-1}) \in \mathbb{R}^{n-1}\) such that
\[
-\infty < \limsup_{x \to -\infty} g(x) < \frac{\sum_{m=1}^{n-1} t_m \varphi_m}{\sum_{m=1}^{n-1} \varphi_m} < \liminf_{x \to +\infty} g(x) < +\infty,
\]
then the problem
\[
D^2 x_m + \lambda_1 x_m + g(x_m) - t_m = 0 \quad (1 \leq m \leq n-1), \quad x_0 = x_n,
\]
has at least one solution.
Condition (1.47) is a Landesman-Lazer-type condition for difference equations with Dirichlet boundary conditions. It is easily shown to be necessary if
\[
\limsup_{x \to -\infty} g(x) < g(x) < \liminf_{x \to +\infty} g(x)
\]
for all \( x \in \mathbb{R} \).

2. Upper and lower solutions for difference equations

2.1. First order difference vs first order differential equations

Consider the periodic boundary value problem
\[
x' + f(t, x) = 0, \quad x(0) = x(T),
\]
where \( f : [0, T] \times \mathbb{R} \to \mathbb{R} \) is a continuous function.

**Definition 2.1.** \( \alpha \) (resp. \( \beta \)) \in \( C^1([0, T]) \) is a lower solution (resp. upper solution) of problem (2.1) if
\[
\alpha'(t) + f(t, \alpha(t)) \geq 0 \quad (t \in [0, T]), \quad \alpha(0) \geq \alpha(T)
\]
(resp. \( \beta'(t) + f(t, \beta(t)) \leq 0 \quad (t \in [0, T]), \quad \beta(0) \leq \beta(T) \)).

The basic existence theorem of the method of upper and lower solutions for (2.1) goes as follows.

**Theorem 2.2.** If problem (2.1) has a lower solution \( \alpha \) and an upper solution \( \beta \) such that \( \alpha(t) \leq \beta(t) \) for all \( t \in [0, T] \) (resp. \( \beta(t) \leq \alpha(t) \) for all \( t \in [0, T] \)), then problem (2.1) has at least one solution \( x \) such that \( \alpha(t) \leq x(t) \leq \beta(t) \) for all \( t \in [0, T] \) (resp. \( \beta(t) \leq x(t) \leq \alpha(t) \) for all \( t \in [0, T] \)).

**Proof.** Let us first consider the case where \( \alpha(t) \leq \beta(t) \) (\( t \in [0, T] \)). Define \( \gamma : [0, T] \times \mathbb{R} \to \mathbb{R} \) by
\[
\gamma(t, x) = \begin{cases} 
\beta(t), & x > \beta(t) \\
\alpha(t), & \alpha(t) \leq x \leq \beta(t) \\
x, & \alpha(t) \leq x \leq \beta(t)
\end{cases}
\]
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and consider the modified problem

(2.2) \[ x' + f(t, \gamma(t, x)) - x + \gamma(t, x) = 0, \quad x(0) = x(T), \]

which coincides with (2.1) when \(\alpha(t) \leq x(t) \leq \beta(t)\) for all \(t \in [0, T]\).

First it is clear, writing (2.2) in the equivalent form

\[ x(t) = \int_0^T G(t, s)[f(s, \gamma(s, x(s))) + \gamma(s, x(s))] \, ds \]

with \(G(t, s)\) the Green function of the linear periodic problem

\[ -x' + x = h(t), \quad x(0) = x(T), \]

that the existence of at least one solution to problem (2.2) follows from Schauder’s fixed point theorem. It suffices now to show that each solution \(x\) of (2.2) is such that \(\alpha(t) \leq x(t) \leq \beta(t)\) for all \(t \in [0, T]\), and hence is a solution of (2.1). If \(\alpha(t) > x(t)\) for some \(t \in [0, T]\), then \(\alpha - x\) reaches at some \(\tau \in [0, T]\) a positive maximum, so that \(\alpha(\tau) > x(\tau)\) and \(\gamma(\tau, x(\tau)) = \alpha(\tau)\). The condition \(\alpha(0) \geq \alpha(T)\) implies that the maximum cannot be achieved at \(T\) without being achieved at 0, so that we can assume that \(\tau \in [0, T]\). Then \(\alpha'(\tau) - x'(\tau) \leq 0\), and

\[ \alpha'(\tau) + f(\tau, \alpha(\tau)) \leq x'(\tau) + f(\tau, \gamma(\tau, x(\tau))) = x(\tau) - \alpha(\tau) < 0, \]

a contradiction with the definition of a lower solution. One shows in a similar way that \(x(t) \leq \beta(t)\) for all \(t \in [0, T]\).

In the case where \(\beta(t) \leq \alpha(t)\) for all \(t \in [0, T]\), one defines \(\delta : [0, T] \times \mathbb{R} \to \mathbb{R}\) by

\[ \delta(t, x) = \begin{cases} 
\alpha(t), & x > \alpha(t) \\
\beta(t), & \beta(t) \leq x \leq \alpha(t) \\
x, & x < \beta(t), 
\end{cases} \]

and considers the modified problem

(2.3) \[ x' + f(t, \delta(t, x)) - x - \delta(t, x) = 0, \quad x(0) = x(T), \]

which has at least one solution using Schauder’s fixed point theorem. An argument like above shows that each solution \(x\) of (2.3) is such that \(\beta(t) \leq x(t) \leq \alpha(t)\) for all \(t \in [0, T]\).

If \(n \geq 2\) and \(f_m : \mathbb{R} \to \mathbb{R}\) are continuous \((1 \leq m \leq n - 1)\), one considers the periodic boundary value problem

(2.4) \[ Dx_m + f_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \quad x_1 = x_n. \]
Definition 2.3. \( \alpha = (\alpha_1, \ldots, \alpha_n) \) (resp. \( \beta = (\beta_1, \ldots, \beta_n) \)) is called a lower solution (resp. upper solution) for (2.4) if the inequalities
\[
D\alpha_m + f_m(\alpha_m) \geq 0, \quad (1 \leq m \leq n - 1), \quad \alpha_1 \geq \alpha_n
\]
(resp. \( D\beta_m + f_m(\beta_m) \leq 0, \quad (1 \leq m \leq n - 1), \quad \beta_1 \leq \beta_n \)) hold.

Theorem 2.4. If (2.4) has a lower solution \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and an upper solution \( \beta = (\beta_1, \ldots, \beta_n) \) such that \( \alpha_m \leq \beta_m \) \((1 \leq m \leq n - 1)\), then (2.4) has a solution \( x = (x_1, \ldots, x_n) \) such that \( \alpha_m \leq x_m \leq \beta_m \) \((1 \leq m \leq n - 1)\).

Proof. Let \( \gamma_m : \mathbb{R} \to \mathbb{R} \) \((1 \leq m \leq n - 1)\) be the continuous functions defined by
\[
\gamma_m(x) = \begin{cases} 
\beta_m, & x > \beta_m \\
\alpha_m, & \alpha_m \leq x \leq \beta_m \\
\alpha_m, & x < \alpha_m,
\end{cases}
\]
and consider the modified problem
\[
Dx_m + f_m(\gamma_m) - x_m + \gamma_m = 0 \quad (1 \leq m \leq n - 1),
\]
\[
x_1 = x_n.
\]
The existence of at least one solution to (2.5) is an easy consequence of Brouwer fixed point theorem in the space
\[
U^{n-1} = \{ x \in \mathbb{R}^n : x_1 = x_n \},
\]
whose elements can be characterized by the coordinates \( x_1, \ldots, x_{n-1} \). Indeed, the restriction \( L \) of \( D - I \) to \( U^{n-1} \), given by
\[
Dx_1 = x_2 - 2x_1,
\]
\[
Dx_n = x_{n-1} - 2x_{n-2},
\]
\[
Dx_{n-1} = x_1 - 2x_{n-1},
\]
is one-to-one, hence invertible, and (2.5) is equivalent to the fixed point problem
\[
x_m = -L^{-1}[f_m(\gamma_m) + \gamma_m] \quad (1 \leq m \leq n - 1),
\]
in \( U^{n-1} \). It remains to show that if \( x = (x_1, \ldots, x_n) \) is a solution of (2.5), then \( \alpha_m \leq x_m \leq \beta_m \) \((1 \leq m \leq n)\), so that \( (x_1, \ldots, x_n) \) is a solution of (2.4). Suppose by contradiction that \( \alpha_i - x_i > 0 \) for some \( 1 \leq i \leq n \), so that \( \alpha_m - x_m = \max_{1 \leq j \leq n} (\alpha_j - x_j) > 0 \). If \( 1 \leq m \leq n - 1 \), then
\[
\alpha_{m+1} - x_{m+1} \leq \alpha_m - x_m.
\]
which gives

\[ D\alpha_m + f_m(\alpha_m) \leq Dx_m + f_m \circ \gamma_m(x_m) = x_m - \alpha_m < 0, \]

a contradiction with the definition of lower solution. Now the condition \( \alpha_1 \geq \alpha_n \), shows that the maximum is reached at \( m = n \) only if it is also reached at \( m = 1 \), a case already excluded. One shows in the same way that \( x \leq \beta \).

A simple but useful consequence of Theorem 2.4, goes as follows.

**Corollary 2.5.** Assume that there exists numbers \( \alpha \leq \beta \) such that

\[ f_m(\alpha) \geq f_m(\beta) \quad (1 \leq m \leq n - 1). \]

Then problem (2.4) has at least one solution with \( \alpha \leq x_m \leq \beta \) \( (1 \leq m \leq n - 1) \).

**Proof.** Just observe that \( (\alpha, \cdots, \alpha) \) is a lower solution and \( (\beta, \cdots, \beta) \) an upper solution for (2.4).

**Exemple 2.6.** For each \( p > 0, a_m > 0 \) and \( b_m \in \mathbb{R} \) \( (1 \leq m \leq n - 1) \) the problem

\[ Dx_m - a_m|x_m|^{p-1}x_m = b_m \quad (1 \leq m \leq n - 1), \quad x_1 = x_n \]

has at least one solution, because if

\[ R \geq \left( \max_{1 \leq m \leq n-1} \frac{|b_m|}{a_m} \right)^{1/p}, \]

then \((-R, \cdots, -R)\) is a lower solution and \((R, \cdots, R)\) an upper solution.

**Remark 2.7.** When \( \beta_m \leq \alpha_m \) \( (1 \leq m \leq n - 1) \), one can try to adapt the argument of Theorem 2.2 for the case where \( \beta(t) \leq \alpha(t) \) by defining

\[ \delta_m(x) = \begin{cases} \alpha_m, & x > \alpha_m \\ x, & \beta_m \leq x \leq \alpha_m \\ \beta_m, & x < \beta_m, \end{cases} \]

and considering the modified problem

\[ Dx_m + f_m \circ \delta_m(x_m) + x_m - \delta_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \]

\[ x_1 = x_n. \]

The Brouwer fixed point theorem still gives the existence of at least one solution for (2.8). If one tries to show that, say, \( \beta_m \leq x_m \) \( (1 \leq m \leq n - 1) \), and assume by contradiction that \( \beta_i - x_i > 0 \) for some \( 1 \leq i \leq n \), so that \( \beta_m - x_m = \max_{1 \leq j \leq n} (\beta_j - x_j) > 0 \), one has for \( 1 \leq m \leq n - 1 \)

\[ \beta_{m+1} - x_{m+1} \leq \beta_m - x_m, \]
which gives
\[ D\beta_m + f_m(\beta_m) \leq Dx_m + f_m \circ \gamma_m(x_m) = -x_m + \beta_m > 0, \]

implying no contradiction with \( D\beta_m + f_m(\beta_m) \leq 0 \).

That the argument works in the ordinary differential case and not in the difference case comes from the fact that a local extremum is characterized by an equality (vanishing of the first derivative) in the first case and by two inequalities (with only one usable in the argument) in the second case. This raises the question of the validity of the method of upper and lower solutions in reverse order for difference equations. The question is solved by the negative in what follows.

An eigenvalue of the first order difference operator with periodic boundary conditions is a \( \lambda \in \mathbb{C} \) such that the problem
\[ Dx_m = \lambda x_m \quad (1 \leq m \leq n-1), \quad x_1 = x_n \]
has a nontrivial solution. Explicitly, system (2.9) can be written
\[
\begin{align*}
x_1 - x_n & = 0 \\
x_2 - (1 + \lambda)x_1 & = 0 \\
\ldots & \ldots \ldots \ldots \\
x_n - (1 + \lambda)x_{n-1} & = 0
\end{align*}
\]
Looking for solutions of the form \( x_m = e^{im\theta} \) \( (1 \leq m \leq n-1) \) for some \( \theta \in \mathbb{R} \), one easily finds that \( \theta \) must verify the equations
\[ \lambda = -1 + e^{i\theta}, \quad e^{(n-1)i\theta} = 1, \]

which gives the \( n - 1 \) distinct eigenvalues
\[ \lambda_k = -1 + e^{\frac{2k\pi i}{n-1}} \quad (0 \leq k \leq n - 2), \]
with the corresponding eigenvectors \( x_m^k = e^{\frac{2k\pi i m}{n-1}} \) \( (1 \leq m \leq n; 0 \leq k \leq n-2) \). In particular, \( \lambda_0 = 0 \) is always a real eigenvalue, and all the other eigenvalues have negative real part. If \( n = 2 \), 0 is the unique eigenvalue; if \( n > 2 \) is even, 0 is the unique real eigenvalue; if \( n \) is odd, \( \lambda_{n-1} = -2 \) is the unique nonzero real eigenvalue.

For \( n \geq 2 \) odd and \( \lambda = -2 \), system (2.10) becomes
\[
\begin{align*}
x_1 - x_n & = 0 \\
x_2 + x_1 & = 0 \\
\ldots & \ldots \\
x_n + x_{n-1} & = 0
\end{align*}
\]
and has the eigenvector with components $x_m^{(n-1)/2} = (-1)^{m-1}$ $(1 \leq m \leq n)$. The adjoint system

\begin{align*}
x_1 + x_2 &= 0 \\
\vdots & \vdots \\
x_{n-1} + x_n &= 0 \\
-x_1 + x_n &= 0
\end{align*}

(2.13)

has the nontrivial solution with components $x_m = (-1)^{m-1}$ $(1 \leq m \leq n)$. As $b_m = \delta_{nm}$ $(1 \leq m \leq n)$ (Kronecker symbol) is not orthogonal to the kernel of the adjoint system (2.13), the problem

\begin{align*}
x_1 - x_n &= 0 \\
x_2 + x_1 &= 0 \\
\vdots & \vdots \\
x_{n-1} + x_{n-2} &= 0 \\
x_n + x_{n-1} &= 1
\end{align*}

has no solution, or, equivalently the problem

\begin{align*}
Dx_m + 2x_m &= 0 \quad (1 \leq m \leq n-2), \\
Dx_{n-1} + 2x_{n-1} &= 1,
\end{align*}

(2.14)

has no solution. However, $\alpha = (1,1,\cdots,1)$ is a lower solution and $\beta = (0,0,\cdots,0)$ is an upper solution of (2.14) such that $\beta_m \leq \alpha_m$ $(1 \leq m \leq n)$.

If now $n > 2$ is even, the problem

\begin{align*}
Dx_m + 2x_m &= 0 \quad (1 \leq m \leq n-3), \\
Dx_{n-2} + 2x_{n-2} &= 1, \\
Dx_{n-1} &= 0, \quad x_1 = x_n
\end{align*}

(2.15)

is of course equivalent to the problem

$Dx_m + 2x_m = 0 \quad (1 \leq m \leq n-3), \quad Dx_{n-2} + 2x_{n-2} = 1, \quad x_1 = x_{n-1},$

As $n-1$ is odd, it follows from the counterexample (2.14) that problem (2.15) has no solution. However $\alpha = (1,1,\cdots,1)$ is a lower solution and $\beta = (0,0,\cdots,0)$ is an upper solution of (2.15) such that $\beta_m \leq \alpha_m$ $(1 \leq m \leq n)$.

For $n = 2$, problem (2.4) is equivalent to the unique scalar equation

$f_1(x_1) = 0$
and, in this case, the validity of the method of upper and lower solutions, independently of their order, follows from its equivalence with Bolzano’s theorem applied to the real function $f_1$.

**Remark 2.8.** Notice that, in contrast to the periodic problem for first order difference equations, whose eigenvalues are in the left half-plane, all the eigenvalues $\lambda_k = \frac{2k\pi}{T}$ ($k \in \mathbb{Z}$) of the differential operator $\frac{d}{dt}$ with periodic boundary conditions on $[0, T]$ are on the imaginary axis. Hence the situation for the method of lower and upper solutions for periodic solutions of first order difference equations is more akin to the one of periodic solutions of second order ordinary differential or difference equations, whose eigenvalues are also located in a half-plane, and where the lower solution has to be smaller than the upper solution to make the method of upper and lower solutions fully conclusive.

### 2.2. Upper and lower solutions for second order difference equations with periodic boundary conditions

Let $f_m : \mathbb{R} \to \mathbb{R}$, $(2 \leq m \leq n - 1)$ be continuous functions. We study the existence of solutions for the periodic boundary value problem

$$
D^2 x_m + f_m(x_m) = 0 \quad (2 \leq m \leq n - 1),
$$

$$
x_1 = x_n, \quad Dx_1 = Dx_{n-1}.
$$

(2.16)

If $\alpha, \beta \in \mathbb{R}^p$, we write $\alpha \leq \beta$ (resp. $\alpha < \beta$) if $\alpha_i \leq \beta_i$ for all $1 \leq i \leq p$ (resp. $\alpha_i < \beta_i$ for all $1 \leq i \leq p$).

**Definition 2.9.** $\alpha = (\alpha_1, \cdots, \alpha_n)$ (resp. $\beta = (\beta_1, \cdots, \beta_n)$) is called a lower solution (resp. upper solution) for (2.16) if

$$
\alpha_1 = \alpha_n, \quad D\alpha_1 \geq D\alpha_{n-1} \quad (\text{resp. } \beta_1 = \beta_n, \quad D\beta_1 \leq D\beta_{n-1})
$$

and the inequalities

$$
D^2 \alpha_m + f_m(\alpha_m) \geq 0 \quad (\text{resp. } D^2 \beta_m + f_m(\beta_m) \leq 0)
$$

(2.17)

hold. Such a lower or upper solution will be called strict if the inequalities (2.17) are strict.

**Theorem 2.10.** If (2.16) has a lower solution $\alpha = (\alpha_1, \cdots, \alpha_n)$ and an upper solution $\beta = (\beta_1, \cdots, \beta_n)$ such that $\alpha \leq \beta$, then (2.16) has a solution $x = (x_1, \cdots, x_n)$ such that $\alpha \leq x \leq \beta$. Moreover, if $\alpha$ and $\beta$ are strict, then $\alpha < x < \beta$.

**Proof.** I. A modified problem.

Let $\gamma_m : \mathbb{R} \to \mathbb{R}$, $(2 \leq m \leq n - 1)$ be the continuous functions defined
by

\[ \gamma_m(x) = \begin{cases} 
\beta_m, & x > \beta_m \\
\alpha_m, & \alpha_m \leq x \leq \beta_m \\
\alpha_m, & x < \alpha_m,
\end{cases} \]

and define \( F_m = f_m \circ \gamma_m \). \( (2 \leq m \leq n-1) \). We consider the modified problem

\[ D^2x_m + F_m(x_m) - [x_m - \gamma_m(x_m)] = 0 \quad (2 \leq m \leq n-1), \]

(2.18) \quad \begin{align*}
x_1 &= x_n, \\
Dx_1 &= Dx_{n-1},
\end{align*}

and show that if \( x = (x_1, \ldots, x_n) \) is a solution of (2.18) then \( \alpha \leq x \leq \beta \) and hence \( x \) is a solution of (2.16). Suppose by contradiction that there is some \( 1 \leq i \leq n \) such that \( \alpha_i - x_i > 0 \) so that \( \alpha_m - x_m = \max_{1 \leq j \leq n}(\alpha_j - x_j) > 0 \). Using the fact that \( \alpha_1 - x_1 = \alpha_n - x_n \) and \( D(\alpha_1 - x_1) \geq D(\alpha_{n-1} - x_{n-1}) \) we obtain that \( 2 \leq m \leq n-1 \), because, if \( \alpha_j - x_j < \alpha_1 - x_1 = \alpha_n - x_n \) for all \( 2 \leq j \leq n-1 \), then

\[ 0 > \alpha_2 - x_2 - (\alpha_1 - x_1) \geq \alpha_n - x_n - (\alpha_{n-1} - x_{n-1}) > 0, \]

a contradiction. Hence

\[ D^2(\alpha_m - x_m) = (\alpha_{m+1} - x_{m+1}) - 2(\alpha_m - x_m) + (\alpha_{m-1} - x_{m-1}) \leq 0, \]

and

\[ \begin{align*}
D^2\alpha_m &\leq D^2x_m = -F_m(x_m) + (x_m - \gamma_m(x_m)) \\
&= -f_m(\alpha_m) + (x_m - \alpha_m) < -f_m(\alpha_m) \leq D^2\alpha_m,
\end{align*} \]

a contradiction. Analogously we can show that \( x \leq \beta \). We remark that if \( \alpha, \beta \) are strict, then \( \alpha < x < \beta \).

II. Abstract formulation of problem (2.18).

Consider the vector space

\[ V^{n-2} = \{ x \in \mathbb{R}^n : x_1 = x_n, \ Dx_1 = Dx_{n-1} \} \]

endowed with the orientation of \( \mathbb{R}^n \). Its elements can be associated to the coordinates \( (x_2, \ldots, x_{n-1}) \) and correspond to the elements of \( \mathbb{R}^n \) of the form \( (\frac{x_2 + x_{n-1}}{2}, x_2, \ldots, x_{n-1}, \frac{x_2 + x_{n-1}}{2}) \), so that the restriction \( D^2 \) to \( V^{n-2} \) is well defined in terms of \( (x_2, \ldots, x_{n-1}) \). We use the norm \( \|x\| := \max_{2 \leq j \leq n-1} |x_j| \) in \( V^{n-2} \) and \( \max_{1 \leq j \leq n-2} |x_j| \) in \( \mathbb{R}^{n-2} \). We define the continuous mapping \( G : V^{n-2} \to \mathbb{R}^{n-2} \) by

\[ G_m(x_m) = D^2x_m + F_m(x_m) - [x_m - \gamma_m(x_m)] \]

(2.20) \quad \begin{align*}
(2 \leq m \leq n-1).
\end{align*}
It is clear that the solutions of (2.18) are the zeros of $G$ in $V^{n-2}$. In order to use Brouwer degree to study those zeros, we introduce the homotopy $G : [0, 1] \times V^{n-2} \to \mathbb{R}^{n-2}$ defined by

$$G_m(\lambda, x_m) = (1 - \lambda)(D^2x_m - x_m) + \lambda G_m(x_m)$$

(2.21)

for all $2 \leq m \leq n - 1$. Notice that $G(1, \cdot) = G$ and that $G(0, \cdot)$ is linear.

III. A priori estimates for the possible zeros of $G$.

Let $R$ be any number such that $R > \max_{2 \leq m \leq n - 1} \max_{x \in \mathbb{R}} |F_m(x) + \gamma_m(x)|$

and let $(\lambda, x_2, \cdots, x_{n-1}) \in [0, 1] \times V^{n-2}$ be a possible zero of $G$. If $x_m = \max_{2 \leq j \leq n - 1} x_j$, then, $D^2x_m \leq 0$. This is clear if $3 \leq m \leq n - 2$ and if, say, $m = 2$, then

$$D^2x_2 = x_3 - 2x_2 + \frac{x_2 + x_{n-1}}{2} = x_3 - x_2 + \frac{x_2 + x_{n-1}}{2} - x_2 \leq 0,$$

and similarly if $m = n - 1$. Hence,

$$0 \geq D^2x_m = x_m - \lambda[F_m(x_m) + \gamma_m(x_m)],$$

which implies

$$x_m \leq \max_{x \in \mathbb{R}} |F_m(x) + \gamma_m(x)| < R.$$

Analogously it can be shown that $-R < \min_{2 \leq j \leq n - 1} x_j$, and hence

$$\|x\| = \max_{2 \leq j \leq n - 1} |x_j| < R$$

(2.23)

for each possible zero $(\lambda, x)$ of $G$.

IV. The existence of a zero for $G$.

Using the results of Parts II, III and the invariance under homotopy of the Brouwer degree, we see that the Brouwer degree $d[G(\lambda, \cdot), B_R(0), 0]$ is well defined and independent of $\lambda \in [0, 1]$. But $G(0, \cdot)$ is a linear mapping whose set of solutions is bounded, hence equal to $\{0\}$. Consequently, $|d[G(0, \cdot), B_R(0), 0]| = 1$, so that $|d[G, B_R(0), 0]| = 1$ and the existence property of Brouwer degree implies the existence of at least one zero of $G$.

V. End of the proof.

We have proved that there is some $x \in V^{n-2}$ such that $G(x) = 0$, so $x$ is a solution of (2.18), which means that $\alpha \leq x \leq \beta$ and $x$ is a solution of (2.16). Moreover if $\alpha, \beta$ are strict, then $\alpha < x < \beta$. \[\blacksquare\]
Remark 2.11. Suppose that $\alpha$ (resp. $\beta$) is a strict lower (resp. upper) solutions of (2.16). As we have already seen, (2.16) admits at least one solution $x$ such that $\alpha < x < \beta$. Define the open set

$$\Omega_{\alpha,\beta} = \{(x_2, \cdots, x_{n-1}) \in V^{n-2} : \alpha_m < x_m < \beta_m \quad (2 \leq m \leq n - 1)\}.$$ 

If $\rho$ is large enough, then, using the additivity-excision property of Brouwer degree, we have


On the other hand, if we define the continuous mapping $\tilde{G} : V^{n-2} \to \mathbb{R}^{n-2}$ by

$$\tilde{G}_m(x_m) = D^2 x_m + f_m(x_m) \quad (2 \leq m \leq n - 1),$$

$\tilde{G}$ is equal to $G$ on $\Omega_{\alpha,\beta}$, and then

$$|d[\tilde{G}, \Omega_{\alpha,\beta}, 0]| = 1.$$ 

2.3. Upper and lower solutions for second order difference equations with Dirichlet boundary conditions

Let $f_m : \mathbb{R} \to \mathbb{R}, (1 \leq m \leq n-1)$ be continuous functions. We study the existence of solutions for the Dirichlet boundary value problem

$$(2.26) \quad D^2 x_m + f_m(x_m) = 0 \quad (1 \leq m \leq n - 1), \quad x_0 = 0 = x_n.$$ 

Definition 2.12. $\alpha = (\alpha_0, \cdots, \alpha_n)$ (resp. $\beta = (\beta_0, \cdots, \beta_n)$) is called a lower solution (resp. upper solution) for (2.26) if

$$\alpha_0 \leq 0, \alpha_n \leq 0 \quad (\text{resp. } \beta_0 \geq 0, \beta_n \geq 0)$$

and the inequalities

$$D^2 \alpha_m + f_m(\alpha_m) \geq 0 \quad (\text{resp. } D^2 \beta_m + f_m(\beta_m) \leq 0) \quad (1 \leq m \leq n - 1)$$

hold. Such a lower or upper solution will be called strict if the inequalities (2.28) are strict.

Theorem 2.13. If (2.26) has a lower solution $\alpha = (\alpha_0, \cdots, \alpha_n)$ and an upper solution $\beta = (\beta_0, \cdots, \beta_n)$ such that $\alpha \leq \beta$, then (2.26) has a solution $x = (x_0, \cdots, x_n)$ such that $\alpha \leq x \leq \beta$. Moreover, if $\alpha$ and $\beta$ are strict, then $\alpha_m < x_m < \beta_m \quad (1 \leq m \leq n - 1)$.


Let $\gamma_m : \mathbb{R} \to \mathbb{R}, (1 \leq m \leq n - 1)$ be the continuous functions defined
by
\[
\gamma_m(x) = \begin{cases} 
\beta_m, & x > \beta_m \\
\alpha_m, & \alpha_m \leq x \leq \beta_m \\
\alpha_m, & x < \alpha_m,
\end{cases}
\]
and define \( F_m = f_m \circ \gamma_m \) (1 \( \leq m \leq n - 1 \)). We consider the modified problem
\[
D^2x_m + F_m(x_m) - [x_m - \gamma_m(x_m)] = 0 \quad (1 \leq m \leq n - 1),
\tag{2.29}
\]
and show that if \( x = (x_0, \ldots, x_n) \) is a solution of (2.29) then \( \alpha \leq x \leq \beta \) and hence \( x \) is a solution of (2.26). Suppose by contradiction that there is some \( 0 \leq i \leq n \) such that \( \alpha - x_i > 0 \) so that \( \alpha_m - x_m = \max_0 \leq j \leq n (\alpha - x_j) > 0 \). Using the inequalities (2.27), we obtain that \( 1 \leq m \leq n - 1 \). Hence
\[
D^2(\alpha_m - x_m) = (\alpha_{m+1} - x_{m+1}) - 2(\alpha_m - x_m) + (\alpha_{m-1} - x_{m-1}) \leq 0,
\]
and
\[
D^2\alpha_m \leq D^2x_m = -F_m(x_m) + (x_m - \gamma_m(x_m)) = -f_m(\alpha_m) + (x_m - \alpha_m) < -f_m(\alpha_m) \leq D^2\alpha_m,
\]
a contradiction. Analogously we can show that \( x \leq \beta \). We remark that if \( \alpha, \beta \) are strict, then \( \alpha_m < x_m < \beta_m \) (1 \( \leq m \leq n - 1 \)).

II. Abstract formulation of problem (2.29).
Let us introduce the vector space
\[
V^{n-1} = \{ x \in \mathbb{R}^{n+1} : x_0 = 0 = x_n \}
\]
endowed with the orientation of \( \mathbb{R}^{n+1} \). Its elements can be associated to the coordinates \((x_1, \ldots, x_{n-1})\) and correspond to the elements of \( \mathbb{R}^{n+1} \) of the form \((0, x_1, \ldots, x_{n-1}, 0)\), so that the restriction \( D^2 \) to \( V^{n-1} \) is well defined in terms of \((x_1, \ldots, x_{n-1})\). We use the norm \( ||x|| := \max_{1 \leq j \leq n-1} |x_j| \) in \( V^{n-1} \) and \( \max_{1 \leq j \leq n-1} |x_j| \) in \( \mathbb{R}^{n-1} \). We define the continuous mapping \( G : V^{n-1} \rightarrow \mathbb{R}^{n-1} \) by
\[
G_m(x) = D^2x_m + F_m(x_m) - [x_m - \gamma_m(x_m)],
\tag{2.31}
\]
for all \( 1 \leq m \leq n - 1 \). It is clear that the solutions of (2.29) are the zeros of \( G \) in \( V^{n-1} \). In order to use Brouwer degree to study those zeros, we introduce the homotopy \( G : [0,1] \times V^{n-1} \rightarrow \mathbb{R}^{n-1} \) defined by
\[
G_m(\lambda, x) = (1 - \lambda)(D^2x_m - x_m) + \lambda G_m(x) = D^2x_m - x_m + \lambda[F_m(x_m) + \gamma_m(x_m)],
\tag{2.32}
\]
for all \(1 \leq m \leq n - 1\). Notice that \(G(1, \cdot) = G\) and that \(G(0, \cdot)\) is linear.

**III. A priori estimates for the possible zeros of \(G\).**

Let \(R\) be any number such that
\[
R > \max_{1 \leq m \leq n-1} \max_{x \in \mathbb{R}} |F_m(x) + \gamma_m(x)|
\]
and let \((\lambda, x_1, \cdots, x_{n-1}) \in [0, 1] \times V^{n-1}\) be a possible zero of \(G\). If \(0 \leq x_m = \max_{1 \leq j \leq n-1} x_j\), then \(D^2 x_m \leq 0\). This is clear if \(2 \leq m \leq n - 2\) and if, say, \(m = 1\), then
\[
D^2 x_1 = x_2 - 2x_1 = x_2 - x_1 - x_1 \leq 0,
\]
and similarly if \(m = n - 1\). Hence,
\[
0 \geq D^2 x_m = x_m - \lambda[F_m(x_m) + \gamma_m(x_m)],
\]
which implies
\[
x_m \leq \max_{x \in \mathbb{R}} |F_m(x) + \gamma_m(x)| < R.
\]
Analogously it can be shown that \(-R < \min_{1 \leq j \leq n-1} x_j\), and hence
\[
||x|| = \max_{1 \leq j \leq n-1} |x_j| < R
\]
for each possible zero \((\lambda, x)\) of \(G\).

**IV. The existence of a zero for \(G\).**

Using the results of Parts II, III and the invariance under homotopy of the Brouwer degree, we see that the Brouwer degree \(d[G(\lambda, \cdot), B_R(0), 0]\) is well defined and independent of \(\lambda \in [0, 1]\). But \(G(0, \cdot)\) is a linear mapping whose set of solutions is bounded, and hence equal to \(\{0\}\). Consequently,
\[
|d[G(0, \cdot), B_R(0), 0]| = 1,
\]
so that \(|d[G, B_R(0), 0]| = 1\) and the existence property of Brouwer degree implies the existence of at least one zero of \(G\).

**V. End of the proof.**

We have proved that there is some \(x \in V^{n-1}\) such that \(G(x) = 0\), so \(x\) is a solution of (2.29), which means that \(\alpha \leq x \leq \beta\) and \(x\) is a solution of (2.26). Moreover if \(\alpha, \beta\) are strict, then \(\alpha_m < x_m < \beta_m (1 \leq m \leq n - 1)\).
Remark 2.14. Suppose that $\alpha$ (resp. $\beta$) is a strict lower (resp. upper) solutions of (2.26). As we have already seen, (2.26) admits at least one solution $x$ such that $\alpha_m < x_m < \beta_m \quad (1 \leq m \leq n - 1)$. Define the open set $\Omega_{\alpha,\beta} = \{(x_1, \cdots, x_{n-1}) \in V^{n-1} : \alpha_m < x_m < \beta_m \quad (1 \leq m \leq n - 1)\}$.

If $\rho$ is large enough, then, using the additivity-excision property of Brouwer degree, we have
\[
|d[G, \Omega_{\alpha,\beta}, 0]| = |d[G, B_\rho(0), 0]| = 1.
\]

On the other hand, if we define the continuous mapping $\tilde{G} : V^{n-1} \to \mathbb{R}^{n-1}$ by
\[
\tilde{G}_m(x) = D^2x_m + f_m(x_m) \quad (1 \leq m \leq n - 1),
\]
$\tilde{G}$ is equal to $G$ on $\Omega_{\alpha,\beta}$, and then
\[
|d[\tilde{G}, \Omega_{\alpha,\beta}, 0]| = 1.
\]

3. Ambrosetti-Prodi type multiplicity results

3.1. Ambrosetti-Prodi type results for second order difference equations with periodic boundary conditions

In this section we are interested in problems of the type
\[
\begin{align*}
D^2x_m + f_m(x_m) &= s \quad (2 \leq m \leq n - 1) \\
x_1 &= x_n, \quad Dx_1 = Dx_{n-1},
\end{align*}
\]
(3.1)
where $f_2, \cdots, f_{n-1}$ are continuous, $s \in \mathbb{R}$, $n \in \mathbb{N}$ is fixed and
\[
f_m(x) \to \infty \text{ as } |x| \to \infty \quad (2 \leq m \leq n - 1).
\]
(3.2)
We reformulate (3.1) in order to apply Brouwer degree theory. Consider the space $V^{n-2}$ defined in (2.19) and the continuous mapping $\mathcal{G} : \mathbb{R} \times V^{n-2} \to \mathbb{R}^{n-2}$ defined by
\[
\mathcal{G}_m(s, x_m) = D^2x_m + f_m(x_m) - s \quad (2 \leq m \leq n - 1).
\]
Then $(x_1, \cdots, x_n)$ is a solution of (3.1) if and only if $(x_2, \cdots, x_{n-1}) \in V^{n-2}$ is a zero of $\mathcal{G}(s, \cdot)$.

Lemma 3.1. If $b \in \mathbb{R}$, then there exists $\rho > 0$ such that any possible solution $x$ of (3.1) with $s \leq b$ belongs to the open ball $B_\rho(0) \subset V^{n-2}$. 

II. NONLINEAR DIFFERENCE EQUATIONS

Proof. Let \( s \leq b \) and \((x_1, \ldots, x_n)\) be a solution of (3.1). We have that

\[
\sum_{m=2}^{n-1} f_m(x_m) = (n-2)s. \tag{3.3}
\]

From (3.2) we deduce that \( f_m \) \((2 \leq m \leq n-1)\) is bounded from below. This implies that there exists \( c > 0 \) such that if \( 2 \leq m \leq n-1 \), then

\[
|f_m(x)| \leq f_m(x) + c \quad \text{for all } x \in \mathbb{R}. \tag{3.4}
\]

Using (3.3) and (3.4) it follows that

\[
|f_m(x_m)| \leq \sum_{m=2}^{n-1} |f_m(x_m)| \leq \sum_{m=2}^{n-1} f_m(x_m) + c(n-2) = (s+c)(n-2) \leq (b+c)(n-2) \quad (2 \leq m \leq n-1).
\]

Hence, using now (3.2), the conclusion follows.

**Theorem 3.2.** If the functions \( f_m \) satisfy (3.2) \((2 \leq m \leq n-1)\), then there is \( s_1 \in \mathbb{R} \) such that (3.1) has zero, at least one or at least two solutions according to \( s < s_1, s = s_1 \) or \( s > s_1 \).

Proof. Let \( S_j = \{ s \in \mathbb{R} : (3.1) \text{ has at least } j \text{ solutions} \} \quad (j \geq 1). \)

(a) \( S_1 \neq \emptyset \).

Take \( s^* > \max_{2 \leq m \leq n-1} f_m(0) \) and use (3.2) to find \( R_-^* < 0 \) such that \( \min_{2 \leq m \leq n-1} f_m(R_-^*) > s^* \).

Then \( \alpha \) with \( \alpha_j = R_-^* < 0 \) \((1 \leq j \leq n)\) is a strict lower solution and \( \beta \) with \( \beta_j = 0 \) \((1 \leq j \leq n)\) is a strict upper solution for (3.1) with \( s = s^* \).

Hence, using Theorem 2.10, \( s^* \in S_1 \).

(b) If \( \tilde{s} \in S_1 \) and \( s > \tilde{s} \) then \( s \in S_1 \).

Let \( \tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_n) \) be a solution of (3.1) with \( s = \tilde{s} \), and let \( s > \tilde{s} \).

Then \( \tilde{x} \) is a strict upper solution for (3.1). Take now \( R_- < \min_{1 \leq m \leq n} \tilde{x}_m \) such that \( \min_{2 \leq m \leq n-1} f_m(R_-) > s \). It follows that \( \alpha \) with \( \alpha_j = R_- \) \((1 \leq j \leq n)\) is a strict lower solution for (3.1), and hence, using Theorem 2.10, \( s \in S_1 \).

(c) \( s_1 = \inf S_1 \) is finite and \( S_1 \supset ]s_1, \infty[ \).

Let \( s \in \mathbb{R} \) and suppose that (3.1) has a solution \((x_1, \ldots, x_n)\). Then (3.3) holds, from where we deduce that \( s \geq c \), with \( c \in \mathbb{R} \) such that \( f_m(x) \geq c \) for all \( x \in \mathbb{R} \), and \( 2 \leq m \leq n-1 \). To obtain the second part of claim (c) \( S_1 \supset ]s_1, \infty[ \) we apply (b).
3. AMBROSETTI-PRODI TYPE MULTIPLEITY RESULTS

(d) $S_2 \supset ]s_1, \infty[$.

Let $s_3 < s_1 < s_2$. Using Lemma 3.1 we find $\rho > 0$ such that each possible zero of $\mathcal{G}(s, \cdot)$ with $s \in [s_3, s_2]$ is such that $\max_{2 \leq m \leq n-1} |x_m| < \rho$. Consequently, the Brouwer degree $d[\mathcal{G}(s, \cdot), B_{\rho}(0), 0]$ is well defined and does not depend upon $s \in [s_3, s_2]$. However, using (c), we see that $\mathcal{G}(s_3, x) \neq 0$ for all $x \in V^{n-2}$. This implies that $d[\mathcal{G}(s_3, \cdot), B_{\rho}(0), 0] = 0$, so that $d[\mathcal{G}(s_2, \cdot), B_{\rho}(0), 0] = 0$ and, by excision property, $d[\mathcal{G}(s_2, \cdot), B_{\rho'}(0), 0] = 0$ if $\rho' > \rho$. Let $s \in ]s_1, s_2[$ and $\tilde{x} = (\tilde{x}_1, \cdots, \tilde{x}_n)$ be a solution of (3.1) (using (c)). Then $\tilde{x}$ is a strict upper solution of (3.1) with $s = s_2$. Let $R < \min_{1 \leq j \leq n} \tilde{x}_j$ be such that $\min_{2 \leq m \leq n-1} f_m(R) > s_2$. Then $(R, \cdots, R) \in \mathbb{R}^n$ is a strict lower solution of (3.1) with $s = s_2$. Consequently, using Remark 2.11, (3.1) with $s = s_2$ has a solution in $\Omega_{R\tilde{x}}$

$$|d[\mathcal{G}(s_2, \cdot), \Omega_{R\tilde{x}}, 0]| = 1.$$ 

Taking $\rho'$ sufficiently large, we deduce from the additivity property of Brouwer degree that

$$|d[\mathcal{G}(s_2, \cdot), B_{\rho'}(0) \setminus \Omega_{R\tilde{x}}, 0]| = |d[\mathcal{G}(s_2, \cdot), B_{\rho'}(0), 0] - d[\mathcal{G}(s_2, \cdot), \Omega_{R\tilde{x}}, 0]| = |d[\mathcal{G}(s_2, \cdot), \Omega_{R\tilde{x}}, 0]| = 1,$$

and (3.1) with $s = s_2$ has a second solution in $B_{\rho'}(0) \setminus \Omega_{R\tilde{x}}$.

(e) $s_1 \in S_1$.

Taking a decreasing sequence $(s_k)_{k \in \mathbb{N}}$ in $]s_1, \infty[$ converging to $s_1$, a corresponding sequence $(x_1^k, \cdots, x_n^k)$ of solutions of (3.1) with $s = s_k$ and using Lemma 3.1, we obtain a subsequence $(x_1^{j_k}, \cdots, x_n^{j_k})$ which converges to a solution $(x_1, \cdots, x_n)$ of (3.1) with $s = s_1$. \hspace{1cm} \blacksquare

Similar arguments allow to prove the following result.

**Theorem 3.3.** If the functions $f_m$ satisfy condition

$$(3.5) \quad f_m(x) \rightarrow -\infty \text{ as } |x| \rightarrow \infty, \ (2 \leq m \leq n-1).$$

then there is $s_1 \in \mathbb{R}$ such that (3.1) has zero, at least one or at least two solutions according to $s > s_1, s = s_1$ or $s < s_1$.

**Exemple 3.4.** There exists $s_1 \in \mathbb{R}$ such that the problem

$$D^2 x_m + |x_m|^{1/2} = s \quad (2 \leq m \leq n-1), \quad x_1 = x_n, \quad Dx_1 = Dx_{n-1}$$

has no solution if $s < s_1$, at least one solution if $s = s_1$ and at least two solutions if $s > s_1$.

**Exemple 3.5.** There exists $s_1 \in \mathbb{R}$ such that the problem

$$D^2 x_m - \exp x_m^2 = s \quad (2 \leq m \leq n-1), \quad x_1 = x_n, \quad Dx_1 = Dx_{n-1}$$
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has no solution if \( s > s_1 \), at least one solution if \( s = s_1 \) and at least two solutions if \( s < s_1 \).

3.2. Ambrosetti-Prodi type results for second order difference equations with Dirichlet boundary conditions

In this section we are interested in problems of the type

\[(3.6) D^2 x_m + \lambda_1 x_m + f_m(x_m) = s \varphi^1_m \quad (1 \leq m \leq n - 1), \quad x_0 = 0 = x_n, \]

where \( n \geq 2 \) is fixed, \( f_1, \ldots, f_{n-1} : \mathbb{R} \rightarrow \mathbb{R} \) are continuous, \( s \in \mathbb{R} \), \( \lambda_1 \) is defined in (1.32), \( \varphi^1 \) is defined in (1.33) and

\[(3.7) \quad f_m(x) \to \infty \text{ as } |x| \to \infty \quad (1 \leq m \leq n - 1). \]

We prove an Ambrosetti-Prodi type result for (3.6), which is reminiscent of a multiplicity theorem for second order differential equations with Dirichlet boundary conditions proved in [23].

The next lemma provides a priori bounds for the possible solutions of (3.6).

**Lemma 3.6.** Let \( a, b \in \mathbb{R} \). Then there is \( \rho > 0 \) such that any possible solution \( x \) of (3.6) with \( s \in [a, b] \) belongs to the open ball \( B_\rho(0) \).

**Proof.** Let \( s \in [a, b] \) and \( (x_0, \ldots, x_n) \in \mathbb{R}^{n+1} \) be a solution of (3.6). Multiplying each member of the equation by \( \varphi^1_m \) and adding, we obtain

\[
\sum_{m=1}^{n-1} \left( \varphi^1_m \right)^2 = \sum_{m=1}^{n-1} \left[ \varphi^1_m D^2 x_m + \lambda_1 \varphi^1_m x_m \right] + \sum_{m=1}^{n-1} \varphi^1_m f_m(x_m).
\]

But, using Lemma 1.13,

\[
\sum_{m=1}^{n-1} \left[ \varphi^1_m D^2 x_m + \lambda_1 \varphi^1_m x_m \right] = \sum_{m=1}^{n-1} \left[ x_m \left( D^2 \varphi^1_m + \lambda_1 \varphi^1_m \right) \right] = 0,
\]

so that

\[
(3.8) \quad \sum_{m=1}^{n-1} \varphi^1_m f_m(x_m) = s \| \varphi^1 \|_2^2.
\]

Using (3.7) we deduce that there exists a constant \( \alpha > 0 \) such that

\[(3.9) \quad |f_m(x)| \leq f_m(x) + \alpha, \quad (1 \leq m \leq n - 1). \]

Using the equation (3.6), written in the equivalent form

\[(3.10) (D^2 \tilde{x})_m + \lambda_1 (\tilde{x})_m + f_m(x_m) = s \varphi^1_m \quad (1 \leq m \leq n - 1), \]
and the relations (3.8), (3.9) we have
\[
\sum_{m=1}^{n-1} |D^2(\tilde{x})_m + \lambda_1(\tilde{x})_m| \varphi^1_m = \sum_{m=1}^{n-1} |s\varphi^1_m - f_m(x_m)| \varphi^1_m \\
\leq |s||\varphi^1||^2 + \sum_{m=1}^{n-1} |f_m(x_m)| \varphi^1_m \leq 2|s||\varphi^1||^2 + \alpha \sum_{m=1}^{n-1} \varphi^1_m,
\]
which implies that there exists a constant $R_1$ depending only on $a, b, n$ such that
\[
(3.11) \quad \sum_{m=1}^{n-1} |D^2(\tilde{x})_m + \lambda_1(\tilde{x})_m| \varphi^1_m \leq R_1.
\]
Using the relations (3.9), (3.10), (3.11) and Lemma 1.14, we obtain $R_2 > 0$ such that
\[
|f_m(x_m)| \leq R_2 \quad (1 \leq m \leq n - 1).
\]
Hence assumption (3.7) implies the existence of $R_3 > 0$ such that $|x_m| < R_3$ for all $1 \leq m \leq n - 1$.

**Theorem 3.7.** *If the functions $f_m$ (1 \leq m \leq n - 1) satisfy (3.7), then there is $s_1 \in \mathbb{R}$ such that (3.6) has zero, at least one or at least two solutions according to $s < s_1$, $s = s_1$ or $s > s_1$.***

**Proof.** Let

\[ S_j = \{ s \in \mathbb{R} : (3.6) has at least j solutions \} \quad (j \geq 1). \]

(a) $S_1 \neq \emptyset$.

Take $s^* > \max_{1 \leq m \leq n-1} \frac{f_m(0)}{\varphi^1_m}$ and use (3.7) to find $R^*_\alpha < 0$ such that

\[ f_m(R^*_\alpha \varphi^1_m) > s^* \varphi^1_m \quad (1 \leq m \leq n - 1). \]

Then $\alpha$ with $\alpha_0 = 0 = \alpha_n$ and $\alpha_j = R^*_\alpha \varphi^1_j < 0$ (1 \leq j \leq n - 1) is a strict lower solution and $\beta$ with $\beta_j = 0$ (1 \leq j \leq n) is a strict upper solution for (3.6) with $s = s^*$. Hence, using Theorem 2.13, $s^* \in S_1$.

(b) If $\tilde{s} \in S_1$ and $s > \tilde{s}$ then $s \in S_1$.

Let $\tilde{x} = (\tilde{x}_1, \cdots, \tilde{x}_n)$ be a solution of (3.6) with $s = \tilde{s}$, and let $s > \tilde{s}$.

Then $\tilde{x}$ is a strict upper solution for (3.6). Take now $R^- < \min_{1 \leq m \leq n} \frac{x_m}{\varphi^1_m}$ such that $f_m(R^- \varphi^1_m) > s\varphi^1_m$ (1 \leq m \leq n - 1). It follows that $\alpha$ with $\alpha_0 = 0 = \alpha_n$ and $\alpha_j = R^- \varphi^1_j$ (1 \leq j \leq n) is a strict lower solution for (3.6), and hence, using Theorem 2.13, $s \in S_1$.

(c) $s_1 = \inf S_1$ is finite and $S_1 \supset ]s_1, \infty[.$

Let $s \in \mathbb{R}$ and suppose that (3.6) has a solution $(x_1, \cdots, x_n)$. Then
(3.8) holds, from where we deduce that \( s \geq ||\varphi^1||_2^{-2} \sum_{m=1}^{n-1} \varphi^m_m \) min\( m f_m \).

To obtain the second part of claim (c) \( S_1 \supset |s_1, \infty[ \) we apply (b).

(d) \( S_2 \supset |s_1, \infty[ \).

We reformulate (3.6) to apply Brouwer degree theory. Consider the space \( V^{n-1} \) defined in (1.38) and the continuous mapping \( G : \mathbb{R} \times V^{n-1} \rightarrow \mathbb{R}^{n-1} \) defined by

\[
G_m(s, x) = D^2 x_m + \lambda_1 x_m + f_m(x_m) - s \varphi^1_m \quad (1 \leq m \leq n-1).
\]

Then \((x_0, \cdots, x_n)\) is a solution of (3.6) if and only if \((x_1, \cdots, x_{n-1}) \in V^{n-1}\) is a zero of \( G(s, \cdot) \). Let \( s_3 < s_1 < s_2 \). Using Lemma 3.6 we find \( \rho > 0 \) such that each possible zero of \( G(s, \cdot) \) with \( s \in [s_3, s_2] \) is such that \( \max_{1 \leq m \leq n-1} |x_m| < \rho \). Consequently, the Brouwer degree \( d[G(s, \cdot), B_\rho(0), 0] \) is well defined and does not depend upon \( s \in [s_3, s_2] \).

However, using (c), we see that \( G(s_3, x) \neq 0 \) for all \( x \in V^{n-1} \). This implies that \( d[G(s_3, \cdot), B_\rho(0), 0] = 0 \), so that \( d[G(s_2, \cdot), B_\rho(0), 0] = 0 \) and, by excision property, \( d[G(s_2, \cdot), B_\rho(0), 0] = 0 \) if \( \rho' > \rho \). Let \( s \in [s_1, s_2] \) and \( \hat{x} = (\hat{x}_1, \cdots, \hat{x}_n) \) be a solution of (3.6) (using (c)). Then \( \hat{x} \) is a strict upper solution of (3.6) with \( s = s_2 \). Let \( R < \min_{1 \leq m \leq n} \hat{x}_m \) be such that \( f_m(R \hat{x}_m^{1}) > s_2 \varphi^1_m \) \((1 \leq m \leq n-1)\). Then \((0, R \varphi^1_1, \cdots, R \varphi_{n-1}^{n-1}, 0) \in \mathbb{R}^{n+1}\) is a strict lower solution of (3.6) with \( s = s_2 \). Consequently, using Remark 2.14, (3.6) with \( s = s_2 \) has a solution in \( \Omega_{R \varphi^1, \bar{x}} \) and

\[
|d[G(s_2, \cdot), \Omega_{R \varphi^1, \bar{x}}, 0]| = 1.
\]

Taking \( \rho' \) sufficiently large, we deduce from the additivity property of Brouwer degree that

\[
|d[G(s_2, \cdot), B_{\rho'}(0) \backslash \overline{\Omega}_{R \varphi^1, \bar{x}}, 0]| = |d[G(s_2, \cdot), B_{\rho'}(0), 0] - d[G(s_2, \cdot), \Omega_{R \varphi^1, \bar{x}}, 0]| = |d[G(s_2, \cdot), \Omega_{R \varphi^1, \bar{x}}, 0]| = 1,
\]

and (3.6) with \( s = s_2 \) has a second solution in \( B_{\rho'}(0) \backslash \overline{\Omega}_{R \varphi^1, \bar{x}} \).

(e) \( s_1 \in S_1 \).

Taking a decreasing sequence \((\sigma_k)_{k \in \mathbb{N}}\) in \(|s_1, \infty[\) converging to \( s_1 \), a corresponding sequence \((x_1^k, \cdots, x_n^k)\) of solutions of (3.6) with \( s = \sigma_k \) and using Lemma 3.6, we obtain a subsequence \((x_1^{j_k}, \cdots, x_n^{j_k})\) which converges to a solution \((x_1, \cdots, x_n)\) of (3.6) with \( s = s_1 \).

Similar arguments allow to prove the following result.

**Theorem 3.8.** If the functions \( f_m \) satisfy condition

\[(3.12) \quad f_m(x) \rightarrow -\infty \text{ as } |x| \rightarrow \infty, \quad (1 \leq m \leq n - 1). \]
then there is $s_1 \in \mathbb{R}$ such that (3.6) has zero, at least one or at least two solutions according to $s > s_1, s = s_1$ or $s < s_1$.

**Exemple 3.9.** There exists $s_1 \in \mathbb{R}$ such that the problem

$$D^2 x_m + \lambda_1 x_m + |x_m|^{1/2} = s \varphi^1_m \quad (1 \leq m \leq n - 1), \quad x_0 = 0 = x_n$$

has no solution if $s < s_1$, at least one solution if $s = s_1$ and at least two solutions if $s > s_1$.

**Exemple 3.10.** There exists $s_1 \in \mathbb{R}$ such that the problem

$$D^2 x_m + \lambda_1 x_m - \exp x_m^2 = s \varphi^1_m \quad (1 \leq m \leq n - 1), \quad x_0 = 0 = x_n$$

has no solution if $s > s_1$, at least one solution if $s = s_1$ and at least two solutions if $s < s_1$. 
CHAPTER III

Second order differential equations with \( \phi \)-Laplacian

1. Notation and preliminaries

We denote the usual norms in \( L^1(0,T) \) and \( L^\infty(0,T) \) respectively by \( \| \cdot \|_1 \) and \( \| \cdot \|_\infty \). Let \( C \) be the Banach space of continuous functions on \( [0,T] \) endowed with the norm \( \| \cdot \|_\infty \), \( C^1 \) denote the Banach space of continuously differentiable functions on \( [0,T] \) equipped with the norm \( \| u \| = \| u \|_\infty + \| u' \|_\infty \), \( C^1_0 \) denotes the closed subspace of \( C^1 \) defined by \( C^1_0 = \{ u \in C^1 : u(0) = u(T) = 0 \} \), \( C^1_\# \) denotes the closed subspace of \( C^1 \) defined by \( C^1_\# = \{ u \in C^1 : u'(0) = u'(T) = 0 \} \), \( C^1_{\text{per}} \) denotes the closed subspace of \( C^1 \) defined by \( C^1_{\text{per}} = \{ u \in C^1 : u(0) = u(T), u'(0) = u'(T) \} \).

We denote by \( P, Q \) the projectors

\[
P, Q : C \to C, \quad Pu(t) = u(0), \quad Qu(t) = \frac{1}{T} \int_0^T u(s) \, ds,
\]

and we define \( H : C \to C^1 \) by

\[
Hu(t) = \int_0^t u(s) \, ds.
\]

If \( u \in C \), we write

\[
u^+ = \max\{u, 0\}, \quad v^- = \max\{-u, 0\}, \quad u_L = \min_{[0,T]} u, \quad u_M = \max_{[0,T]} u.
\]

Lemma 1.1. \textit{If} \( w \in L^\infty(0,T) \), then

\[
\|H(I - Q)w\|_\infty \leq \frac{T}{2} \|w\|_\infty. (1.1)
\]
Proof. If \( w \in L^\infty(0, T) \), we have, for \( t \in [0, T] \),

\[
H(I - Q)w(t) = \int_0^t w(s) \, ds - \frac{t}{T} \int_0^T w(s) \, ds
= \left(1 - \frac{t}{T}\right) \int_0^t w(s) \, ds - \frac{t}{T} \int_t^T w(s) \, ds
= \int_0^T G(t, s) w(s) \, ds,
\]

where

\[
G(t, s) = \begin{cases} 
1 & \text{if } 0 \leq s \leq t \\
-\frac{t}{T} & \text{if } t < s \leq T.
\end{cases}
\]

Hence, for each \( t \in [0, T] \), one has

\[
|H(I - Q)w(t)| \leq \int_0^T |G(t, s)||w(s)| \, ds \\
\leq \|w\|_\infty \int_0^T |G(t, s)| \, ds = 2t \left(1 - \frac{t}{T}\right) \|w\|_\infty \\
\leq \frac{T}{2} \|w\|_\infty.
\]

**Remark 1.2.** Inequality (1.1) is sharp as shown by the function \( w \in L^\infty(0, T) \) defined by

\[
w(t) = \begin{cases} 
1 & \text{if } 0 \leq t \leq \frac{T}{2} \\
-1 & \text{if } \frac{T}{2} < t \leq T,
\end{cases}
\]

which is such that \( Qw = 0, \|w\|_\infty = 1 \), and

\[
\int_0^t w(s) \, ds = \begin{cases} 
t & \text{if } 0 \leq t \leq \frac{T}{2} \\
T - t & \text{if } \frac{T}{2} \leq t \leq T.
\end{cases}
\]

Consequently,

\[
\|Hw\|_\infty = \frac{T}{2} = \frac{T}{2} \|w\|_\infty.
\]

It is sharp also in the space \( C \), as shown by the continuous functions \( w_\varepsilon \) (\( 0 < \varepsilon < \frac{T}{2} \)) defined by

\[
w_\varepsilon(t) = \begin{cases} 
1 & \text{if } 0 \leq t \leq \frac{T}{2} - \varepsilon \\
\frac{1}{\varepsilon} \left(\frac{T}{2} - t\right) & \text{if } \frac{T}{2} - \varepsilon < t < \frac{T}{2} + \varepsilon \\
-1 & \text{if } \frac{T}{2} + \varepsilon < t \leq T.
\end{cases}
\]
which are such that $Qw_{\varepsilon} = 0$, $\|w_{\varepsilon}\|_{\infty} = 1$,

$$
\int_0^t w_{\varepsilon}(s) \, ds = \begin{cases} 
  t & \text{if } 0 \leq t \leq \frac{T}{2} - \varepsilon \\
  \frac{T}{2} - \frac{1}{2}(\frac{T}{2} - t)^2 & \text{if } \frac{T}{2} - \varepsilon < t < \frac{T}{2} + \varepsilon \\
  T - t & \text{if } \frac{T}{2} \leq t \leq T,
\end{cases}
$$

and hence,

$$
\|Hw_{\varepsilon}\|_{\infty} = \frac{T}{2} - \varepsilon = \left(\frac{T}{2} - \varepsilon\right) \|w_{\varepsilon}\|_{\infty}.
$$

The next Lemma gives an inequality similar to (1.1), except that the norm $\| \cdot \|_{\infty}$ is replaced by the norm $\| \cdot \|_1$ in the right-hand member. Again, the constant is the best possible.

**Lemma 1.3.** If $w \in L^1(0, T)$, then

\begin{equation}
(1.6) \quad \|H(I - Q)w\|_{\infty} \leq \|w\|_1.
\end{equation}

**Proof.** We use again formula (1.2) with $G$ defined in (1.3). Then, for each $t \in [0, T]$, we have

$$
|H(I - Q)w(t)| = \left| \left(1 - \frac{t}{T}\right) \int_0^t w(s) \, ds - \frac{t}{T} \int_t^T w(s) \, ds \right|
$$

\leq \left(1 - \frac{t}{T}\right) \int_0^t |w(s)| \, ds + \frac{t}{T} \int_t^T |w(s)| \, ds \leq \|w\|_1.
$$

\[\blacksquare\]

**Lemma 1.4.** Let $\phi : \mathbb{R} \to \mathbb{R}$ be a homeomorphism such that $\phi(0) = 0$, and let $u \in C^1_{\text{per}}$ be such that $\|u'\|_{\infty} < a$, $\phi(u')$ is of class $C^1$, and $(\phi(u'))'(0) = (\phi(u'))'(T)$. Then

$$
\|\phi(u')\|_{\infty} \leq \|[(\phi(u'))']^+\|_1.
$$

**Proof.** Let us extend $u$ to $\mathbb{R}$ as a $C^1$ $T$-periodic function, $(\phi(u'))'$ to $\mathbb{R}$ as a continuous $T$-periodic function, and let $t_0 \in [0, T]$ be such that $u(t_0) = u_L$. Then $u'(t_0) = u'(t_0 + T) = 0$, which implies that if $t \in [t_0, t_0 + T]$, then

$$
\phi(u'(t)) = \int_{t_0}^t (\phi(u'(s)))' \, ds \leq \int_{t_0}^{t_0 + T} [(\phi(u'(s)))']^+ \, ds
$$

\leq \int_{t_0}^{t_0 + T} [(\phi(u'(s)))']^+ \, ds = \|[(\phi(u'))']^+\|_1.
$$

On the other hand, in a similar way, we have

$$
\phi(u'(t)) \geq -\|[(\phi(u'))']^+\|_1.
$$
The proof in the case of the negative part uses similar arguments. 

**Lemma 1.5.** Let \( \phi : [0, a] \rightarrow \mathbb{R} \) be a homeomorphism such that \( \phi(0) = 0 \), and let \( u \in C_0^{\infty} \) be such that \( \phi(u') \) is of class \( C^1 \) and \( \phi(u')'(0) = (\phi(u'))'(T) \). Then

\[
||\phi(u')||_{\infty} \leq ||(\phi(u'))'||_{1}
\]

The next Lemma is an adaptation of a result of [47] to the case of an homeomorphism which is not defined everywhere.

**Lemma 1.6.** Let \( \phi : [0, a] \rightarrow \mathbb{R} \) be a homeomorphism, \( \phi(0) = 0 \) and \( B = \{ h \in C : ||h||_{\infty} < \frac{a}{2} \} \). For each \( h \in B \), there exists a unique \( \alpha \in \mathbb{R} \) such that

\[
\int_{0}^{T} \phi^{-1}(h(t) - \alpha) \, dt = 0.
\]

Moreover, \( \alpha \in \text{Range}(h) \). The function \( Q_\phi : B \rightarrow \mathbb{R} \) defined by \( Q_\phi(h) := \alpha \) is continuous. If \( \phi : [0, a] \rightarrow \mathbb{R} \), \( 0 < a \leq \infty \) is a homeomorphism such that \( \phi(0) = 0 \), then the operator \( Q_\phi \) is defined on \( C \).

**Proof.** Let \( h \in B \). We first prove uniqueness. Let \( \alpha_1 \in \mathbb{R} \) be such that \( h(t) - \alpha_1 \in [0, a] \) for all \( t \in [0, T] \) and \( \int_{0}^{T} \phi^{-1}(h(t) - \alpha_1) \, dt = 0 \) \((i = 1, 2) \). It follows that there exists \( t_0 \in [0, T] \) such that \( \phi^{-1}(h(t_0) - \alpha_1) = \phi^{-1}(h(t_0) - \alpha_2) \), and using the injectivity of \( \phi^{-1} \) we deduce that \( \alpha_1 = \alpha_2 \). For existence, it is clear that the function

\[
\gamma : [h_L, h_M] \rightarrow \mathbb{R}, \quad s \mapsto \int_{0}^{T} \phi^{-1}(h(t) - s) \, dt
\]

is well defined and continuous. On the other hand, because \( \phi^{-1} \) is strictly monotone and \( \phi^{-1}(0) = 0 \), we see that \( \gamma(h_L) \gamma(h_M) \leq 0 \), and the existence of \( \alpha \in [h_L, h_M] \) such that \( \gamma(\alpha) = 0 \) follows. Finally, we show that \( Q_\phi \) is continuous on \( B \). Let \( (h_n)_n \subset B \) such that \( h_n \rightarrow h_0 \) in \( C \) and \( h_0 \in B \). Without loss of generality, we may assume that there is \( 0 < \varepsilon < \frac{a}{2} \) such that \( (||h_n||_{\infty}) \subset [-\varepsilon, \varepsilon] \), and, passing if necessary to a subsequence, we may assume that \( Q_\phi(h_n) \rightarrow \alpha_0 \in [-\varepsilon, \varepsilon] \). Using the dominated convergence theorem we deduce that \( \int_{0}^{T} \phi^{-1}(h_0(t) - \alpha_0) \, dt = 0 \), so we have that \( \alpha_0 = Q_\phi(h_0) \). Hence, the function \( Q_\phi \) is continuous.

**Remark 1.7.** The above result shows that the function \( Q_\phi \) verifies the identity

\[
(1.7) \quad Q \circ \phi^{-1} \circ (I - Q_\phi) \circ u = 0.
\]
Finally, to each continuous function \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \), we associate its Nemytskii operator \( N_f : C^1 \to C \) defined by
\[
N_f(u)(t) = f(t, u(t), u'(t)).
\]
All the above defined operators \( P, Q, H, N_f \) are continuous.

2. Forced \( \phi \)-Laplacian with various boundary conditions

To motivate the assumptions of the theorems proved here and the construction of the associated fixed point operators, we first study the solvability of the forced equation
\[
(\phi(u'))' = f(t) \tag{2.1}
\]
with \( f \in L^1(0, T) \) and \( \phi : \mathbb{R} \to ]-a, a[ , 0 < a < \infty \) is a homeomorphism, \( \phi(0) = 0 \), submitted to various boundary conditions. For each \( \tau \in [0, T] \), we define \( F_\tau : [0, T] \to \mathbb{R} \) by
\[
F_\tau(t) := \int_\tau^t f(s) \, ds,
\]
so that
\[
F_\tau(t) = F_0(t) - F_0(\tau).
\]

We first consider the Neumann boundary conditions
\[
u'(0) = 0 = u'(T). \tag{2.3}
\]

**Proposition 2.1.** Problem (2.1)-(2.3) has a solution if and only if
\[
\int_0^T f(s) \, ds = 0 \tag{2.4}
\]
and
\[
\|F_0\|_\infty < a, \tag{2.5}
\]
in which case problem (2.1)-(2.3) has the family of solutions
\[
u(t) = u(0) + \int_0^t \phi^{-1}(F_0(s)) \, ds \quad (t \in [0, T]). \tag{2.6}
\]

**Proof.** If \( u \) is a solution of problem (2.1)-(2.3), then (2.4) follows from integrating both members of (2.1) on \([0, T]\) and using the boundary condition (2.3). If (2.4) holds, we get, by integrating both members of (2.1) on \([0, t]\) and using the boundary condition (2.3)
\[
\phi(u'(t)) = F_0(t) \quad (t \in [0, T]). \tag{2.7}
\]
which implies (2.5). Now, if conditions (2.4) and (2.5) hold, problem (2.1)-(2.3) is equivalent to (2.7), hence to
\[ u'(t) = \phi^{-1}(F_0(t)) \quad (t \in [0, T]), \]
which gives (2.6) by integration from 0 to \( t \).

**Remark 2.2.** If \( \phi : [-a, a] \to \mathbb{R} \) is a homeomorphism such that \( \phi(0) = 0 \) and \( 0 < a \leq +\infty \), then problem (2.1)-(2.3) has a solution if and only if (2.4) holds.

**Exemple 2.3.** The problem
\[ \left( \frac{u'}{\sqrt{1 + u'^2}} \right)' = \alpha \cos t, \quad u'(0) = u'(\pi), \]
is solvable if and only if \( |\alpha| < 1 \).

**Exemple 2.4.** The problem
\[ \left( \frac{u'}{\sqrt{1 + u'^2}} \right)' = \alpha \left( t - \frac{1}{2} \right), \quad u'(0) = u'(1), \]
is solvable if and only if \( |\alpha| < 8 \).

**Exemple 2.5.** If \( w \) is defined in (1.4), the problem
\[ \left( \frac{u'}{\sqrt{1 + u'^2}} \right)' = \alpha w(t), \quad u'(0) = u'(T), \]
is solvable if and only if \( |\alpha| < \frac{2}{T} \).

**Remark 2.6.** Using the inequality (1.1), we see that if \( f \in L^\infty(0, T) \), the conditions
\[ \int_0^T f(s) \, ds = 0, \quad \|f\|_\infty < \frac{2a}{T}, \quad (2.8) \]
are sufficient for the solvability of problem (2.1)-(2.3). The second inequality gives \( |\alpha| < \frac{2}{\pi} \) in Example 2.3, \( |\alpha| < 2 \) in Example 2.4, and \( |\alpha| < \frac{2}{T} \) in Example 2.5.

If we consider now the Dirichlet boundary conditions
\[ u(0) = 0 = u(T), \quad (2.9) \]
we obtain the following necessary and sufficient conditions for the solvability of problem (2.1)-(2.9).
2. Forced $\phi$-Laplacian with Various Boundary Conditions

**Proposition 2.7.** Problem (2.1)-(2.9) has a solution if and only if there exists $\tau \in [0, T]$ such that

\begin{equation}
||F_\tau||_\infty < a \quad \text{and} \quad \int_0^T \phi^{-1}(F_\tau(s)) \, ds = 0, \tag{2.10}
\end{equation}

in which case problem (2.1)-(2.9) has the solution

\begin{equation}
u(t) = \int_0^t \phi^{-1}(F_\tau(s)) \, ds \quad (t \in [0, T]). \tag{2.11} \end{equation}

**Proof.** If $u$ is a solution of problem (2.1)-(2.9), it follows from (2.9) and Rolle’s theorem that there exists $\tau \in [0, T]$ such that

$u'(\tau) = 0$.

Then equation (2.1) gives

$\phi(u'(t)) = F_\tau(t) \quad (t \in [0, T]),$

which implies the first condition in (2.10) and the equivalent form

$u'(t) = \phi^{-1}(F_\tau(t)) \quad (t \in [0, T]),$

which, using the first boundary condition, gives (2.11). Then the second boundary condition implies the second condition in (2.10). Now, if condition (2.10) holds, it is immediate to check that (2.11) solves (2.1)-(2.9).

**Example 2.8.** For the problem

\begin{equation}
\left(\frac{u'}{\sqrt{1 + u^2}}\right)' = \alpha, \quad u(0) = 0 = u(1), \tag{2.12}
\end{equation}

$F_\tau(t) = \alpha(t - \tau)$, and it is easily checked that

\begin{equation}
\int_0^1 \frac{\alpha(s - \tau)}{\sqrt{1 - \alpha^2(s - \tau)^2}} \, ds = \frac{1}{\alpha} \left[ \sqrt{1 - \alpha^2\tau^2} - \sqrt{1 - \alpha^2(1 - \tau)^2} \right] = 0
\end{equation}

if and only if $\tau = \frac{1}{2}$. Consequently, Problem (2.12) is solvable if and only if $|\alpha| < 2$. Elementary computations show that the (unique) solution is given by

\begin{equation}
\frac{1}{2} \left[ \sqrt{1 - \alpha^2} - \sqrt{1 - \alpha^2(t - 1/2)^2} \right] \quad (t \in [0, 1]).
\end{equation}

**Remark 2.9.** The computation of $\tau$ in conditions (2.10) may be difficult. As $F_\tau(\tau) = 0$, one has the inequalities

\begin{equation}
\frac{1}{2} \text{Osc}_{[0,T]}F_0 \leq ||F_\tau||_\infty \leq \text{Osc}_{[0,T]}F_0 \leq ||f||_1.
\end{equation}
which provide the less sharp but more explicit necessary condition for solvability of (2.1)-(2.9)

\[ \text{Osc}_{[0,T]} F_0 < 2a. \]

and the less sharp versions of the first sufficient condition in (2.10)

\[ \text{Osc}_{[0,T]} F_0 < a, \quad \text{or} \quad \|f\|_1 < a, \]

or, noticing that, for \( f \in L^\infty(0,T) \), \( \|f\|_1 < T\|f\|_\infty \),

\[ \|f\|_\infty < \frac{a}{T}. \]

In the Example 2.8, all those conditions reduce to \( |\alpha| < 1 \).

**Remark 2.10.** The existence of \( \tau \in [0,T] \) such that

\[ \int_0^T \phi^{-1}(F_\tau(s)) \, ds = 0 \]

i.e. such that

\[ \int_0^T \phi^{-1}(F_0(s) - F_0(\tau)) \, ds = 0 \]

is equivalent to the existence of \( c \in \text{Range } F_0 \) such that

\[ \int_0^T \phi^{-1}(F_0(s) - c) \, ds = 0, \]

and hence is guaranteed by Lemma 1.6 when \( \|F_0\|_\infty < \frac{a}{2} \).

**Remark 2.11.** If \( \phi : [-a,a] \to \mathbb{R} \) is a homeomorphism such that \( \phi(0) = 0 \) and \( 0 < a \leq +\infty \), then problem (2.1)-(2.9) has at least one solution for each \( f \in L^1(0,T) \). Moreover, the solution is given in (2.11), where \( \tau \in [0,T] \) is such that \( Q_\phi(F_0) = F_0(\tau) \). This follows by Lemma 1.6 and the proof above.

Finally, for the periodic boundary conditions

(2.14) \[ u(0) - u(T) = 0 = u'(0) - u'(T) \]

we have the following necessary and sufficient condition for the solvability of (2.1)-(2.14).

**Proposition 2.12.** Problem (2.1)-(2.14) has a solution if and only if

(2.15) \[ \int_0^T f(s) \, ds = 0 \]
and if there exists $\tau \in [0, T]$ such that

$$\|F_\tau\|_\infty < a \quad \text{and} \quad \int_0^T \phi^{-1}(F_\tau(s)) \, ds = 0,$$

in which case problem (2.1)-(2.14) has the family of solutions

$$u(t) = u(0) + \int_0^t \phi^{-1}(F_\tau(s)) \, ds \quad (t \in [0, T]).$$

**Proof.** It is a combination of the ideas of the proofs of the Neumann and Dirichlet cases, and the details are left to the reader. \[\square\]

**Remark 2.13.** If $\phi : [−a, a] \to \mathbb{R}$ is a homeomorphism such that $\phi(0) = 0$ and $0 < a \leq +\infty$, then problem (2.1)-(2.14) has a solution if and only if (2.15) holds.

**Exemple 2.14.** Consider the problem

$$(2.18) \quad \left( \frac{u'}{\sqrt{1 + u'^2}} \right)' = \alpha w(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T),$$

where $\alpha \in \mathbb{R}$ and $w$ is defined in (1.4). Then for each $t \in [0, T]$, $W_\tau(t) := \int_\tau^t w(s) \, ds = \left| \tau - \frac{T}{2} \right| - \left| t - \frac{T}{2} \right|$. Hence

$$\int_0^T \frac{\alpha W_\tau(s)}{\sqrt{1 - \alpha^2 W_\tau^2(s)}} \, ds$$

$$= \frac{2}{\alpha} \left[ \sqrt{1 - \alpha^2 \left( \left| \tau - \frac{T}{2} \right| - \frac{T}{2} \right)^2} - \sqrt{1 - \alpha^2 \left| \tau - \frac{T}{2} \right|^2} \right] = 0,$$

if and only if $\tau = \frac{T}{4}$ or $\tau = \frac{3T}{4}$. Now

$$\|W_{T/4}\|_\infty = \|W_{3T/4}\|_\infty = \frac{\alpha|T|}{4},$$

so that Problem (2.18) is solvable if and only $|\alpha| < \frac{T}{4}$.

### 3. Fixed point formulations

In this section $\phi : [−a, a] \to \mathbb{R}, 0 < a \leq \infty$ is a homeomorphism such that $\phi(0) = 0$ and $N : \Delta \subset C^1 \to C$ denotes an operator.

Consider the abstract periodic boundary value problem

$$(3.1) \quad (\phi(u'))' = N(u), \quad u(0) - u(T) = u'(0) - u'(T).$$
On the other hand, suppose that \( \Delta \cap C_{\text{per}}^1 \neq \emptyset \). If \( u \in \Delta \cap C_{\text{per}}^1 \), let us consider the function

\[
P_N(u) = Pu + QN(u)
\]

(3.2)

Proposition 3.1. The operator \( P_N : \Delta \cap C_{\text{per}}^1 \rightarrow C_{\text{per}}^1 \) is well defined and if \( u \in \Delta \cap C_{\text{per}}^1 \), then \( u \) is a solution of (3.1) if and only if \( u = P_N(u) \).

Proof. Let \( u \in \Delta \cap C_{\text{per}}^1 \). It is clear that \( P_N(u) \in C^1 \). We show that in fact \( P_N(u) \in C_{\text{per}}^1 \). Using Remark 1.7, we deduce that

\[
P_N(u)(T) = Pu + QN(u) + TQ \circ \phi^{-1} \circ (I - Q_\phi) \circ [H(I - Q)N](u)
\]

(3.2)

= \( Pu + QN(u) = P_N(u)(0) \).

On the other hand we have that

\[
(P_N(u))' = \phi^{-1} \circ (I - Q_\phi) \circ [H(I - Q)N](u),
\]

which implies that

\[
(P_N(u))'(0) = \phi^{-1}(-Q_\phi(H(I - Q)N(u))) = (P_N(u))'(T).
\]

Consequently \( P_N(u) \in C_{\text{per}}^1 \) and the operator \( P_N : \Delta \cap C_{\text{per}}^1 \rightarrow C_{\text{per}}^1 \) is well defined. Now suppose that \( u \in \Delta \cap C_{\text{per}}^1 \) is such that \( u = P_N(u) \). It follows that

\[
u - Pu - H \circ \phi^{-1} \circ (I - Q_\phi) \circ [H(I - Q)N](u) = QN(u),
\]

which gives

\[
u = Pu + H \circ \phi^{-1} \circ (I - Q_\phi) \circ [H(I - Q)N](u), \quad QN(u) = 0,
\]

so that \( u \in C_{\text{per}}^1 \) and \( u \) is a solution for (3.1) by differentiating the first equation, applying \( \phi \) to both of its members, differentiating again and using the second equation. Now, the proof of the other implication is obvious.

Consider the abstract Neumann boundary value problem

(3.3) \((\phi(u'))' = N(u), \quad u'(0) = 0 = u'(T)\).

On the other hand, suppose that \( \Delta \cap C_{\#}^1 \neq \emptyset \). If \( u \in \Delta \cap C_{\#}^1 \), let us consider the function

(3.4) \( N_N(u) = Pu + QN(u) + H \circ \phi^{-1} \circ [H(I - Q)N](u) \).

Proposition 3.2. The operator \( N_N : \Delta \cap C_{\#}^1 \rightarrow C_{\#}^1 \) is well defined and if \( u \in \Delta \cap C_{\#}^1 \), then \( u \) is a solution of (3.3) if and only if \( u = N_N(u) \).
Proof. Let \( u \in \Delta \cap C^1_\#. \) It is clear that \( N_N(u) \in C^1 \) and
\[
(N_N(u))' = \phi^{-1} \circ [H(I - Q)N](u),
\]
which implies that
\[
(N_N(u))(0) = 0 = (P_N(u))'(T).
\]
This implies that \( N_N(u) \in C^1_\#. \) Now suppose that \( u \in \Delta \cap C^1_\# \) is such that \( u = N_N(u). \) It follows that
\[
u - Pu - H \circ \phi^{-1} \circ [H(I - Q)N](u) = QN(u),
\]
which gives
\[
u = Pu + H \circ \phi^{-1} \circ [H(I - Q)N](u), \quad QN(u) = 0,
\]
so that \( u \in C^1_\# \) and \( u \) is a solution for (3.3) by differentiating the first equation, applying \( \phi \) to both of its members, differentiating again and using the second equation. Now, the proof of the other implication is obvious.

Finally, let us consider the abstract Dirichlet boundary value problem
\[
(\phi(u'))' = N(u), \quad u(0) = 0 = u(T).
\]
On the other hand, suppose that \( \Delta \cap C^1_0 \neq \emptyset. \) If \( u \in \Delta \cap C^1_0, \) let us consider the function
\[
D_N(u) = H \circ \phi^{-1} \circ (I - Q_\phi) \circ H \circ N(u).
\]

**Proposition 3.3.** The operator \( D_N : \Delta \cap C^1_0 \rightarrow C^1_0 \) is well defined and if \( u \in \Delta \cap C^1_0, \) then \( u \) is a solution of (3.5) if and only if \( u = D_N(u). \)

**Proof.** Let \( u \in \Delta \cap C^1_0. \) It is clear that \( D_N(u) \in C^1. \) We show that in fact \( D_N(u) \in C^1_0. \) Using Remark 1.7, we deduce that
\[
D_N(u)(T) = TQ \circ \phi^{-1} \circ (I - Q_\phi) \circ H \circ N(u) = 0 = D_N(u)(0).
\]
Consequently \( D_N(u) \in C^1_0. \) Now suppose that \( u \in C^1_0 \) is such that \( u = D_N(u). \) It follows that
\[
u' = \phi^{-1} \circ (I - Q_\phi) \circ H \circ N(u)
\]
\[
\phi(u') = (I - Q_\phi) \circ H \circ N(u)
\]
\[
(\phi(u'))' = N(u).
\]
Now, the proof of the other implication is obvious.
4. Homotopy to the averaged nonlinearity

In this section \( \phi : [a, a] \to \mathbb{R}, 0 < a \leq \infty \) is a homeomorphism such that \( \phi(0) = 0 \) and \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) is a continuous function. Our aim is to extend Mawhin’s continuation theorem in infinite dimension to quasilinear periodic boundary value problems of the following type

\[
(\phi(u'))' = f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T).
\]

The following continuation theorem is due to Mawhin and Manásevich in the case \( a = +\infty \) and it is taken from [47].

**Theorem 4.1.** Assume that \( \Omega \) is an open bounded set in \( C_{\text{per}}^1 \) such that the following conditions hold.

1. For each \( \lambda \in [0, 1] \) the problem

\[
(\phi(u'))' = \lambda f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T),
\]

has no solution on \( \partial \Omega \).

2. The equation

\[
F(d) = \frac{1}{T} \int_0^T f(t, d, 0) dt = 0
\]

has no solution on \( \partial \Omega \cap \mathbb{R} \).

3. The Brouwer degree

\[
d_B[F, \Omega \cap \mathbb{R}, 0] \neq 0.
\]

Then problem (4.1) has at least one solution in \( \overline{\Omega} \).

**Proof.** Following the same strategy as in the proof of Mawhin’s continuation theorem in infinite dimension, let us embed problem (4.1) into the one parameter family of problems

\[
(\phi(u'))' = \lambda N_f(u) + (1 - \lambda)QN_f(u),
\]

\[
u(0) - u(T) = 0 = u'(0) - u'(T).
\]

For \( \lambda \in [0, 1] \), observe that in both case, \( u \) is a solution to problem (4.2) or \( u \) is a solution to problem (4.5), we have necessarily

\[
QN_f(u) = 0.
\]

It follows that for \( \lambda \in [0, 1] \), problems (4.2) and (4.5) have the same solutions. For \( (\lambda, u) \in [0, 1] \times C_{\text{per}}^1 \) consider

\[
N_{\lambda}(u) = \lambda N_f(u) + (1 - \lambda)QN_f(u).
\]

So, if we consider the nonlinear homotopy

\[
G_f : [0, 1] \times \overline{\Omega} \to C_{\text{per}}^1, \quad G_f(\lambda, u) = \mathcal{P}_{N_{\lambda}}(u),
\]
that is
\[ \mathcal{G}_f(\lambda, u) = Pu + QN_f(u) + H \circ \phi^{-1} \circ (I - Q\phi) \circ [\lambda H(I - Q)N_f](u), \]
then using Proposition 3.1 it follows that problem (4.5) can be written in the equivalent form
\[ u = \mathcal{G}_f(\lambda, u). \]
(4.7)

It is not difficult to check that \( \mathcal{G}_f \) is a completely continuous homotopy. We assume that for \( \lambda = 1 \), (4.7) does not have a solution on \( \partial \Omega \) since otherwise we are done with the proof. Now by hypothesis (1) it follows that (4.7) has no solutions for \( (\lambda, u) \in [0, 1] \times \partial \Omega \). For \( \lambda = 0 \), (4.5) is equivalent to the problem
\[ (\phi(u'))' = QN_f(u), \quad u(0) - u(T) = 0 = u'(0) - u'(T), \]
and thus if \( u \) is a solution to this problem, we must have (4.6). Hence
\[ u'(t) = \phi^{-1}(c), \]
where \( c \in \mathbb{R} \) is a constant. Integrating this last equation on \([0, T]\) we obtain that \( \phi^{-1}(c) = 0 \), and thus \( u(t) = d \), where \( d \) is a constant. Thus, by (4.6)
\[ \int_0^T f(t, d, 0)dt = 0, \]
which together with hypothesis (2) imply that \( u = d \not\in \partial \Omega \). Thus we have proved that (4.7) has no solution \( (\lambda, u) \in [0, 1] \times \partial \Omega \). Then we have that for each \( \lambda \in [0, 1] \), the Leray-Schauder degree \( d_{LS}[I - \mathcal{G}_f(\lambda, \cdot), \Omega, 0] \) is well defined and using the invariance under a homotopy of this degree we have
\[ d_{LS}[I - \mathcal{G}_f(1, \cdot), \Omega, 0] = d_{LS}[I - \mathcal{G}_f(0, \cdot), \Omega, 0]. \]
(4.8)

On the other hand, we have that
\[ I - \mathcal{G}_f(0, \cdot) = I - (P + QN_f), \]
and the range of \( P + QN_f \) is contained in the subspace of constant functions, isomorphic to \( \mathbb{R} \), so, using the reduction property of the Leray-Schauder degree we have that
\[ d_{LS}[I - \mathcal{G}_f(0, \cdot), \Omega, 0] = d_B[I - (P + QN_f)|_{\mathbb{R}}, \Omega \cap \mathbb{R}, 0] \]
\[ = d_B[-QN_f, \Omega \cap \mathbb{R}, 0] = -d_B[F, \Omega \cap \mathbb{R}, 0]. \]
Since by hypothesis (3) this last degree is different from zero, using (4.8), it follows that the degree \( d_{LS}[I - \mathcal{G}_f(1, \cdot), \Omega, 0] \) is different from zero. Using now the existence property of Leray-Schauder degree we
deduce that there exists \( u \in \Omega \) such that \( u = \mathcal{G}_f(1, u) \), that is \( u \) is a solution of (4.1).

**Remark 4.2.** Using the same strategy as in the proof above and Proposition 3.2, the theorem above holds also if we consider the Neumann condition instead of the periodic condition.

5. **Villari type nonlinearities**

5.1. **\( \phi \)-Laplacian with \( \phi \) defined on \( \mathbb{R} \)**

Let \( \phi : \mathbb{R} \rightarrow ]-a, a]\ (0 < a \leq +\infty) \) be a homeomorphism such that \( \phi(0) = 0 \) and \( f : [0, T] \times \mathbb{R}^2 \rightarrow \mathbb{R} \) is a continuous function.

**Periodic boundary value problems**

Consider the periodic boundary value problems of the following type

\[
(\phi(u'))' = f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T).
\]  

In order to apply the continuation theorem proved in the last section we consider the family of problems

\[
(\phi(u'))' = \lambda f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T).
\]  

where \( \lambda \in [0, 1] \). The following lemma, giving a priori bounds for the possible solutions of (5.2), adapts a technique introduced by Ward [66].

**Lemma 5.1.** Assume that \( f \) satisfies the following conditions.

1. There exists a continuous function \( c \) on \([0, T]\) such that \( \|c\|_1 < \frac{a}{2} \) and

\[
f(t, u, v) \geq c(t)
\]

for all \((t, u, v) \in [0, T] \times \mathbb{R}^2\).

2. There exist \( R > 0 \) and \( \epsilon \in \{-1, 1\} \) such that

\[
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt > 0 \quad \text{if} \quad u_L \geq R, \quad \|u''\|_\infty \leq M,
\]

\[
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt < 0 \quad \text{if} \quad u_M \leq -R, \quad \|u''\|_\infty \leq M,
\]

where \( M = \max\{|\phi^{-1}(2\|c-\|_1)|, |\phi^{-1}(-2\|c-\|_1)|\}\).

If \( u \) is a solution of (5.2), then \( \|u''\|_\infty \leq M \) and \( \|u\|_\infty < R + MT \).

**Proof.** Let \( u \) be a solution of (5.2). This implies that

\[
QN_f(u) = 0.
\]
5. VILLARI TYPE NONLINEARITIES

Using the fact that \( f \) is bounded from below by \( c \), we deduce the elementary inequality
\[
|f(t, u, v)| \leq f(t, u, v) + 2c^-(t) \quad \forall(t, u, v) \in [0, T] \times \mathbb{R}^2.
\]
(5.6)

From (5.5), (5.2) and (5.6) it follows that
\[
\|(\phi(u'))'\|_1 = \lambda \|N_f(u)\|_1
\]
\[
\leq \int_0^T N_f(u(s)) \, ds + 2\|c^-\|_1 = 2\|c^-\|_1.
\]
(5.7)

Because \( u \in C^1 \) is such that \( u(0) = u(T) \), there exists \( \xi \in [0, T] \) such that \( u'(\xi) = 0 \), which implies \( \phi(u'(\xi)) = 0 \) and
\[
\phi(u'(t)) = \int_\xi^t (\phi(u'(s)))' \, ds \quad (t \in [0, T]).
\]

Using the equality above and (5.7) we have that
\[
|\phi(u'(t))| \leq 2\|c^-\|_1 \quad (t \in [0, T]),
\]
and hence
\[
\|u'\|_\infty \leq M.
\]
(5.8)

If \( u_M \leq -R \) (respectively \( u_L \geq R \)) then, from (5.8) and (5.4), it follows that
\[
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt < 0 \quad \text{(respectively } \epsilon \int_0^T f(t, u(t), u'(t)) \, dt > 0). \]

Using (5.5) we have that
\[
u_M > -R \text{ and } u_L < R.
\]
(5.9)

It is clear that
\[
\|u\|_\infty < R + MT.
\]
(5.10)

From relations (5.8),(5.9) and (5.10), we obtain that
\[-(R + MT) < u_L \leq u_M < R + MT.\]

It follows that \( \|u\|_\infty < R + MT \).

Theorem 5.2. Let \( f \) be a continuous function which satisfies the conditions (1) and (2) of Lemma 5.1. Then (5.1) has at least one solution \( u \) such that \( \|u'\|_\infty \leq M \) and \( \|u\|_\infty \leq R + MT \).
III. SECOND ORDER DIFFERENTIAL EQUATIONS WITH $\phi$–LAPLACIAN

Proof. The case $a=+\infty$.
Let $\rho > R + M(T + 1)$ and $\Omega \subset C^1_{\text{per}}$ be the open bounded set defined by

$$\Omega = \{ u \in C^1_{\text{per}} : ||u|| < \rho \}.$$

Using Lemma 5.1 it follows that (1) in Theorem 4.1 holds, with $\Omega$ defined above. Notice that $\Omega \cap \mathbb{R} = ]-\rho, \rho[$ and using (5.4) it follows that conditions (2) and (3) in Theorem 4.1 hold. Applying Theorem 4.1 we deduce that (5.1) has at least one solution.

The case $a < +\infty$.
Let $\varphi : \mathbb{R} \to \mathbb{R}$ be a homeomorphism such that $\varphi$ coincides with $\phi$ on $[-(M + 1), M + 1]$. It follows that

$$(5.11) \quad M = \max \{ |\varphi^{-1}(2||c^-||_1)|, |\varphi^{-1}(-2||c^-||_1)| \}.$$

It is clear that if, for $\lambda \in ]0, 1]$, we consider the problem

$$(5.12) \quad (\varphi(u'))' = \lambda f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T),$$

then Lemma 5.1 holds also if we change $\phi$ with $\varphi$. Using (5.11) and Lemma 5.1, we deduce that if $u$ is a solution of (5.12), then

$$(5.13) \quad ||u'||_{\infty} \leq M \quad \text{and} \quad ||u||_{\infty} < R + MT.$$

Hence, the solutions of (5.12) coincide with the solutions of (5.2). But, we have proved that (5.12) has at least one solution for $\lambda = 1$, which is also a solution of (5.1).

Remark 5.3. The conclusion of Theorem 5.2 also holds if $f(t, u, v) \leq c(t)$ for some $c \in C$ such that $||c^+||_1 < \frac{a}{2}$ and all $(t, u, v) \in [0, T] \times \mathbb{R}^2$, and $f$ satisfies the sign condition (5.4). It suffices to replace $\phi$ by $-\phi$, $f$ by $-f$ and to apply Theorem 5.2.

Exemple 5.4. Using Theorem 5.2 and Remark 5.3, we see that the equations

$$\left( \frac{u'}{\sqrt{1+u'^2}} \right)' - \exp u - \mu |u'| + h(t) = 0,$$

$$u(0) - u(T) = 0 = u'(0) - u'(T),$$

$$\left( \frac{u'}{\sqrt{1+u'^2}} \right)' + \exp u + \mu |u'| - h(t) = 0,$$

$$u(0) - u(T) = 0 = u'(0) - u'(T),$$

have at least one solution if $h \in C$ is such that

$$||h^-||_1 < ||h^+||_1 < \frac{1}{2}.$$
and $\mu$ is positive and sufficiently small. This is in particular the case if

$$0 < h_L \leq h_M < \frac{1}{2T}.$$ 

**Exemple 5.5.** Let $p > 1$ and $h \in C$. The periodic boundary value problem

$$(|u'|^{p-2}u')' + \exp u = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T),$$

has at least one solution if and only if $\|h^-\|_1 < \|h^+\|_1$.

An immediate but useful consequence of Theorem 5.2 is the following result.

**Corollary 5.6.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function such that $g < 0$, and $h \in C$ such that $\|h\|_1 < \frac{a}{2}$. If the following Landesman-Lazer type condition is satisfied

$$-\infty < \lim_{u \to -\infty} g(u) < \frac{1}{T} \int_0^T h(s) \, ds < \lim_{u \to \infty} g(u),$$

then the periodic boundary value problem

$$(\phi(u'))' + g(u) = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T),$$

has at least one solution.

**Proposition 5.7.** The conclusions of Theorem 5.2 and Remark 5.3 still hold if the sign condition (5.4) is weakened into

(2') There exist $R > 0$ and $\epsilon \in \{-1, 1\}$ such that

$$\epsilon \int_0^T f(t, u(t), u'(t)) \, dt \geq 0 \text{ if } u_L \geq R, \quad \|u'\|_\infty \leq M',$$

$$\epsilon \int_0^T f(t, u(t), u'(t)) \, dt \leq 0 \text{ if } u_M \leq -R, \quad \|u'\|_\infty \leq M',$$

where $M' > \max\{|\phi^{-1}(2\|c^-\|_1)|, |\phi^{-1}(-2\|c^-\|_1)|\}$.

**Proof.** Letting

$$f_n(t, u, v) = f(t, u, v) + \frac{\epsilon}{n} \frac{u}{\sqrt{1 + u^2}},$$

it is easy to see that, for $n \geq N$ with $N$ sufficiently large, the problems

$$\phi(u')' = f_n(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T)$$

satisfy the conditions of Theorem 5.2 for $c$ replaced by a suitable $c_N$ with $\|c_N\|_1 < \frac{a}{2}$ and $M$ by the corresponding $M_N < M'$. Consequently, each problem (5.17) for $n \geq N$ admits at least one solution $u_n$ satisfying

$$\|u'_n\|_\infty \leq M_N, \quad \|u_n\|_\infty < R + M_N T.$$
which allows us to extract a convergent subsequence whose limit is a solution of (5.1).

Corollary 5.8. Let \( p > 0, h \in C \) such that \( h > 0 \) and \( k \in C \) such that \( \|k^+\|_1 < \frac{a}{2} \). Then the periodic boundary value problem

\[
(\phi(u'))' + h(t)(u^+)^p = k(t),
\]

\[
u(0) - u(T) = 0 = u'(0) - u'(T)
\]

has at least one solution if and only if \( \int_0^T k(t)dt \geq 0 \).

If \( h \in C \) such that \( h < 0 \) and \( k \in C \) such that \( \|k^-\|_1 < \frac{a}{2} \), problem (5.18) has at least one solution if and only if \( \int_0^T k(t)dt \leq 0 \).

Proof. For the necessity, if problem (5.18) has a solution \( u \) then

\[\int_0^T k(t)dt = \int_0^T h(t)(u^+)^p dt \geq 0.\]

For the sufficiency, the function\( f(t, u) = k(t) - h(t)(u^+)^p, \)
is bounded from above by \( k \). Furthermore, if

\[R \geq \left( \frac{\int_0^T k(t)dt}{\int_0^T h(t)dt} \right)^{1/p},\]

then \( \int_0^T f(t, u(t))dt \geq 0 \) when \( u_L \geq R \). On the other hand \( \int_0^T f(t, u(t))dt = -\int_0^T k(t)dt \leq 0 \) when \( u_M \leq 0 \). Hence the result follows from Proposition 5.7. The proof of the other case is similar. \( \blacksquare \)

Let \( f : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R}, (t, u, v) \mapsto f(t, u, v) \) be \( T \)-periodic with respect to \( t \) and continuous, and let us consider the existence of a \( T \)-periodic solution \( u \) (i.e., a solution such that \( u(t + T) = u(t) \) for all \( t \in \mathbb{R} \)) of the equation

\[
(\phi(u'))' = f(t, u, u').
\]

Of course, those solutions are continuations over \( \mathbb{R} \), by \( T \)-periodicity, of the solutions over \( [0, T] \) such that \( u(0) - u(T) = 0 = u'(0) - u'(T) \), so that the previous theory can be applied. Moreover, in this case the results above can be improved.

Lemma 5.9. Assume that \( f \) is \( T \)-periodic with respect to the first variable and satisfies the conditions (5.3) and (5.4) of Lemma 5.1 with \( \|c^-\|_1 < a \) and

\[M = \max\{|\phi^{-1}(\|c^-\|_1)|, |\phi^{-1}(-\|c^-\|_1)|\}.\]
If \( u \) is a solution of (5.2), then \( \|u'\|_\infty \leq M \) and \( \|u\|_\infty < R + MT \).

Proof. Let \( u \) be a solution of (5.2). This implies that (5.5) holds. On the other hand the continuation over \( \mathbb{R} \), by \( T \)-periodicity, of \( u \) denoted also by \( u \) satisfies the equation
\[
(\phi(u'))'(t) = \lambda f(t, u(t), u'(t)) \quad \text{for all} \quad t \in \mathbb{R}.
\]
From (5.20), (5.5) and Lemma 1.5 it follows that
\[
(\phi(u'))' \leq \lambda N_f(u) \quad \text{for all} \quad t \in \mathbb{R},
\]
and hence (5.8) holds. To finish the proof it suffices to use the same arguments as in the proof of Lemma 5.1.

**Theorem 5.10.** Assume that \( f \) is \( T \)-periodic with respect to the first variable and satisfies the conditions of Lemma 5.9. Then (5.19) has at least one \( T \)-periodic solution \( u \) such that \( \|u'\|_\infty \leq M \) and \( \|u\|_\infty < R + MT \).

Proof. See the proof of Theorem 5.2.

Let \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) be a continuous function satisfying the condition
\[
|f(t, u, v)| \leq c < \frac{a}{T} \quad \text{for all} \quad (t, u, v) \in [0, T] \times \mathbb{R}^2.
\]

**Lemma 5.11.** Suppose that condition (5.22) holds and that there exist \( R > 0 \) and \( \epsilon \in \{-1, 1\} \) such that
\[
\begin{align*}
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt &> 0 \quad \text{if} \quad u_L \geq R, \quad \|u'\|_\infty \leq M, \\
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt &< 0 \quad \text{if} \quad u_M \leq -R, \quad \|u'\|_\infty \leq M,
\end{align*}
\]
where \( M = \max\{|\phi^{-1}(-cT)|, |\phi^{-1}(cT)|\} \). If \( u \) is a solution of (5.2), then \( \|u'\|_\infty \leq M \) and \( \|u\|_\infty < R + MT \).

Proof. Let \( u \) be a solution of (5.2). From (5.2) and (5.22), it follows that
\[
\int_0^T |(\phi(u'(t)))'| \, dt \leq cT.
\]
To finish the proof it suffices to use the same arguments as in the proof of Lemma 5.1.
Theorem 5.12. Let $f$ be a continuous function which satisfies the conditions (5.22) and (5.23) of Lemma 5.11. Then (5.1) has at least one solution $u$ such that $\|u'\|_{\infty} \leq M$ and $\|u\|_{\infty} < R + MT$.

Proof. See the proof of Theorem 5.2.

Remark 5.13. For $f$ bounded, condition (5.22) is better than the condition

$$|f(t, u, v)| \leq c < \frac{a}{2T}$$

given by Theorem 5.2 or Remark 5.3.

Remark 5.14. In Theorem 5.12 one can weaken the sign condition (5.23) in a similar way as in Proposition 5.7.

Example 5.15. Using Theorem 5.12 we obtain that the periodic boundary value problem

$$\left( \frac{u'}{\sqrt{1 + u'^2}} \right)' = \alpha(\arctan u + \sin t), \quad u(0) - u(1) = 0 = u'(0) - u'(1),$$

has at least one solution if $|\alpha| \leq 0.4145$.

Example 5.16. Using Theorem 5.12 we obtain that the periodic boundary value problem

$$\left( \frac{u'}{\sqrt{1 + u'^2}} \right)' = \frac{1}{4} \arctan(u + t) + \frac{1}{3} \sin(u' + t^2), \quad u(0) - u(1) = 0 = u'(0) - u'(1),$$

has at least one non constant solution.

Neumann boundary value problems

Consider the Neumann boundary value problems of the following type

(5.25) \hspace{1cm} (\phi(u'))' = f(t, u, u'), \quad u'(0) = 0 = u'(T).

In order to apply the continuation theorem proved in the last section for the Neumann boundary condition, we consider the family of problems

(5.26) \hspace{1cm} (\phi(u'))' = \lambda f(t, u, u'), \quad u'(0) = 0 = u'(T),

where $\lambda \in [0, 1]$.

Lemma 5.17. Assume that $f$ satisfies the conditions (1) and (2) of Lemma 5.1. If $u$ is a solution of (5.26), then $\|u'\|_{\infty} \leq M$ and $\|u\|_{\infty} < R + MT$. 
Proof. Let \( u \) be a solution of (5.26). This implies that (5.5) holds. Using (5.26) and (5.5) it follows that

\[
\phi(u') = \lambda H N_f(u) = \lambda H(I - Q)N_f(u).
\]

(5.27)

Using (5.5), (5.27), (5.6) and (1.6), it follows that

\[
\|\phi(u')\|_\infty = \|\lambda H(I - Q)N_f(u)\|_\infty \leq \|N_f(u)\|_1
\]

\[
\leq \int_0^T N_f(u)(s) \, ds + 2\|c^-\|_1 = 2\|c^-\|_1 < a,
\]

which implies \( \|u'\|_\infty \leq M \). The end of the proof is then entirely similar to that of Lemma 5.1.

Using the previous Lemma and Remark 4.2 we have the following result.

**Theorem 5.18.** Let \( f \) be a continuous function which satisfies the conditions (1) and (2) of Lemma 5.1. Then (5.25) has at least one solution \( u \) such that \( \|u'\|_\infty \leq M \) and \( \|u\|_\infty < R + MT \).

Now, suppose that \( f \) satisfies

\[
|f(t, u, v)| \leq c < \frac{2a}{T} \quad \text{for all} \quad (t, u, v) \in [0, T] \times \mathbb{R}^2.
\]

(5.28)

**Lemma 5.19.** Assume that \( f \) satisfies (5.28) and condition (2) of Lemma 5.1 with \( M = \max\{\|\phi^{-1}(-\frac{c}{2})\|, \|\phi^{-1}(\frac{c}{2})\|\} \). Then (5.25) has at least one solution \( u \) such that \( \|u'\|_\infty \leq M \) and \( \|u\|_\infty < R + MT \).

Proof. Let \( u \) be a solution of (5.26). As in the proof of Lemma 5.17, we have

\[
\|\phi(u')\|_\infty = \|\lambda H(I - Q)N_f(u)\|_\infty
\]

which together with (5.28) and (1.1) imply that \( \|u'\|_\infty \leq M \). The end of the proof is then entirely similar to that of Lemma 5.1.

Using the previous Lemma and Remark 4.2 we have the following result.

**Theorem 5.20.** Let \( f \) as in Lemma 5.19. Then (5.25) has at least one solution \( u \) such that \( \|u'\|_\infty \leq M \) and \( \|u\|_\infty < R + MT \).

**Dirichlet boundary value problems**

We finally consider Dirichlet problems of the form

\[
(\phi(u'))' = f(t, u, u'), \quad u(0) = u(T) = 0
\]

(5.29)

where \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) is continuous and such that

\[
|f(t, u, v)| \leq c < \frac{a}{T} \quad \text{for all} \quad (t, u, v) \in [0, T] \times \mathbb{R}^2.
\]

(5.30)
For \( \lambda \in [0, 1] \), consider the family of Dirichlet problems
\[
(5.31) \quad (\phi(u'))' = \lambda f(t, u, u'), \quad u(0) = u(T) = 0,
\]
which reduces to (5.29) for \( \lambda = 1 \) and to
\[
(5.32) \quad (\phi(u'))' = 0, \quad u(0) = u(T) = 0 \quad (5.32)
\]
for \( \lambda = 0 \). This last problem has only the trivial solution.

**Lemma 5.21.** Let \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) be continuous and satisfying condition (5.30). If \( u \) is a solution of (5.31) then
\[
\|u'\|_{\infty} \leq \max\{|\phi^{-1}(-cT)|, |\phi^{-1}(cT)|\} := M \quad \text{and} \quad \|u\|_{\infty} \leq TM.
\]

**Proof.** Let \( u \) be a solution of (5.31). Then, using (5.31) and (5.30) it follows that
\[
\|\phi(u')\|_{\infty} = \|H \circ (\lambda N_f)(u)\|_{\infty} \leq cT < a.
\]
Consequently,
\[
\|u'\|_{\infty} \leq M
\]
and
\[
\|u\|_{\infty} = \left\| \int_0^\cdot u'(s) \, ds \right\|_{\infty} \leq TM.
\]

**Theorem 5.22.** Let \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) be continuous and satisfying condition (5.30). There exists a solution \( u \) of (5.29) such that \( \|u'\|_{\infty} \leq M \) and \( \|u\|_{\infty} \leq TM \) where \( M \) is defined above.

**Proof.** The case \( a = +\infty \).
Consider the completely continuous homotopy \( M : [0, 1] \times C_0^1 \to C_0^1 \) defined by
\[
M(\lambda, u) = D_{\lambda N_f}(u) = H \circ \phi^{-1} \circ (I - Q_0) \circ H \circ (\lambda N_f)(u).
\]
Using Proposition 3.3 we deduce that if \( u \in C_0^1 \) then \( u \) is a solution of (5.31) iff \( u = M(\lambda, u) \). Therefore, if
\[
\Omega = \{ u \in C_0^1 : \|u\|_{\infty} < TM + 1, \quad \|u'\|_{\infty} < M + 1 \},
\]
it follows from Lemma 5.21 that
\[
u \neq M(\lambda, u), \quad \forall (\lambda, u) \in \partial \Omega.
\]
It follows from the homotopy invariance of Leray-Schauder degree that
\[
d_{LS}[I - M(\lambda, \cdot), \Omega, 0] \text{ is independent of } \lambda \in [0, 1] \quad \text{so that, if we notice that } \mathcal{M}(0, \cdot) = 0,
\]
\[
d_{LS}[I - M(1, \cdot), \Omega, 0] = d_{LS}[I - M(0, \cdot), \Omega, 0] = 1.
\]
Hence, using the existence property of Leray-Schauder degree we deduce that $M(1, \cdot)$ has a fixed point $u$, which is a solution of (5.29).  

The case $a < +\infty$.

Let $\varphi : \mathbb{R} \to \mathbb{R}$ be a homeomorphism such that $\varphi$ coincides with $\phi$ on $[-(M + 1), M + 1]$. It follows that

$$M = \max\{|\varphi^{-1}(-cT)|, |\varphi^{-1}(cT)|\}. \tag{5.33}$$

It is clear that if, for $\lambda \in [0, 1]$, we consider the problem

$$\left(\varphi(u')\right)' = \lambda f(t, u, u'), \quad u(0) = u(T) = 0, \tag{5.34}$$

then Lemma 5.21 holds also if we change $\phi$ with $\varphi$. Using (5.33) and Lemma 5.21, we deduce that if $u$ is a solution of (5.34), then

$$\|u'\|_{\infty} \leq M \quad \text{and} \quad \|u\|_{\infty} \leq MT. \tag{5.35}$$

Hence, the solutions of (5.34) coincide with the solutions of (5.31). But, we have proved that (5.34) has at least one solution for $\lambda = 1$, which is also a solution of (5.29).

**Exemple 5.23.** If follows from Theorem 5.22 that the Dirichlet problem

$$\left(\frac{u'}{\sqrt{1 + u'^2}}\right)' = \alpha (\sin u + \cos t), \quad u(0) = 0 = u(\pi)$$

has at least one solution if $|\alpha| < \frac{1}{2\pi}$ and the Dirichlet problem

$$\left(|u'|^{p-2}u'\right)' = \alpha (\sin u + \cos t), \quad u(0) = 0 = u(\pi)$$

has at least one solution for all $\alpha \in \mathbb{R}$.

**Remark 5.24.** In contrast to the periodic and Neumann cases, the solvability of the Dirichlet problem with bounded right-hand side $f$ does not require any sign condition upon $f$. This is related to the absence of a necessary condition like (2.4) for the solvability of the simple Dirichlet problem

$$\left(\phi(u')\right)' = f(t), \quad u(0) = 0 = u(T).$$

On the other hand, the approach used to study periodic or Neumann problems with one-sided bounded nonlinearities does not work in the Dirichlet case.
5.2. $\phi$-Laplacian with $\phi$ defined on $]-a, a[$, $a \neq +\infty$

Periodic or Neumann boundary value problems
Consider the periodic boundary value problems of the type

\[(\phi(u'))' = f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T),\]

where $\phi : ]-a, a[ \to \mathbb{R}$ ($0 < a < \infty$) is a homeomorphism, $\phi(0) = 0$ and $f : [0, T] \times \mathbb{R}^2 \to \mathbb{R}$ is a continuous function.

For $\lambda \in ]0, 1]$, consider the family of periodic boundary value problems

\[(\phi(u'))' = \lambda f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T).\]

Lemma 5.25. Assume that $f$ satisfies the following conditions. There exist $R > 0$ and $\epsilon \in \{-1, 1\}$ such that

\[
\epsilon \int_0^T f(t, u(t), u'(t)) dt > 0 \quad \text{if} \quad u_L \geq R, \quad \|u'\|_\infty < a, \tag{5.38}
\]

\[
\epsilon \int_0^T f(t, u(t), u'(t)) dt < 0 \quad \text{if} \quad u_M \leq -R, \quad \|u'\|_\infty < a,
\]

If $u$ is a solution of (5.37), then $\|u\| < R + a(T + 1)$.

Proof. Let $u$ be a solution of (5.37). This implies that

\[
\|u'\|_\infty < a, \tag{5.39}
\]

and

\[
QN_f(u) = 0. \tag{5.40}
\]

If $u_M \leq -R$ (respectively $u_L \geq R$) then, from (5.39) and (5.38), it follows that

\[
\epsilon \int_0^T f(t, u(t), u'(t)) dt < 0 \quad \text{(respectively } \epsilon \int_0^T f(t, u(t), u'(t)) dt > 0).\]

Using (5.40) we have that

\[
u_M > -R \text{ and } u_L < R. \tag{5.41}
\]

It is clear that

\[
u_M \leq u_L + \int_0^T |u'(t)| dt. \tag{5.42}
\]

From relations (5.39),(5.41) and (5.42), we obtain that

\[-(R + aT) < u_L \leq u_M < R + aT. \tag{5.43}\]

Using (5.39) and (5.43) it follows that $\|u\| < R + a(T + 1)$. \hfill \blacksquare
Using Lemma 5.25 and Theorem 4.1 we obtain the following existence result.

**Proposition 5.26.** Let $f$ be continuous and satisfying condition (5.38) of Lemma 5.25. Then (5.36) has at least one solution $u$ such that $\|u\| < R + a(T + 1)$.

**Proof.** See the proof of Theorem 5.2 in the case $a = +\infty$. ■

**Theorem 5.27.** Assume that $f$ satisfies the following conditions. There exist $R > 0$ and $\epsilon \in \{-1, 1\}$ such that

$$
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt \geq 0 \quad \text{if} \quad u_L \geq R, \quad \|u'\|_{\infty} < a,
$$

and

$$
\epsilon \int_0^T f(t, u(t), u'(t)) \, dt \leq 0 \quad \text{if} \quad u_M \leq -R, \quad \|u'\|_{\infty} < a,
$$

Then (5.36) has at least one solution.

**Proof.** Consider the continuous functions

$$f_n(t, u, v) = f(t, u, v) + \epsilon \frac{u}{n \sqrt{1 + u^2}},$$

with associated fixed point operators $P_{N_{f_n}}$. Then, using Propositions 5.26 and 3.1, we deduce that there exists $u_n \in C^1_{\text{per}}$ such that $u_n = P_{N_{f_n}}(u_n)$ and $\|u_n\| < R + a(T + 1)$. So, applying Arzela-Ascoli theorem, passing if necessarily to a subsequence, we have that $u_n \to u$ in $C^1$, which implies that $P_{N_{f_n}}(u_n) \to P_{N_f}(u)$ in $C^1$. Consequently, $u = P_{N_f}(u)$, which implies that $u$ is a solution for (5.36). ■

**Corollary 5.28.** Let $h : [0, T] \times \mathbb{R}^2 \to \mathbb{R}$ and $g : [0, T] \times \mathbb{R} \to \mathbb{R}$ be continuous, with $h$ bounded on $[0, T] \times \mathbb{R} \times ]-a, a[$ and $g$ satisfying one of the condition

$$
\lim_{u \to -\infty} g(t, u) = +\infty, \quad \lim_{u \to +\infty} g(t, u) = -\infty
$$

and

$$
\lim_{u \to -\infty} g(t, u) = -\infty, \quad \lim_{u \to +\infty} g(t, u) = +\infty,
$$

uniformly in $t \in [0, T]$. Then the problem

$$(\phi(u'))' + h(t, u, u') + g(t, u) = 0, \quad u(0) - u(T) = 0 = u'(0) - u'(T),$$

has at least one solution.

**Corollary 5.29.** Let $h : [0, T] \times \mathbb{R}^2 \to \mathbb{R}$ be bounded on $[0, T] \times \mathbb{R} \times ]-a, a[$ and continuous. Then, for each $\mu \neq 0$, the problem

$$(\phi(u'))' + \mu u = h(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T),$$
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has at least one solution, and
\[ d_{LS}[I - P_{N_0}, B_0, 0] = \text{sign}(\mu), \]
where \( g(t, u, v) = h(t, u, v) - \mu u \) and \( \rho \) sufficiently large.

**Example 5.30.** If \( e \in C, \ c \in \mathbb{R} \setminus \{0\}, \ d \in \mathbb{R}, \ q \geq 0 \) and \( p > 1 \), the problem
\[
\left( \frac{u'}{\sqrt{1 - u^2}} \right)' + d|u'|^q + c|u|^{p-1}u = e(t),
\]
\[
 u(0) - u(T) = 0 = u'(0) - u'(T),
\]
has at least one solution.

Another easy consequence is a Landesman-Lazer-type theorem.

**Corollary 5.31.** Let \( g : \mathbb{R} \to \mathbb{R} \) be continuous. Then problem
\[
(\phi(u'))' + g(u) = e(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T)
\]
has at least one solution for each \( e \in C \) such that
\[
\limsup_{u \to -\infty} g(u) < \frac{1}{T} \int_0^T e(s) \, ds < \liminf_{u \to +\infty} g(u)
\]
or
\[
\limsup_{u \to +\infty} g(u) < \frac{1}{T} \int_0^T e(s) \, ds < \liminf_{u \to -\infty} g(u).
\]

**Remark 5.32.** Similar results hold also for Neumann boundary value problems.

**Dirichlet boundary value problems**

We finally consider Dirichlet problems of the form
\[
(\phi(u'))' = f(t, u, u'), \quad u(0) = u(T) = 0
\]
where \( \phi : [-a, a] \to \mathbb{R} \) \( (0 < a < \infty) \) is a homeomorphism such that \( \phi(0) = 0 \), \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) is a continuous function. For \( \lambda \in [0, 1] \), consider the family of Dirichlet problems
\[
(\phi(u'))' = \lambda f(t, u, u'), \quad u(0) = u(T) = 0,
\]
which reduces to (5.48) for \( \lambda = 1 \) and to
\[
(\phi(u'))' = 0, \quad u(0) = u(T) = 0
\]
for \( \lambda = 0 \). This last problem has only the trivial solution.

**Theorem 5.33.** Let \( f : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) be continuous. Then (5.48) has at least one solution.
Proof. Let $\lambda \in [0,1]$ and $u$ be a possible solution of (5.49). Then
\[ \|u'\|_\infty < a \]
and
\[ \|u\|_\infty = \left\| \int_0^1 u'(s) \, ds \right\|_\infty < Ta. \]
Therefore, if $\Omega = \{u \in C^1_0 : \|u\|_\infty < Ta, \|u'\|_\infty < a\}$, it follows that (5.49) has no solutions on $\partial \Omega$. The rest of the proof follows exactly in the same way as in the proof of Theorem 5.22.

6. Upper and lower solutions and degree

6.1. $\phi$-Laplacian with $\phi$ defined on $\mathbb{R}$

In this section $\phi : \mathbb{R} \to [-a, a[ \ (0 < a \leq +\infty)$ denotes an increasing homeomorphism such that $\phi(0) = 0$. We prove existence of solutions for the periodic boundary value problem
\[ (\phi(u'))' = f(t, u), \quad u(0) - u(T) = 0 = u'(0) - u'(T) \tag{6.1} \]
where $f : [0, T] \times \mathbb{R} \to \mathbb{R}$ is a continuous function.

Definition 6.1. A lower solution $\alpha$ (resp. upper solution $\beta$) of (6.1) is a function such that $\alpha \in C^1_{per}, \phi(\alpha') \in C^1$ (resp. $\beta \in C^1_{per}, \phi(\beta') \in C^1$) and
\[ (\phi(\alpha'(t)))' \geq f(t, \alpha(t)) \quad (\text{resp.} \quad (\phi(\beta'(t)))' \leq f(t, \beta(t))). \tag{6.2} \]
for all $t \in [0, T]$. Such a lower or upper solution will be called strict if the inequality (6.2) is strict for all $t \in [0, T]$.

Theorem 6.2. Suppose that (6.1) has a lower solution $\alpha$ and an upper solution $\beta$ such that $\alpha(t) \leq \beta(t)$ for all $t \in [0, T]$. If there exists a continuous function $c$ on $[0, T]$ such that $\|c\|_1 < \frac{a}{2}$ and
\[ f(t, u) \geq c(t), \quad \text{for all} \quad (t, u) \in [0, T] \times [\alpha_L, \beta_M], \tag{6.3} \]
then (6.1) has a solution $u$ such that $\alpha(t) \leq u(t) \leq \beta(t)$ for all $t \in [0, T]$. Moreover, if $\alpha$ and $\beta$ are strict, then $\alpha(t) < u(t) < \beta(t)$ for all $t \in [0, T]$.

Proof. I. A first modified problem.
Let $\gamma : [0, T] \times \mathbb{R} \to \mathbb{R}$ be the continuous function defined by
\[
\gamma(t, u) = \begin{cases} 
\beta(t), & u > \beta(t) \\
\alpha(t), & \alpha(t) \leq u \leq \beta(t) \\
u, & u < \alpha(t), 
\end{cases}
\]
and define $F : [0, T] \times \mathbb{R} \to \mathbb{R}, F(t, u) = f(t, \gamma(t, u))$. We consider the modified problem
\begin{equation}
(\phi(u'))' = F(t, u) + [u - \gamma(t, u)],
\end{equation}
\begin{equation}
u(0) - u(T) = 0 = u'(0) - u'(T),
\end{equation}
and show that if $u$ is a solution of (6.4), then $\alpha(t) \leq u(t) \leq \beta(t)$ for all $t \in [0, T]$ and hence $u$ is a solution of (6.1). Suppose by contradiction that there is some $t_0 \in [0, T]$ such that $[\alpha - u]_M = \alpha(t_0) - u(t_0) > 0$. If $t_0 \in [0, T]$ then $\alpha'(t_0) = u'(t_0)$ and there are sequences $(t_k)$ in $[t_0 - \varepsilon, t_0]$ and $(t_k')$ in $[t_0, t_0 + \varepsilon]$ converging to $t_0$ such that $\alpha'(t_k) - u'(t_k) \geq 0$ and $\alpha'(t_k') - u'(t_k') \leq 0$. As $\phi$ is an increasing homeomorphism, this implies that $\phi(\alpha'(t_k')) - \phi(\alpha'(t_k)) \geq \phi(u'(t_k')) - \phi(u'(t_k))$, $\phi(\alpha'(t_k')) - \phi(\alpha'(t_k)) \leq \phi(u'(t_k')) - \phi(u'(t_k))$ and $(\phi(\alpha'(t_k)))' \leq (\phi(u'(t_k)))'$. Hence, because $\alpha$ is a lower solution of (6.1) we have
\begin{align*}
(\phi(\alpha'(t_k)))' &\leq (\phi(u'(t_k)))' = f(t_0, \alpha(t_0)) + [u(t_0) - \alpha(t_0)] \\
&< f(t_0, \alpha(t_0)) \leq (\phi(\alpha'(t_k)))',
\end{align*}
a contradiction. If $[\alpha - u]_M = \alpha(0) - u(0) = \alpha(T) - u(T)$, then $\alpha'(0) - u'(0) \leq 0$, $\alpha'(T) - u'(T) \geq 0$. Using that $\alpha, u \in C^1_{\text{per}}$, we deduce that $\alpha'(0) - u'(0) = 0 = \alpha'(T) - u'(T)$. This implies that
\begin{equation}
\phi(\alpha'(0)) = \phi(u'(0)).
\end{equation}
On the other hand, $[\alpha - u]_M = \alpha(0) - u(0)$ implies, reasoning in a similar way as for $t_0 \in [0, T]$, that
\begin{equation}
(\phi(\alpha'(0)))' \leq (\phi(u'(0)))'.
\end{equation}
Using the inequality above and $\alpha'(0) = u'(0)$, we can proceed as in the case $t_0 \in [0, T]$ to obtain again a contradiction. In consequence we have that $\alpha(t) \leq u(t)$ for all $t \in [0, T]$. Analogously, using the fact that $\beta$ is an upper solution of (6.1), we can show that $u(t) \leq \beta(t)$ for all $t \in [0, T]$. We remark that if $\alpha, \beta$ are strict, then $\alpha(t) < u(t) < \beta(t)$ for all $t \in [0, T]$.

II. A second modified problem.

Let $u$ be a solution of (6.4). Using I we have that $u$ is a solution of (6.1) such that $\alpha(t) \leq u(t) \leq \beta(t)$ for all $t \in [0, T]$. Hence, using (6.3) and the same method as in the proof of Lemma 5.1, we deduce that
\begin{equation}
\|\phi(u')\|_\infty \leq 2\|c^-\|_1 < a,
\end{equation}
which implies (5.8), where $M$ is defined as in Lemma 5.1. Let $b > 0$ such that
\begin{equation}
\max(\|\alpha'\|_\infty + 1, \|\beta'\|_\infty + 1, M + 1) < b,
\end{equation}
and \( \psi : \mathbb{R} \rightarrow \mathbb{R} \) an increasing homeomorphism such that \( \psi = \phi \) on \([-b, b] \). Hence, if we suppose that \( u \) is a solution of the periodic boundary-value problem

\[
(\psi(u'))' = F(t, u) + [u - \gamma(t, u)],
\]

(6.7)

\[
u(0) - u(T) = 0 = u'(0) - u'(T)
\]

then, as in I, we obtain that \( \alpha(t) \leq u(t) \leq \beta(t) \) for all \( t \in [0, T] \), which implies that \( u \) is a solution of the periodic boundary-value problem

\[
(\psi(u'))' = f(t, u), \quad u(0) - u(T) = 0 = u'(0) - u'(T).
\]

This implies, using again (6.3) and the same method as in the proof of Lemma 5.1, that

\[
\|u'\|_{\infty} \leq \max\{|\psi^{-1}(2\|c^-\|_1)|, |\psi^{-1}(-2\|c^-\|_1)|\} = M.
\]

By the choice of \( \psi \), this implies that \( u \) is a solution of (6.1).

**III. Some homotopies and a priori estimates.**

For \( \lambda \in [0, 1] \), consider the periodic boundary-value problems

\[
(\psi(u'))' = \lambda(F(t, u) - \gamma(t, u)),
\]

(6.8)

\[
u(0) - u(T) = 0 = u'(0) - u'(T),
\]

\[
(\psi(u'))' = \lambda u + (1 - \lambda)Q(u),
\]

(6.9)

\[
u(0) - u(T) = 0 = u'(0) - u'(T).
\]

Let

\[
\sigma := \max_{(t, u) \in [0, T] \times \mathbb{R}} |F(t, u) - \gamma(t, u)|,
\]

and consider \( u \in C^1_{\text{per}} \) a solution of (6.8). Let \( t_0 \in [0, T] \) such that \( u(t_0) = u_M \). This implies that \( (\psi(u'(t_0)))' \leq 0 \), which together with (6.8), implies that \( u_M \leq \sigma \). Analogously, we have that \( u_L \geq -\sigma \). We deduce that \( \|u\|_{\infty} \leq \sigma \). Let \( \xi \in [0, T] \) such that \( u'(\xi) = 0 \). Then, using (6.8) and the fact that \( \|u\|_{\infty} \leq \sigma \), we deduce that

\[
|\psi(u'(t))| = \int_{\xi}^{t} |(\psi(u'(s)))'| ds \leq 2T\sigma,
\]

which implies that \( \|u'\|_{\infty} \leq \max(|\psi(\pm 2T\sigma)|) \). Now, let \( u \in C^1_{\text{per}} \) be a solution of (6.9). This implies that \( Q(u) = 0 \). It is clear that, if \( \lambda = 0 \), then \( u = 0 \). If \( \lambda \neq 0 \), consider \( t_0 \in [0, T] \) such that \( u(t_0) = u_M \). This implies that \( \lambda u_M = (\psi(u'(t_0)))' \leq 0 \) and \( u_M \leq 0 \). Analogously, we have that \( u_L \geq 0 \). It follows that \( u = 0 \). In consequence, there is a \( \rho > 0 \) such that if \( u \in C^1_{\text{per}} \) is a solution of (6.8) or (6.9), then \( \|u\| < \rho \).
IV. Abstract formulations of (6.8) and (6.9).

For $\lambda \in [0, 1]$, consider the nonlinear operators $N^i_\lambda : C^1_{\text{per}} \to C$ ($i = 1, 2$) defined by

$$N^1_\lambda(u) = u + \lambda[F(\cdot, u(\cdot)) - \gamma(\cdot, u(\cdot))]$$

and

$$N^2_\lambda(u) = \lambda u + (1 - \lambda)Q(u).$$

On the other hand, consider the homotopies $N^i : [0, 1] \times C^1_{\text{per}} \to C^1_{\text{per}}, (i = 1, 2)$

$$N^i(\lambda, u) = P N^i_\lambda(u) = Pu +QN^i_\lambda(u) + H \circ \psi^{-1} \circ (I - Q\psi) \circ [H(I - Q)N^i_\lambda](u).$$

Using Arzela-Ascoli’s theorem, it is not difficult to see that $N^i(i = 1, 2)$ is completely continuous and, using Proposition 3.1, that if $u \in C^1_{\text{per}}$, then $u$ is a solution of (6.8) (resp. (6.9)) if and only if $N^1(\lambda, u) = u$ (resp. $N^2(\lambda, u) = u$). Hence, using III, it follows that

$$N^i(\lambda, u) \neq u \quad \text{for all} \quad (\lambda, u) \in [0, 1] \times \partial B_\rho, \quad (i = 1, 2).$$

The homotopy invariance of Leray-Schauder degree gives

(6.10) \quad d_{LS}[I - N^i(0, \cdot), B_\rho, 0] = d_{LS}[I - N^i(1, \cdot), B_\rho, 0],

for $i = 1, 2$. But the range of $N^2(0, \cdot) = P + Q$ is contained in the subspace of constant function, isomorphic to $\mathbb{R}$, so, using the reduction property of the Leray-Schauder degree we have that

$$d_{LS}[I - N^2(0, \cdot), B_\rho, 0] = d_{B}[I - (P + Q)|_{\mathbb{R}}, \rho, \rho, 0] = d_{B}[-I, \rho, \rho, 0] = -1,$$

which, together with (6.10) and the fact that $N^2(1, \cdot) = N^1(0, \cdot)$ implies that

$$d_{LS}[I - N^1(1, \cdot), B_\rho, 0] = -1.$$

Then, from the existence property of the Leray-Schauder degree there is $u \in B_\rho$ such that $N^1(1, u) = u$, which implies that $u$ is a solution of (6.7).

V. End of the proof.

We have proved in IV that there is $u$ a solution of (6.7). The choice of $\psi$ implies that $u$ is a solution of (6.4). Finally, using I it follows that $u$ is a solution of (6.1) and $\alpha(t) \leq u(t) \leq \beta(t)$ for all $t \in [0, T]$. Moreover, if $\alpha$ and $\beta$ are strict, then $\alpha(t) < u(t) < \beta(t)$ for all $t \in [0, T]$. \hfill \blacksquare
Remark 6.3. Suppose that (6.1) has a lower solution $\alpha$ and an upper solution $\beta$ such that $\alpha(t) \leq \beta(t)$ for all $t \in [0, T]$. Then, the conclusion of Theorem 6.2 also holds if $f(t, u) \leq c(t)$ for some continuous function $c$ on $[0, T]$ such that $\|c^+\|_1 < \frac{1}{2}$ and all $(t, u) \in [0, T] \times [\alpha_L, \beta_M]$.

Remark 6.4. The Remark 6.3 also holds if $f : [0, T] \times]0, +\infty[ \to \mathbb{R}$.

Example 6.5. Using Theorem 6.2 we deduce that the equations

\[(\frac{-u'}{\sqrt{1+u'^2}})' = u^3 \pm \epsilon \sin t, \quad u(0) - u(2\pi) = 0 = u'(0) - u'(2\pi)\]

have at least one solution if $0 < \epsilon < \frac{1}{\pi}$. To apply Theorem 6.2, take $\alpha = -\epsilon^{\frac{1}{2}}, \beta = \epsilon^{\frac{1}{2}}$ and $c(t) = -\epsilon(1 \pm \sin(t))$ for all $t \in [0, 2\pi]$.

Remark 6.6. Suppose that $a = +\infty$. Under the hypothesis of Theorem 6.2, suppose that $\alpha$ (resp. $\beta$) is a strict lower (resp. upper) solution of (6.1). As we have already seen, (6.1) admits at least one solution $u$ such that $\alpha(t) < u(t) < \beta(t)$ for all $t \in [0, T]$ and $\|u'\|_\infty \leq M$. Moreover, if $u$ is a solution of (6.1), then $\alpha(t) < u(t) < \beta(t)$ for all $t \in [0, T]$ and $\|u'\|_\infty \leq M$. If $\rho > M$, define the open, bounded set $\Omega^\rho_{\alpha, \beta} = \{u \in C^1_{per} : \alpha(t) < u(t) < \beta(t) \text{ for all } t \in [0, T] \text{ and } \|u'\|_\infty < \rho\}$. If $\rho, \rho'$ are large enough, then, using the additivity-excision property of the Leray-Schauder degree, we have

\[d_{LS}[I - N_1(1, \cdot), \Omega^\rho_{\alpha, \beta}, 0] = d_{LS}[I - N_1(1, \cdot), B^\rho_{\beta}, 0] = -1.\]

Because $\mathcal{P}_{N_1} = N_1(1, \cdot)$ on $\Omega^\rho_{\alpha, \beta}$, we deduce that

\[(6.11) \quad d_{LS}[I - \mathcal{P}_{N_1}, \Omega^\rho_{\alpha, \beta}, 0] = d_{LS}[I - \mathcal{P}_{N_1}, B^\rho_{\beta}, 0] = -1.\]

6.2. $\phi$-Laplacian with $\phi$ defined on $]-a, a[\), $a \neq +\infty$

In this section $\phi : ]-a, a[ \to \mathbb{R} (a \neq +\infty)$ denotes an increasing homeomorphism such that $\phi(0) = 0$. Let $f : [0, T] \times \mathbb{R}^2 \to \mathbb{R}$ be a continuous function. We study the existence of solutions for the periodic boundary value problem

\[(6.12) \quad (\phi(u'))' = f(t, u, u'), \quad u(0) - u(T) = 0 = u'(0) - u'(T).\]

Definition 6.7. A lower solution $\alpha$ (resp. upper solution $\beta$) of (6.12) is a function $\alpha \in C^1$ such that $\|\alpha'\|_\infty < a$, $\phi(\alpha') \in C^1$, $\alpha(0) = \alpha(T)$, $\alpha'(0) \geq \alpha'(T)$ (resp. $\beta \in C^1$, $\|\beta'\|_\infty < a$, $\phi(\beta') \in C^1$, $\beta(0) = \beta(T)$, $\beta'(0) \leq \beta'(T)$) and

\[(6.13) \quad (\phi(\alpha'(t)))' \geq f(t, \alpha(t), \alpha'(t))\]

(resp. $\phi(\beta'(t)))' \leq f(t, \beta(t), \beta'(t))$)
for all \( t \in [0, T] \). Such a lower or upper solution is called strict if the inequality (6.13) is strict for all \( t \in [0, T] \).

**Theorem 6.8.** If (6.12) has a lower solution \( \alpha \) and an upper solution \( \beta \) such that \( \alpha(t) \leq \beta(t) \) for all \( t \in [0, T] \), then problem (6.12) has a solution \( u \) such that \( \alpha(t) \leq u(t) \leq \beta(t) \) for all \( t \in [0, T] \). Moreover, if \( \alpha \) and \( \beta \) are strict, then \( \alpha(t) < u(t) < \beta(t) \) for all \( t \in [0, T] \).

**Proof.** Let \( \gamma : [0, T] \times \mathbb{R} \to \mathbb{R} \) be the continuous function defined by
\[
\gamma(t, u) = \begin{cases} 
\beta(t), & u > \beta(t) \\
u, & \alpha(t) \leq u \leq \beta(t) \\
\alpha(t), & u < \alpha(t), \end{cases}
\]
and define \( F : [0, T] \times \mathbb{R}^2 \to \mathbb{R} \) by \( F(t, u, v) = f(t, \gamma(t, u), v) \). We consider the modified problem
\[
(\phi(u'))' = F(t, u, u') + u - \gamma(t, u),
\]
(6.14)
\[
u(0) - u(T) = 0 = u'(0) - u'(T)
\]
and first show that if \( u \) is a solution of (6.14) then \( \alpha(t) \leq u(t) \leq \beta(t) \) for all \( t \in [0, T] \), so that \( u \) is a solution of (6.12). Suppose by contradiction that there is some \( t_0 \in [0, T] \) such that \( [\alpha - u]_M = \alpha(t_0) - u(t_0) > 0 \). If \( t_0 \in [0, T] \) then \( \alpha'(t_0) = u'(t_0) \) and there are sequences \( (t_k) \) in \( [t_0 - \varepsilon, t_0] \) and \( (\varepsilon'(t_k)) \) in \( [t_0, t_0 + \varepsilon] \) converging to \( t_0 \) such that \( \alpha'(t_k) - u'(t_k) \geq 0 \) and \( \alpha'(t_k) - u'(t_k) \leq 0 \). As \( \phi \) is an increasing homeomorphism, this implies \( (\phi'(u'(t_0)))' \leq (\phi'(u'(t_0)))' \). Hence, because \( \alpha \) is a lower solution of (6.12) we obtain
\[
(\phi'(\alpha(t_0)))' = f(t_0, \alpha(t_0), \alpha'(t_0)) + u(t_0) - \alpha(t_0) < f(t_0, \alpha(t_0), \alpha'(t_0)) \leq (\phi'(\alpha(t_0)))',
\]
a contradiction. If \( [\alpha - u]_M = \alpha(0) - u(0) = \alpha(T) - u(T) \), then \( \alpha'(0) - u'(0) \leq 0, \alpha'(T) - u'(T) \geq 0 \). Using that \( \alpha'(0) \geq \alpha'(T) \), we deduce that \( \alpha'(0) - u'(0) = 0 = \alpha'(T) - u'(T) \). This implies that
\[
(6.15) \quad \phi(\alpha'(0)) = \phi(u'(0)).
\]
On the other hand, \( [\alpha - u]_M = \alpha(0) - u(0) \) implies, reasoning in a similar way as for \( t_0 \in [0, T] \), that
\[
(\phi'(\alpha'(0)))' \leq (\phi'(u'(0)))'.
\]
Using the inequality above and \( \alpha'(0) = u'(0) \), we can proceed as in the case \( t_0 \in [0, T] \) to obtain again a contradiction. In consequence we have \( \alpha(t) \leq u(t) \) for all \( t \in [0, T] \). Analogously, using the fact that \( \beta \) is an upper solution of (6.12), we can show that \( u(t) \leq \beta(t) \) for all
We remark that if \( \alpha, \beta \) are strict, then \( \alpha(t) < u(t) < \beta(t) \) for all \( t \in [0, T] \).

We now apply Corollary 5.29 to the modified problem (6.14) to obtain the existence of a solution, and the relation
\[
(6.16) \quad d_{LS}[I - \tilde{M}, B_\rho, 0] = -1
\]
for the fixed point operator \( \tilde{M} \) associated to (6.14) and all sufficiently large \( \rho > 0 \). Moreover, if \( \alpha \) and \( \beta \) are strict, then \( \alpha(t) < u(t) < \beta(t) \) for all \( t \in [0, T] \).

**Exemple 6.9.** Let \( f, g : \mathbb{R} \to \mathbb{R} \) be continuous functions such that
\[
\lim_{u \to -\infty} g(u) = +\infty, \quad \lim_{u \to +\infty} g(u) = -\infty.
\]
If \( h \in C \), then the problem
\[
\left( \frac{u'}{\sqrt{1-u'^2}} \right)' + f(u)u' + g(u) = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T),
\]
has at least one solution.

**Remark 6.10.** Suppose that \( \alpha \) (resp. \( \beta \)) is a strict lower (resp. upper) solution of (6.12). As we have already seen, (6.12) admits at least one solution \( u \) such that \( \alpha(t) < u(t) < \beta(t) \) for all \( t \in [0, T] \). Moreover, if \( u \) is a solution of (6.12), then \( \alpha(t) < u(t) < \beta(t) \) for all \( t \in [0, T] \). Define the bounded, open set
\[
\Omega_{\alpha, \beta} = \{ u \in C^1_{\text{per}} : \alpha(t) < u(t) < \beta(t) \text{ for all } t \in [0, T], \quad ||u'|| < a \}. \tag{6.17}
\]
If \( \rho \) is large enough, then, using the additivity-excision property of the Leray-Schauder degree, we have
\[
d_{LS}[I - \tilde{M}, \Omega_{\alpha, \beta}, 0] = d_{LS}[I - \tilde{M}, B_\rho, 0] = -1.
\]
Because \( P_{Nf} = \tilde{M} \) on \( \Omega_{\alpha, \beta} \), we deduce that
\[
d_{LS}[I - P_{Nf}, \Omega_{\alpha, \beta}, 0] = -1.
\]
**Remark 6.11.** A careful analysis of the above proof implies that Theorem 6.8 holds also if \( f : [0, T] \times [0, +\infty] \times \mathbb{R} \to \mathbb{R} \) is a continuous functions.

7. Ambrosetti-Prodi type multiplicity results

### 7.1. \( \phi \)-Laplacian with \( \phi \) defined on \( \mathbb{R} \)

In this section \( \phi : \mathbb{R} \to ] - a, a [ \) \( (0 < a \leq +\infty) \) denotes an increasing homeomorphism such that \( \phi(0) = 0 \). Let \( g : [0, T] \times \mathbb{R} \to \mathbb{R} \) be a
continuous function. For \( s \in \mathbb{R} \), consider the periodic boundary-value problem

\[
(\phi(u'))' + g(t, u) = s, \quad u(0) - u(T) = 0 = u'(0) - u'(T).
\]

Assume now that the following condition

\[
g(t, u) \to +\infty \quad \text{if} \quad |u| \to \infty, \quad \text{uniformly in} \quad t \in [0, T]
\]

holds. Consider

\[
\sigma_1 = \min_{(t,u) \in [0,T] \times \mathbb{R}} g(t, u).
\]

**The case** \( a = +\infty \)

**Lemma 7.1.** There exists an \( \rho > 0 \) such that any possible solution \( u \) of (7.1) with \( s \leq b \in \mathbb{R} \) belongs to the open ball \( B_\rho \), that is \( ||u|| < \rho \).

**Proof.** Let \( u \) be a solution of (7.1) with \( s \leq b \in \mathbb{R} \). This implies that

\[
QN_g(u) = s.
\]

On the other hand, because \( s - g \) is bounded from above by \( b - \sigma_1 \), it follows, as in the proof of Lemma 5.1, that

\[
||u'||_\infty < M,
\]

where \( M \) is a constant depending only upon \( b \) and \( \sigma_1 \). Using (7.2) we can find \( R > 0 \) such that

\[
g(t, u) > b \quad \text{if} \quad |u| \geq R, t \in [0, T].
\]

If \( u_L \geq R \), then using (7.5), we deduce that \( QN_g(u) > b \), which, together with (7.3) gives \( s > b \), a contradiction. So we have \( u_L < R \). Analogously we can show that \( u_M > -R \). Then using the following inequality

\[
u_M \leq u_L + \int_0^T |u'(\tau)| d\tau,
\]

and (7.4) we have that

\[
||u||_\infty < R + MT.
\]

We can take \( \rho \geq R + (T + 1)M \).

**Theorem 7.2.** If the function \( g \) satisfies (7.2), then there is \( s_1 \in \mathbb{R} \) such that (7.1) has zero, at least one or at least two solutions according to \( s < s_1, s = s_1 \) or \( s > s_1 \).
Proof. Let
\[ S_j = \{ s \in \mathbb{R} : (7.1) \text{ has at least } j \text{ solutions}\} \quad (j \geq 1). \]

(a) \( S_1 \neq \emptyset. \)
Take \( s^* = \text{max}_{t \in [0, T]} g(t, 0) \) and use (7.2) to find \( R^- < 0 \) such that
\[ \min_{t \in [0, T]} g(t, R^-) > s^*. \]

Then \( \alpha \) with \( \alpha = R^- < 0 \) is a strict lower solution and \( \beta \) with \( \beta = 0 \) is a strict upper solution for (7.1) with \( s = s^* \). Hence, using Remark 6.3, \( s^* \in S_1. \)

(b) If \( \tilde{s} \in S_1 \) and \( s > \tilde{s} \) then \( s \in S_1. \)
Let \( \tilde{u} \) be a solution of (7.1) with \( s = \tilde{s} \), and let \( s > \tilde{s} \). Then \( \tilde{u} \) is a strict upper solution for (7.1). Take now \( R^- < \tilde{u}_L \) such that \( \min_{t \in [0, T]} g(t, R^-) > s. \) It follows that \( \alpha = R^- \) is a strict lower solution for (7.1), so, using Remark 6.3, \( s \in S_1. \)

(c) \( s_1 = \inf S_1 \) is finite and \( S_1 \supset [s_1, \infty[. \)
Let \( s \in \mathbb{R} \) and suppose that (7.1) has a solution \( u. \) Then (7.3) holds, from where we deduce that \( s \geq \sigma_1. \) To obtain the second part of claim
(c) \( S_1 \supset [s_1, \infty[ \) we apply (b).

(d) \( s_2 \supset [s_1, \infty[. \)
Let \( s_3 < s_1 < s_2. \) Consider the nonlinear operator \( N_u : C^1_{\text{per}} \to C \)
defined by
\[ N_u(u) = s - g(\cdot, u), \]
and the completely continuous homotopy \( G : [s_3, s_2] \times C^1_{\text{per}} \to C^1_{\text{per}} \)
defined by
\[ G(s, \cdot) = \mathcal{P}_{N_u}. \]
Hence, if \( s \in [s_3, s_2] \) and \( u \in C^1_{\text{per}} \) then \( u \) is a solution of (7.1) if and only if \( G(s, u) = u. \) Using Lemma 7.1 we find \( \rho \) such that each possible zero of
\( I - G(s, \cdot) \) with \( s \in [s_3, s_2] \) is such that \( u \in B_\rho. \) Consequently, the Leray-
Schauder degree \( d_{LS}[I - G(s, \cdot), B_\rho, 0] \) is well defined and does not depend
upon \( s \in [s_3, s_2]. \) However, using (c), we see that \( u - G(s_3, u) \neq 0 \) for all \( u \in C^1_{\text{per}}. \) This implies that \( d_{LS}[I - G(s_3, \cdot), B_\rho, 0] = 0, \) so that \( d_{LS}[I - G(s_2, \cdot), B_\rho, 0] = 0 \) and, by excision property, \( d_{LS}[I - G(s_2, \cdot), B_\rho', 0] = 0 \) if \( \rho' > \rho. \) Let \( s \in [s_1, s_2] \) and \( \tilde{u} \) be a solution of (7.1) (using (c)). Then \( \tilde{u} \) is a strict upper solution of (7.1) with \( s = s_2. \) Let \( R < \tilde{u}_L \) be such that \( \min_{t \in [0, T]} g(t, R) > s_2. \) Then \( R \) is a strict lower solution of (7.1) with \( s = s_2. \) Consequently, using Remark 6.6, (7.1) with \( s = s_2 \) has a solution in \( \Omega^\prime_{R, \tilde{u}} \) and
\[ d_{LS}[I - G(s_2, \cdot), \Omega^\prime_{R, \tilde{u}}, 0] = -1, \]
for $\rho'$ sufficiently large. Taking $\rho'' > \rho'$ sufficiently large, we deduce from the additivity property of Leray-Schauder degree that
\[
\begin{align*}
d_{LS}[I - G(s_2, \cdot), B_{\rho''}\setminus \overline{\Omega}_{R, R_{\tilde{a}}}', 0] &= d_{LS}[I - G(s_2, \cdot), B_{\rho'}, 0] \\
-d_{LS}[I - G(s_2, \cdot), \Omega'_{R, R_{\tilde{a}}}', 0] &= -d_{LS}[I - G(s_2, \cdot), \Omega_{R, R_{\tilde{a}}}', 0] = 1,
\end{align*}
\]
and (7.1) with $s = s_2$ has a second solution in $B_{\rho''}\setminus \overline{\Omega}_{R, R_{\tilde{a}}}'$.

Let $(\tau_k)$ be a sequence in $[s_1, +\infty[$ which converges to $s_1$, and let $u_k$ be a solution of (7.1) with $s = \tau_k$ given by (c). We deduce that
\[
(7.7) \quad u_k = G(\tau_k, u_k).
\]
From Lemma 7.1, we know that there exists $\rho > 0$ such that $||u_k|| < \rho$ for all $k \geq 1$. Then, the complete continuity of $G$ implies that, up to a subsequence, the right-hand member of (7.7) converges in $C^1_{\text{per}}$, and then $(u_k)$ converges to some $u \in C^1_{\text{per}}$ such that $u = G(s_1, u)$, i.e. to a solution of (7.1) with $s = s_1$.

**Exemple 7.3.** Let $h \in C$, then there exists $s_1 \in \mathbb{R}$ such that the problem
\[
(\|u'|^{p-2}u')' + \log(1 + |u|) + h(t) = s, \quad u(0) - u(T) = 0 = u'(0) - u'(T)
\]
is no solution if $s < s_1$, at least one solution if $s = s_1$ and at least two solutions if $s > s_1$.

**The case $a < +\infty$**

Let us consider
\[
\sigma_2 = \sigma_1 + \frac{a}{2T}.
\]

**Lemma 7.4.** If $\sigma_1 < \delta < \sigma_2$ and $u$ is a solution of (7.1) with $s \leq \delta$, then $\sigma_1 \leq s$ and
\[
(7.8) \quad ||u'||_{\infty} \leq \max(||\phi^{-1}(\pm 2T(\delta - \sigma_1))||) =: \rho.
\]

**Proof.** Suppose that $u \in C^1_{\text{per}}$ is a solution of (7.1). It follows that $\sigma_1 \leq s$ because
\[
T\sigma_1 \leq \int_0^T g(t, u(t))dt = sT.
\]
On the other hand, using the fact that $s - g$ is bounded from above by $s - \sigma_1$ we deduce the following inequalities
\[
||\phi(u')||_{\infty} \leq 2||s - \sigma_1||_1 = 2T(s - \sigma_1) \leq 2T(\delta - \sigma_1) < a,
\]
which implies (7.8).
Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be an increasing homeomorphism such that \( \varphi = \phi \) on \([-\rho + 1, \rho + 1]\), and consider the periodic boundary-value problem
\[
(\varphi(u'))' + g(t, u) = s, \quad u(0) - u(T) = 0 = u'(0) - u'(T).
\]
(7.9)

Using the same arguments as in the proof of Lemma 7.4 we deduce the following result.

**Lemma 7.5.** If \( \sigma_1 < \delta < \sigma_2 \) and \( u \) is a solution of (7.9) with \( s \leq \delta \), then \( \sigma_1 \leq s \) and
\[
\|u'\|_\infty \leq \max(|\varphi^{-1}(\pm 2T(\delta - \sigma_1))|) =: \rho_1.
\]
(7.10)

Now, using the definition of \( \varphi \), it follows that \( \rho = \rho_1 \). Then, we have the following lemma.

**Lemma 7.6.** If \( \sigma_1 < \delta < \sigma_2 \) and \( s \leq \delta \), then \( u \) is a solution of (7.1) if and only if \( u \) is a solution of (7.9).

Using Theorem 7.2 we deduce the following result.

**Lemma 7.7.** If the function \( g \) satisfies (7.2) and if there is a \( u_0 \in \mathbb{R} \) such that
\[
\sigma_3 =: \max_{t \in [0, T]} g(t, u_0) < \sigma_2,
\]
(7.11)
then there is \( s_1 \in [\sigma_1, \sigma_3] \) such that (7.9) has zero, at least one or at least two solutions according to \( s < s_1, s = s_1 \) or \( s_1 < s \leq \delta \), where \( \sigma_3 < \delta < \sigma_2 \).

Using Lemma 7.6 and Lemma 7.7 we deduce the following Ambrosetti-Prodi type result.

**Theorem 7.8.** If the function \( g \) satisfies (7.2) and (7.11), then there is \( s_1 \in [\sigma_1, \sigma_3] \) such that (7.1) has zero, at least one or at least two solutions according to \( s < s_1, s = s_1 \) or \( s_1 < s < \sigma_2 \).

**Exemple 7.9.** Let \( 0 < \epsilon < \frac{1}{8\pi} \) and \( p > 0 \). There exists \( s_1 \in [-\epsilon, \epsilon] \) such that the periodic problem
\[
\left( \frac{u'}{\sqrt{1 + u'^2}} \right)' + |u|^p + \epsilon \sin(t) = s, \quad u(0) - u(2\pi) = 0 = u'(0) - u'(2\pi)
\]
has zero, at least one or at least two non constant solutions according to \( s < s_1, s = s_1 \) or \( s_1 < s < \frac{1}{4\pi} - \epsilon \).

**Exemple 7.10.** Let \( h \in C \) such that
\[
h_M - h_L < \frac{1}{2T}.
\]
There exists $s_1 \in [h_L, h_M]$ such that the periodic problem

$$
\left( \frac{u'}{\sqrt{1 + u'^2}} \right)' + \log(1 + |u|) + h(t) = s,
$$

$u(0) - u(T) = 0 = u'(0) - u'(T)$

has zero, at least one or at least two non constant solutions according to $s < s_1$, $s = s_1$ or $s_1 < s < h_L + \frac{1}{2T}$.

### 7.2. $\phi$-Laplacian with $\phi$ defined on $]-a, a[$, $a \neq +\infty$

In this section $\phi : ]-a, a[ \to \mathbb{R} (0 < a < +\infty)$ denotes an increasing homeomorphism such that $\phi(0) = 0$. Let $f : [0, T] \times \mathbb{R}^2 \to \mathbb{R}$ be a continuous function satisfying the following condition

$$f(t, u, v) \to +\infty \text{ if } |u| \to \infty$$

uniformly for $(t, v) \in [0, T] \times ]-a, a]$. We are interested in studying the Ambrosetti-Prodi problem for the solutions of the periodic boundary value problem

$$
(\phi(u'))' + f(t, u, u') = s,
$$

$$u(0) - u(T) = 0 = u'(0) - u'(T),
$$

in terms of the value of the forcing term $s$.

**Lemma 7.11.** There exists an $\rho > 0$ such that any possible solution $u$ of (7.13) with $s \leq b \in \mathbb{R}$ belongs to the open ball $B_{\rho}$.

**Proof.** Let $s \leq b$ and $u$ be a solution of (7.13). This implies that $u$ satisfies

$$||u'||_{\infty} < a$$

and

$$QN_f(u) = s$$

Using (7.12) we can find $R > 0$ such that

$$f(t, u, v) > b \text{ if } |u| \geq R, (t, v) \in [0, T] \times [-a, a].$$

If $u_L \geq R$, then using (7.14) and (7.16), we deduce that $QN_f(u) > b$, which, together with (7.15) gives $s > b$, a contradiction. So we have $u_L < R$. Analogously we can show that $u_M > -R$. Then using the following inequality

$$u_M \leq u_L + \int_{0}^{T} |u'(\tau)|d\tau,$$
we have that
\[ ||u||_\infty < R + Ta. \]

We can take \( \rho \geq R + (T + 1)a. \)

Using Lemma 7.11, Theorem 6.8, Remark 6.10 and the same methodology as in the proof of Theorem 7.2 we deduce the following result.

**Theorem 7.12.** If the function \( f \) satisfies (7.12), then there is \( s_1 \in \mathbb{R} \) such that (7.13) has zero, at least one or at least two solutions according to \( s < s_1, s = s_1 \) or \( s > s_1 \).

**Corollary 7.13.** Let \( f : \mathbb{R} \to \mathbb{R} \), \( g : \mathbb{R} \to \mathbb{R} \) be continuous functions such that
\[ g(t,u) \to +\infty \quad \text{if} \quad |u| \to \infty \quad \text{uniformly in} \quad t \in [0,T]. \]

Then, there is \( s_1 \in \mathbb{R} \) such that the problem
\[ (\phi(u'))' + f(u)u' + g(t,u) = s, \quad u(0) - u(T) = 0 = u'(0) - u'(T) \]
has no solution if \( s < s_1 \), at least one solution if \( s = s_1 \) and at least two solutions if \( s > s_1 \).

**Exemple 7.14.** Let \( h \in C \), then there exists \( s_1 \in \mathbb{R} \) such that the problem
\[ \left( \frac{u'}{\sqrt{1-u'^2}} \right)' + \frac{1}{1+u^2}u' + \exp(u^2) + h(t) = s, \quad u(0) - u(T) = 0 = u'(0) - u'(T) \]
has no solution if \( s < s_1 \), at least one solution if \( s = s_1 \) and at least two solutions if \( s > s_1 \).

**8. SINGULAR NONLINEARITIES**

**8.1. \( \phi \)-Laplacian with \( \phi \) defined on \( \mathbb{R} \)**

In this section \( \phi : \mathbb{R} \to ]-a, a[ \) (\( 0 < a \leq +\infty \)) denotes an increasing homeomorphism such that \( \phi(0) = 0 \). Consider the periodic boundary value problem
\[ (\phi(u'))' + g(u) = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T), \]
where \( h \in C \) and \( g : ]0, +\infty[ \to ]0, +\infty[ \) is a continuous function such that
\[ g(u) \to +\infty \quad \text{as} \quad u \to 0_+, \]
\[ g(u) \to 0 \quad \text{as} \quad u \to +\infty. \]
Theorem 8.1. Suppose that \( g \) satisfies (8.2), (8.3) and \( \| h^+ \|_1 < \frac{a}{2} \). Then (8.1) has at least one solution if and only if \( Q(h) > 0 \).

Proof. If \( u \) is a solution of (8.1), then it is clear that \( Q(h) = Q_N_g(u) > 0 \) because \( g > 0 \). Reciprocally, suppose that \( Q(h) > 0 \).

The case \( a = +\infty \).

Using (8.2), it follows that there exists \( \epsilon > 0 \) such that \( g(\epsilon) > h(t) \) for all \( t \in [0, T] \). Hence, \( \alpha = \epsilon \) is a strict lower solution for (8.1).

On the other hand we know that there exists \( w \in C^1_{\text{per}} \) such that \( (\phi(w'))' = h - Q(h) \). Using (8.3), we deduce that there is \( \delta > 0 \) such that \( \beta'(t) = \delta + w(t) > \alpha(t) \) and \( g(\beta(t)) < Q(h) \) for all \( t \in [0, T] \). Then, \( \beta \) is a strict upper solution for (8.1) and using Remark 6.4 with \( f = h - g \) we deduce the result in this case.

The case \( a < +\infty \).

If \( u \) is a solution of (8.1), then using the fact that the function \( h - g \) is bounded from above by \( h \) and \( \| h^+ \|_1 < \frac{a}{2} \), it follows that \( \| u' \|_{\infty} \leq \| \phi^{-1}(\pm 2\| h^+ \|_1) \| := M'' \).

Let \( \varphi : \mathbb{R} \rightarrow \mathbb{R} \) be an increasing homeomorphism which coincides with \( \phi \) on \([- (M'' + 1), M'' + 1]\). It follows that \( u \) is a solution of

\[
(\varphi(u'))' + g(u) = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T),
\]

if and only if \( u \) is a solution of (8.1). Now, the conclusion follows using the above case.

Exemple 8.2. If \( \mu > 0 \) and \( h \in C \) such that \( \| h^+ \|_1 < \frac{1}{2} \), then there is at least one positive solution for the equation

\[
\left( \frac{u'}{\sqrt{1 + u'^2}} \right)' + \frac{1}{u^\mu} = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T)
\]

if and only if \( Q(h) > 0 \).

Exemple 8.3. If \( \mu > 0 \) and \( h \in C \), then there is at least one positive solution for the equation

\[
(|u'|^{p-2}u')' + \frac{1}{u^\mu} = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T)
\]

if and only if \( Q(h) > 0 \).

Consider the periodic boundary value problem

\[
(\phi(u'))' - g(u) = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T),
\]

(8.4)
where \( h \in C \) such that \( h(0) = h(T) \) and \( g : [0, +\infty[ \to ]0, +\infty[ \) is a continuous function. Suppose that
\[
(8.5) \quad \int_0^1 g(t)dt = +\infty.
\]

**The case \( a = +\infty \)**

**Lemma 8.4.** Suppose that \( h \in C \) such that \( h(0) = h(T) \) and \( g \) satisfies conditions (8.2), (8.3), and (8.5). There exists \( \epsilon > 0 \) such that if \( \lambda \in [0, 1] \) and \( u \) is any positive solution of
\[
(\phi(u'))' = (1 - \lambda)[Q_N g(u) + Q(h)] + \lambda[g(u) + h(t)],
\]
\[
(8.6) \quad u(0) - u(T) = 0 = u'(0) - u'(T),
\]
then \( u(t) > \epsilon \) for all \( t \in [0, T] \).

**Proof.** Let \( \lambda \in [0, 1] \), let \( u \) be a possible positive solution of (8.6), and let us extend \( u \) to \( \mathbb{R} \) as a \( C^1 \) \( T \)-periodic function, with \((\phi(u'))'\) continuous and \( T \)-periodic. Then
\[
(8.7) \quad Q_N g(u) + Q(h) = 0
\]
and hence, if \( \lambda \in [0, 1] \), (8.6) is equivalent to
\[
(\phi(u'))' = \lambda[g(u) + h(t)], \quad u(0) - u(T) = 0 = u'(0) - u'(T).
\]
This identity can be extended to \( \mathbb{R} \) by \( T \)-periodicity. Using Lemma 1.4 and the positivity of \( g \), we deduce that
\[
(8.9) \quad \|\phi(u')\| \leq ||[(\phi(u'))']^-_1 = \lambda ||(g(u) + h)^-||_1 \leq \lambda \|h^-\|_1.
\]
Using (8.2), there exists \( \xi > 0 \) such that
\[
(8.10) \quad g(u) > -Q(h) \quad \text{for all} \quad 0 < u \leq \xi.
\]
and therefore, by (8.10) and (8.7), there exists \( t_1 \in \mathbb{R} \) such that \( u(t_1) > \xi \). Now, let
\[
(8.11) \quad x(t) = \phi(u'(t))
\]
which implies
\[
(8.12) \quad u'(t) = \phi^{-1}(x(t))
\]
for all \( t \in [t_1, t_1 + T] \). Introducing (8.11) in (8.8) we obtain
\[
(8.13) \quad x'(t) - \lambda g(u(t)) = \lambda h(t)
\]
for all \( t \in [t_1, t_1 + T] \). Multiplying (8.12) by \( x'(t) \) and (8.13) by \( u'(t) \) and subtracting we get
\[
x'(t)\phi^{-1}(x(t)) - \lambda g(u(t))u'(t) = \lambda h(t)u'(t)
\]
III. SECOND ORDER DIFFERENTIAL EQUATIONS WITH φ–LAPLACIAN

i.e.
\[
\left( \int_0^{x(t)} \phi^{-1}(s) \, ds \right)' - \lambda g(u(t))u'(t) = \lambda h(t)u'(t)
\]
for all \( t \in [t_1, t_1 + T] \). This implies that
\[
\int_0^{x(t)} \phi^{-1}(s) \, ds - \int_{u(t_1)}^{u(t)} \phi^{-1}(s) \, ds - \lambda \int_{t_1}^{t} g(s) \, ds = \lambda \int_{t_1}^{t} h(s)u'(s) \, ds
\]
for all \( t \in [t_1, t_1 + T] \). Using the fact that \( \int_0^{v} \phi^{-1}(s) \, ds \geq 0 \) for all \( v \in \mathbb{R} \), we deduce that
\[
\lambda \int_{u(t_1)}^{u(t)} g(s) \, ds \leq \int_0^{x(t_1)} \phi^{-1}(s) \, ds + \lambda \int_{t_1}^{t} h(s)u'(s) \, ds
\]
for all \( t \in [t_1, t_1 + T] \). Using (8.9), (8.11) and (8.14), we obtain
\[
\int_{u(t_1)}^{u(t)} g(s) \, ds \leq \frac{1}{\lambda} \int_0^{\pm \|h^-\|_1} \phi^{-1}(s) \, ds + |\phi^{-1}(\pm\|h^-\|_1)||h^-||h_1|
\]
\[
\leq \max_{[-\|h^-\|_1,\|h^-\|_1]} |\phi^{-1}(\pm\|h^-\|_1)||h^-||h_1|
\]
(8.15)
\[
:= c
\]
for all \( t \in [t_1, t_1 + T] \). Using (8.5) we can find \( 0 < \epsilon < \xi \) such that
\[
\int_{\epsilon}^{\xi} g(t) \, dt > c.
\]
(8.16)
Since \( u(t_1) > \xi \) and \( g \) is positive, from (8.15) and (8.16) one gets \( u(t) > \epsilon \) for all \( t \in \mathbb{R} \). Now, for \( \lambda = 0 \), the solutions of (8.6) are the constant functions \( u \) solutions of
\[
g(u) + Q(h) = 0
\]
and they satisfy \( u > \xi > \epsilon \). □

**Theorem 8.5.** Suppose that \( h \in C, h(0) = h(T) \), and \( g \) satisfies conditions (8.2), (8.3), and (8.5). Then (8.4) has at least one positive solution if and only if \( Q(h) < 0 \).

**Proof.** If \( u \) is a solution of (8.4), then it is clear that \( Q(h) = -QN_g(u) < 0 \) because \( g > 0 \). Reciprocally, suppose that \( Q(h) < 0 \). We use the homotopy (8.6) and the corresponding homotopy for the associated family of fixed point operators \( M(\lambda, \cdot) \). Let \( \lambda \in [0, 1] \) and \( u \) be a possible positive solution of (8.6). We already know from Lemma 8.4
that \( u(t) > \epsilon \) for some \( \epsilon > 0 \) and all \( t \in [0, T] \). On the other hand, (8.9) implies that

\[
\|u'\|_\infty \leq |\phi^{-1}(\pm\|h^-\|_1)| := d.
\]

From assumption (8.3) follows easily the existence of \( R > 0 \) such that

\[
g(u) + Q(h) < 0 \quad \text{if} \quad u \geq R.
\]

Hence, because of (8.7), there exists \( t_2 \in [0, T] \) such that \( u(t_2) < R \), which together with (8.17) implies

\[
u(t) < R + dT \quad (t \in [0, T]).
\]

Hence, all the possible positive solutions of problem (8.6) are contained in the open bounded set

\[
\Omega := \{ u \in C^1_{\text{per}} : \epsilon < u(t) < R + dT \ (0 \leq t \leq T), \|u'\|_\infty < d \}.
\]

From the homotopy invariance of Leray-Schauder degree, we obtain

\[
d_{LS}[I - M(1, \cdot), \Omega, 0] = d_{LS}[I - M(0, \cdot), \Omega, 0] = d_B[g + Q(h), \Omega \cap \mathbb{R}, 0] = d_B[g + Q(h), [\epsilon, R], 0] = -1,
\]

so the existence property of Leray-Schauder degree implies that \( M(1, \cdot) \) has a fixed point \( u \in \Omega \) which is a positive solution of (8.4).

**Example 8.6.** If \( \mu \geq 1, h \in C \) and \( h(0) = h(T) \), problem

\[
(|u'|^{p-2}u')' - \frac{1}{u^\mu} = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T)
\]

has at least one positive solution if and only if \( Q(h) < 0 \).

**The case \( a < +\infty \)**

**Theorem 8.7.** Suppose that \( h \in C \) such that \( h(0) = h(T), \|h^-\|_1 < a \) and \( g \) satisfies conditions (8.2), (8.3), and (8.5). Then (8.4) has at least one positive solution if and only if \( Q(h) < 0 \).

**Proof.** If \( u \) is a solution of (8.4), then it is clear that \( Q(h) = -QN_g(u) < 0 \) because \( g > 0 \). Reciprocally, suppose that \( Q(h) < 0 \). Let \( u \) be a solution of (8.4). It follows that \( u \) satisfies (8.9), with \( \lambda = 1 \). Hence, using the fact that \( \|h^-\|_1 < a \), it follows that (8.17) holds. Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be an increasing homeomorphism which coincides with \( \phi \) on \([-(d + 1), d + 1]\). It follows that \( u \) is a solution of

\[
(\varphi(u'))' - g(u) = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T),
\]

if and only if \( u \) is a solution of (8.4). Now, the conclusion follows using Theorem 8.5.

\[
\square
\]
Exemple 8.8. If $\mu \geq 1$ and $h \in C$ such that $\|h\|_1 < 1$ and $h(0) = h(T)$, then there is at least one positive solution for the equation
\[
\left( \frac{u'}{\sqrt{1 + u^2}} \right)' - \frac{1}{u^\mu} = h(t), \quad u(0) - u(T) = 0 = u'(0) - u'(T)
\]
if and only if $Q(h) < 0$.

Remark 8.9. Theorem 8.1 and Theorem 8.5 hold also if $\phi : [-a, a] \to \mathbb{R}$ ($0 < a < +\infty$) is an increasing homeomorphism such that $\phi(0) = 0$. For the proofs use the same strategy as above.
CHAPTER IV

Delay-Lotka-Volterra systems

1. Competition systems with Zanolin condition

Let $T > 0$ and

$$C_T = \{ x : \mathbb{R} \to \mathbb{R}^n : x \text{ is a continuous } T\text{-periodic function} \}$$

with the norm $|x|_0 = \sup_{t \in \mathbb{R}} |x(t)|$. $(C_T, | \cdot |_0)$ is a Banach space.

We search a positive function $x \in C_T$ which is a solution of the system

$$\dot{x}_i(t) = x_i(t)[r_i(t) - a_{ii}(t)x_i(t)] - \sum_{\begin{subarray}{c} j = 1 \\ j \neq i \end{subarray}}^n a_{ij}(t)x_j(t - \tau_j(t, x_1(t), \ldots, x_n(t)))$$

$(i = 1, 2, \ldots, n)$.

(1.1)

where $r_i > 0, a_{ii} > 0, a_{ij} \geq 0$ ($j \neq i$), $(i, j = 1, \ldots, n)$ are $T$-periodic continuous functions, $\tau_j \in C(\mathbb{R}^{n+1}, \mathbb{R})$ and $\tau_j$ ($j = 1, 2, \ldots, n$) are $T$-periodic with respect to their first argument. To find such a function, it is sufficient to show that the following system has $T$-periodic solutions

$$\dot{x}_i(t) = r_i(t) - a_{ii}(t)\exp(x_i(t)) - \sum_{\begin{subarray}{c} j = 1 \\ j \neq i \end{subarray}}^n a_{ij}(t)\exp\left[x_j(t - \tau_j(t, \exp x_1(t), \ldots, \exp x_n(t)))\right]$$

$(i = 1, 2, \ldots, n)$.

(1.2)

We reformulate problem (1.2) to use Mawhin’s continuation theorem in infinite dimension. Let $(L, D(L))$ be the operator defined by

$$D(L) = C_T \cap C^1(\mathbb{R}, \mathbb{R}^n), Lx = \dot{x}$$
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and $N : C_T \to C_T, Nx = y$ where

$$y_i(t) = r_i(t) - a_{ii}(t) \exp(x_i(t)) - \sum_{j=1, j \neq i}^{n} a_{ij}(t) \exp \left[ x_j(t - \tau_j(t, \exp x_1(t), \ldots, \exp x_n(t))) \right] (i = 1, 2, \ldots, n).$$

It is obvious that $x \in C_T$ is a solution of (1.2) if and only if $x \in D(L)$ and $Lx = Nx$. Define the continuous projectors $P, Q$ as

$$Q : C_T \to C_T, \quad Qx = \frac{1}{T} \int_{0}^{T} x(t)dt = \overline{x},$$

$$P : C_T \to C_T, \quad Px = x(0).$$

We know that

$$\text{Im}(P) = \ker(L), \quad \ker(Q) = \text{Im}(L),$$

$$C_T = \ker(L) \oplus \ker(P) = \text{Im}(L) \oplus \text{Im}(Q),$$

$$\ker(L) = \text{Im}(Q) \simeq \mathbb{R}^n.$$  

Consequently, $L$ is a Fredholm operator of index zero. We recall that the operator $L : D(L) \cap \ker(P) \to \text{Im}(L)$ is an isomorphism denoted by $L_P$. For $x \in \text{Im}(L)$, we have that

$$L^{-1}_P x(t) = \int_{0}^{t} x(s)ds \quad \text{for all} \quad t \in [0, T].$$

Thus, using the fact that $N$ takes bounded sets into bounded sets, we deduce that $N$ is $L$-compact on $\overline{\Omega}$ for any open bounded set $\Omega \subset C_T$.

If $x \in C_T$, we write

$$[x]_L = \min_{[0,T]} x, \quad [x]_M = \max_{[0,T]} x.$$

**Lemma 1.1.** Suppose that condition

$$(1.3) \quad \varpi_i - \sum_{j=1, j \neq i}^{n} \overline{a_{ij}} \left| \frac{r_j}{a_{jj}} \right|_{0} > 0 \quad (i = 1, 2, \ldots, n).$$

is satisfied. Then there is a bounded, open set $\Omega \subset C_T$ such that

$$\bigcup_{\lambda \in [0,1]} \{ x \in D(L) : Lx = \lambda Nx \} \subset \Omega.$$
Proof. Let $\lambda \in [0, 1]$ and $x \in D(L)$ such that

(1.4) \hspace{1cm} Lx = \lambda Nx.

Choose $t^1_i \in [0, T]$ such that

$$x_i(t^1_i) = [x_i]_M \hspace{0.5cm} (i = 1, 2, ..., n).$$

It follows that

$$\dot{x}_i(t^1_i) = 0 \hspace{0.5cm} (i = 1, 2, ..., n).$$

In view of this and (1.4), we obtain that

$$0 = r_i(t^1_i) - a_{ii}(t^1_i) \exp(x_i(t^1_i))$$

$$- \sum_{j=1 \atop j \neq i}^{n} a_{ij}(t^1_i) \exp \left[ x_j(t^1_i - \tau_j(t^1_i), \exp x_1(t^1_i), \ldots, \exp x_n(t^1_i)) \right]$$

$$(i = 1, 2, ..., n).$$

Therefore,

$$r_i(t^1_i) - a_{ii}(t^1_i) \exp(x_i(t^1_i)) > 0 \hspace{0.5cm} (i = 1, 2, ..., n),$$

which implies that

(1.5) \hspace{1cm} \exp(x_i(t^1_i)) < \left| \frac{r_i}{a_{ii}} \right|_0, \hspace{0.5cm} x_i(t^1_i) < \ln \left| \frac{r_i}{a_{ii}} \right|_0.

It follows from (1.4) and (1.5) that

(1.6) \hspace{1cm} \int_0^T |\dot{x}_i(t)| dt \leq T r_i - T a_{ii} + T \sum_{j=1 \atop j \neq i}^{n} a_{ij} \exp \left[ x_j(t - \tau_j(t), \exp x_1(t), \ldots, \exp x_n(t)) \right] : = B_{i1}

$$\hspace{0.5cm} (i = 1, 2, ..., n).$$

Integrating (1.4) from 0 to $T$, we have

$$T \bar{r}_i = \int_0^T a_{ii}(t) \exp(x_i(t)) dt$$

$$+ \int_0^T \sum_{j=1 \atop j \neq i}^{n} a_{ij}(t) \exp \left[ x_j(t - \tau_j(t), \exp x_1(t), \ldots, \exp x_n(t)) \right] dt$$

$$(i = 1, 2, ..., n).$$
In view of this, (1.5) and (1.3), we find
\[
\int_0^T a_{ii}(t) \exp(x_i(t)) dt > T r_i - T \sum_{j=1}^{n} \pi_{ij} \frac{r_j}{a_{jj}} > 0 \quad (i = 1, 2, \ldots, n),
\]
which implies that there exists positive constants \(B_{i2}\) and points \(t_i^0 \in [0, T]\) such that
\[
x_i(t_i^0) > -B_{i2} \quad (i = 1, 2, \ldots, n).
\]
According to this and (1.6), we obtain
\[
x_i(t) = x_i(t_i^0) + \int_{t_i^0}^t \dot{x}_i(t) dt \\
\geq x_i(t_i^0) - \int_0^T |\dot{x}_i(t)| dt \\
> -B_{i1} - B_{i2} \quad (i = 1, 2, \ldots, n).
\]
Thus, using again (1.5) it follows that
\[
|x_i| < \max \left[ \ln \frac{r_i}{a_{ii}}, B_{i1} + B_{i2} \right] \quad (i = 1, 2, \ldots, n).
\]

Lemma 1.2. Let \(\varphi : \mathbb{R}^n \to \mathbb{R}^n, \varphi(x) = y\), where
\[
y_i = r_i - \sum_{j=1}^{n} \pi_{ij} \exp(x_j) \quad (i = 1, 2, \ldots, n).
\]
If relation (1.3) holds, then there exists an open, bounded set \(\Omega_1 \subset \mathbb{R}^n\) such that
\[
\{x \in \mathbb{R}^n : \varphi(x) = 0\} \subset \Omega_1 \quad \text{and} \quad d_B[\varphi, \Omega_1, 0] = (-1)^n.
\]
Proof. Let \(H : [0, 1] \times \mathbb{R}^n \to \mathbb{R}^n, H(\lambda, x) = y\), where
\[
y_i = r_i - \bar{a}_{ii} \exp(x_i) - \lambda \sum_{j=1}^{n} \bar{a}_{ij} \exp(x_j) \quad (i = 1, 2, \ldots, n).
\]
Let $\lambda \in [0, 1]$ and $x \in \mathbb{R}^n$ such that $H(\lambda, x) = 0$. It follows that
\[
\tau_i - \tau_{ii} \exp(x_i) - \lambda \sum_{j=1}^{n} \tau_{ij} \exp(x_j) = 0
\]
\[(1.7)\]
\[(i = 1, 2, \ldots, n).\]

We deduce that $0 \leq \tau_i - \tau_{ii} \exp(x_i)$, so
\[
\exp(x_i) \leq \frac{\tau_i}{a_{ii}} \leq \left| \frac{\tau_i}{a_{ii}} \right|_0, \quad x_i \leq \ln \left| \frac{\tau_i}{a_{ii}} \right|_0
\]
\[(1.8)\]
\[(i = 1, 2, \ldots, n).\]

On the other hand, from (1.7), (1.8) and (1.3) we get
\[
\tau_{ii} \exp(x_i) \geq \tau_i - \sum_{j=1}^{n} \tau_{ij} \exp(x_j) \geq \tau_i - \sum_{j=1}^{n} \tau_{ij} \left| \frac{r_j}{a_{jj}} \right|_0 > 0
\]
\[(1.9)\]
\[(i = 1, 2, \cdots, n).\]

which implies that there exists a constant $M \in \mathbb{R}$ such that
\[
M \leq x_i \quad (i = 1, 2, \cdots, n).
\]

From (1.8) and (1.9) we obtain the existence of an open, bounded set $\Omega_1 \subseteq \mathbb{R}^n$ such that
\[
\bigcup_{\lambda \in [0, 1]} \{x \in \mathbb{R}^n : H(\lambda, x) = 0\} \subset \Omega_1.
\]

Furthermore, $H(0, x) = 0$ has the unique solution $x^0$ with
\[
x_i^0 = \ln \frac{\tau_i}{a_{ii}} \quad (i = 1, 2, \cdots, n)
\]
for which
\[
J_{H(0, \cdot)}(x^0) = (-1)^n \prod_{i=1}^{n} (\exp(x_i^0)) \tau_{ii}.
\]

Consequently, we have that
\[
d_B[\varphi, \Omega_1, 0] = d_B[H(1, \cdot), \Omega_1, 0] = d_B[H(0, \cdot), \Omega_1, 0] = (-1)^n.
\]
Theorem 1.3. Assume that relation (1.3) holds. Then system (1.1) has at least one T-periodic positive solution.

Proof. We have noticed that it is enough to show the existence of an element \( x \in D(L) \) such that \( Lx = Nx \). We see that the restriction of \( QN \) to \( \mathbb{R}^n \) is \( \varphi \), the function defined in Lemma 1.2. Using Lemma 1.1, Lemma 1.2 and Mawhin’s continuation theorem in infinite dimension, we find an element \( x \in D(L) \) such that \( Lx = Nx \).

A particular case of system (1.1) is the May-Leonard-type system

\[
\begin{align*}
\dot{x}_1(t) &= x_1(t)[1 - x_1(t) - \alpha_1(t)x_2(t - \tau_2(t, x_1(t), \ldots, x_3(t)))] \\
\dot{x}_2(t) &= x_2(t)[1 - \beta_1(t)x_1(t - \tau_1(t, x_1(t), \ldots, x_3(t)))] \\
\dot{x}_3(t) &= x_3(t)[1 - \alpha_3(t)x_1(t - \tau_1(t, x_1(t), \ldots, x_3(t)))] \\
&\quad - \beta_3(t)x_2(t - \tau_2(t, x_1(t), \ldots, x_3(t))) - x_3(t)
\end{align*}
\] (1.10)

where \( \alpha_i, \beta_i \geq 0 \ (i = 1, 2, 3) \) are continuous T-periodic functions, \( \tau_j \in C(\mathbb{R}^4, \mathbb{R}) \) and \( \tau_j \ (j = 1, 2, 3) \) are T-periodic with respect to their first argument.

Corollary 1.4. If

\[
\overline{\alpha}_i + \overline{\beta}_i < 1 \quad (i = 1, 2, 3)
\] (1.11)

then system (1.10) has at least one T-periodic positive solution.

Proof. In this particular case, condition (1.3) is exactly condition (1.11). We apply Theorem 1.3 for:

\[
\begin{align*}
&\overline{r}_i \equiv 1 \equiv a_{ii} \quad (i = 1, 2, 3) \\
&a_{12} = \alpha_1; \ a_{13} = \beta_1; \ a_{21} = \beta_2; \ a_{23} = \alpha_2; \ a_{31} = \alpha_3; \ a_{32} = \beta_3.
\end{align*}
\]

2. Competition systems with May-Leonard condition

We keep the notations of Section 1 with \( n = 3 \). The proof of the following lemma uses some techniques of Ahmad [2].

Lemma 2.1. Suppose that condition

\[
\begin{bmatrix} \overline{r}_i \\ \overline{r}_j \end{bmatrix}_L > \max \left\{ \begin{bmatrix} a_{ii} \\ a_{ji} \end{bmatrix}_M, \begin{bmatrix} a_{ij} \\ a_{jj} \end{bmatrix}_M \right\}
\] (2.1)

\((i, j) \in \{(1, 2), (2, 3), (3, 1)\}, \)
holds. Then there is a bounded and open set $\Omega \subset C_T$ such that

$$\bigcup_{\lambda \in [0,1]} \{ x \in D(L) : Lx = \lambda Nx \} \subset \Omega.$$ 

Proof. Let $\lambda \in ]0,1]$ and $x \in D(L)$ such that

$$Lx = \lambda Nx.$$  

In what follows $C_i$ denotes a fixed constant independent of $\lambda$ and $x$. Integrating (2.2) we obtain

$$T \tau_i = \int_0^T a_{ii}(t) \exp x_i(t) dt$$

$$+ \sum_{j=1}^{3} \int_0^T a_{ij}(t) \exp [x_j(t - \tau_j(t), \exp x_1(t), \ldots, \exp x_3(t)))] dt$$

$$i \neq j$$

(2.3)  \quad (i = 1, 2, 3).

On the other hand, from (2.2) we have

$$|\dot{x}_i(t)| \leq r_i(t) + a_{ii}(t) \exp x_i(t)$$

$$+ \sum_{j=1}^{3} a_{ij}(t) \exp [x_j(t - \tau_j(t, \exp x_1(t), \ldots, \exp x_3(t)))]$$

$$i \neq j$$

(2.4)  \quad (i = 1, 2, 3).

Using (2.3) and (2.4) we deduce that

$$\|\dot{x}_i\|_{L^1(0,T)} \leq 2T \max_{1 \leq i \leq 3} \tau_i := C_2 \quad (i = 1, 2, 3).$$  

(2.5)

Using again (2.3) we obtain $\tau_1 \geq \sum_{j=1}^{3} \Pi_{ij} \exp [x_j]_L$ which implies the existence of $C_3 > 0$, such that

$$[x_i]_L \leq C_3 \quad (i = 1, 2, 3).$$  

(2.6)

By (2.5) and (2.6) we have

$$[x_i]_M \leq [x_i]_L + \|\dot{x}_i\|_{L^1(0,T)} \leq C_3 + C_2 := C_4 \quad (i = 1, 2, 3).$$

(2.7)

We prove the existence of a constant $C_5$ such that

$$[x_i]_M \geq C_5 \quad (i = 1, 2, 3).$$  

(2.8)
Assume, by contradiction, that (2.8) is not true. Then there exists \((\lambda_n)_n \subset [0,1], (x^n)_n \subset D(L)\) with \(Lx^n = \lambda_n Nx^n\) such that one of the following three possible situations holds:

I. \([x^n_i]_M \to -\infty\) for all \(i \in \{1,2,3\}\)

II. \([x^n_i]_M \to -\infty\) for all \(i \in I \subset \{1,2,3\}, |I| = 2\)

III. \([x^n_i]_M \to -\infty\) for all \(i \in I \subset \{1,2,3\}, |I| = 1\).

Let us first deal with situation I. Using (2.3) we obtain that

\[ r_1 \leq 3 \sum_{j=1}^{3} a_{i1} \exp[x^n_i]_M \to 0, \]

which implies that \(r_1 \leq 0\). But \([r_1]_L > 0\), so we have obtained the desired contradiction.

Consider now situation II. Suppose that \(I = \{2,3\}\), the treatment of the other ones being completely similar. Let \(C_6\) be a constant such that

\[ [x^n_1]_M \geq C_6, \quad (n \in \mathbb{N}) \]

and

\[ [x^n_i]_M \to -\infty \quad (i = 2,3). \]

In view of (2.5) and (2.9) we have that

\[ [x^n_1]_L \geq [x^n_1]_M - \|\dot{x}^n_1\|_{L^1(0,T)} \geq C_6 - C_2 = C_7 \quad (n \in \mathbb{N}). \]

Integrating the relation \(Lx^n = \lambda_n Nx^n\) \((n \in \mathbb{N})\) we obtain

\[
T\tau_i = \int_0^T a_{i1}(t) \exp x^n_1(t)dt
+ \sum_{j=1}^{3} \int_0^T a_{ij}(t) \exp[x^n_j(t - \tau_j(t, \exp x^n_1(t), \ldots, \exp x^n_3(t)))]dt
\]

\[ (n \in \mathbb{N}, \ i = 2,3). \]

Using (2.10) and (2.12) we deduce the existence of two sequences \((A^n_i)_n\), \(A^n_i \to 0\) such that

\[
T\tau_i = \int_0^T a_{i1}(t) \exp[x^n_1(t - \tau_1(t, \exp x^n_1(t), \ldots, \exp x^n_3(t)))]dt + A^n_i
\]

\[ (n \in \mathbb{N}, \ i = 2,3). \]
By (2.1) for \((i, j) = (1, 2)\) we have

\[
(2.14) \quad a_{21}(t) > a_{11}(t) \frac{\tau_2}{\tau_1} \quad (t \in [0, T]).
\]

From (2.13) and (2.14) it follows that

\[
T\tau_2 > \frac{\tau_2}{\tau_1} \int_0^T a_{11}(t) \exp[x^n_1(t - \tau_1(t, \exp x^n_1(t), \ldots, \exp x^n_3(t)))]dt + A^n_2 \quad (n \in \mathbb{N})
\]

which implies that

\[
T\tau_1 > \int_0^T a_{11}(t) \exp[x^n_1(t - \tau_1(t, \exp x^n_1(t), \ldots, \exp x^n_3(t)))]dt + \frac{\tau_1}{\tau_2} A^n_2 \quad (n \in \mathbb{N})
\]

from which we obtain that

\[
- T\tau_3 \tau_1 < - \int_0^T \tau_3 a_{11}(t) \exp[x^n_1(t - \tau_1(t, \exp x^n_1(t), \ldots, \exp x^n_3(t)))]dt - \frac{\tau_3 \tau_1}{\tau_2} A^n_2 \quad (n \in \mathbb{N}).
\]

On the other hand, from (2.13) we have

\[
T\tau_3 \tau_1 = \int_0^T \tau_1 a_{31}(t) \exp[x^n_1(t - \tau_1(t, \exp x^n_1(t), \ldots, \exp x^n_3(t)))]dt + A^n_3 \tau_1 \quad (n \in \mathbb{N}).
\]

By (2.15) and (2.16) we have

\[
\int_0^T [\tau_1 a_{31}(t) - \tau_3 a_{11}(t)] \exp[x^n_1(t - \tau_1(t, \exp x^n_1(t), \ldots, \exp x^n_3(t)))]dt + A^n_3 \tau_1 - \frac{\tau_3 \tau_1}{\tau_2} A^n_2 > 0 \quad (n \in \mathbb{N}).
\]

On the other hand, from (2.1) (for \((i, j) = (3, 1)\)) we obtain that

\[
(2.18) \quad \tau_1 a_{31}(t) - \tau_3 a_{11}(t) < 0 \quad (t \in [0, T]).
\]

Using the fact that \(A^n_i \xrightarrow[n]{} 0 \quad (i = 2, 3)\) and (2.11), (2.17), (2.18) we deduce that \(0 < 0\), a contradiction.

We consider now the third situation. Suppose that \(I = \{3\}\), the other cases being treated in the same manner. Let \(C_8\) be a constant such that

\[
(2.19) \quad [x^n_i]_M \geq C_8 \quad (n \in \mathbb{N}, \ i = 1, 2)
\]
and

\[ [x^n_3]_M \to -\infty. \]

Using (2.5) and (2.19) we have

\[ [x^n_i]_L \geq [x^n_i]_M - \|\dot{x^n_i}\|_{L^q(0,T)} \geq C_8 - C_2 := C_9 \quad (i = 1, 2). \]

Let \((t^n_1)_n\) be a sequence such that

\[ x^n_1(t^n_1) = [x^n_1]_L \quad (n \in \mathbb{N}). \]

Using \(Lx^n = \lambda_n Nx^n \quad (n \in \mathbb{N})\) and (2.21) we deduce that

\[
\begin{align*}
  r^n_1(t^n_1) &= a_{11}(t^n_1) \exp[x^n_1]_L \\
  &\quad + \sum_{j=1}^{3} \sum_{j \neq 1} a_{1j}(t^n_1) \exp[x^n_j(t^n_1) - \tau_j(t^n_1, \exp x^n_1(t^n_1), \ldots, \exp x^n_3(t^n_1)))] \\
  &\quad (n \in \mathbb{N}),
\end{align*}
\]

which implies

\[
[r^n_1]_L \leq [a_{11}]_M \exp[x^n_1]_L + \sum_{j=1}^{3} \sum_{j \neq 1} [a_{1j}]_M \exp[x^n_j]_M
\]

\[ (n \in \mathbb{N}). \]

Let \((t^n_2)_n\) be a sequence such that

\[ x^n_2(t^n_2) = [x^n_2]_M \quad (n \in \mathbb{N}). \]

Using again the relation \(Lx^n = \lambda_n Nx^n \quad (n \in \mathbb{N})\) and (2.23) it follows that

\[
\begin{align*}
  r^n_2(t^n_2) &= a_{22}(t^n_2) \exp[x^n_2]_M \\
  &\quad + \sum_{j=1}^{3} \sum_{j \neq 2} a_{2j}(t^n_2) \exp[x^n_j(t^n_2) - \tau_j(t^n_2, \exp x^n_1(t^n_2), \ldots, \exp x^n_3(t^n_2)))] \\
  &\quad (n \in \mathbb{N}),
\end{align*}
\]
which implies

\[
[a_{22}]_L \exp[x_2^n]_M + \sum_{j=1, j \neq 2}^3 [a_{2j}]_L \exp[x_j^n]_L \leq [r_2]_M
\]  

(2.24) \hspace{1cm} (n \in \mathbb{N}).

By (2.24) we have that

\[
-[a_{12}]_M [r_2]_M \leq -[a_{12}]_M [a_{22}]_L \exp[x_2^n]_M
\]  

(2.25) \hspace{1cm} \sum_{j=1, j \neq 2}^3 [a_{12}]_M [a_{2j}]_L \exp[x_j^n]_L \hspace{1cm} (n \in \mathbb{N}).

From (2.22) we obtain that

\[
[r_1]_L [a_{22}]_L \leq [a_{11}]_M [a_{22}]_L \exp[x_1^n]_L
\]  

(2.26) \hspace{1cm} + \sum_{j=1, j \neq 1}^3 [a_{1j}]_M [a_{22}]_L \exp[x_j^n]_M \hspace{1cm} (n \in \mathbb{N}).

In view of (2.25) and (2.26) we have that

\[
[r_1]_L [a_{22}]_L - [a_{12}]_M [r_2]_M \leq \{[a_{11}]_M [a_{22}]_L - [a_{12}]_M [a_{21}]_L \} \exp[x_1^n]_L
\]  

+ [a_{13}]_M [a_{22}]_L \exp[x_3^n]_M - [a_{12}]_M [a_{23}]_L \exp[x_3^n]_L

(2.27) \hspace{1cm} (n \in \mathbb{N}).

Using the fact that

\[
[x_3^n]_M \to -\infty
\]

and the relations (2.1) (for (i,j)=(1,2)), (2.7), (2.20), (2.27) it follows that

\[
0 < [a_{11}]_M [a_{22}]_L - [a_{12}]_L [a_{21}]_M
\]

(2.28)

From (2.22) we have that

\[
-[a_{21}]_L [r_1]_L \geq -[a_{21}]_L [a_{11}]_M \exp[x_1^n]_L
\]  

(2.29) \hspace{1cm} - \sum_{j=1, j \neq 1}^3 [a_{21}]_L [a_{1j}]_M \exp[x_j^n]_M \hspace{1cm} (n \in \mathbb{N}).
By (2.24), we have that
\[
[r_2]M[a_{11}]M \geq [a_{11}]M[a_{22}]L \exp[x_2^n]M
\]
\[
+ \sum_{j=1}^{3} [a_{2j}]L[a_{11}]M \exp[x_j^n]L \quad (n \in \mathbb{N}).
\]
(2.30)

Using (2.29) and (2.30), we deduce that
\[
[r_2]M[a_{11}]M - [a_{21}]L[r_1]L \geq \left\{ [a_{11}]M[a_{22}]L - [a_{21}]L[a_{12}]M \right\} \exp[x_2^n]M
\]
\[
+ [a_{23}]L[a_{11}]M \exp[x_3^n]L - [a_{21}]L[a_{13}]M \exp[x_3^n]M
\]
(2.31)

From
\[
[x_3^n]M \to -\infty
\]
and (2.1) (for \((i, j) = (1, 2))\), (2.7), (2.19) and (2.31) we have that
(2.32) \quad 0 > [a_{11}]M[a_{22}]L - [a_{21}]L[a_{12}]M.

In view of (2.28) and (2.32) we have obtained a contradiction. Consequently relation (2.8) is true.

From (2.5) and (2.8) we have that
(2.33) \quad |x_i|_L \geq |x_i|_M - \|\dot{x}_i\|_{L^1(0, T)} \geq C_5 - C_1 \quad (i = 1, 2, 3).

By (2.7) and (2.33) we deduce the existence of a constant \(C > 0\), independent of \(\lambda \in [0, 1]\) such that the relation \(Lx = \lambda Nx, x \in D(L)\) implies that \(|x|_0 \leq C\).

Lemma 2.2. Let \(\varphi : \mathbb{R}^3 \to \mathbb{R}^3\), \(\varphi(x) = y\) where
\[
y_i = r_i - \sum_{j=1}^{3} \sigma_{ij} \exp(x_j) \quad (i = 1, 2, 3).
\]

Suppose that condition (2.1) holds. Then there exist an open, bounded set \(\Omega_1 \subset \mathbb{R}^3\) such that
\[
\{x \in \mathbb{R}^3 : \varphi(x) = 0\} \subset \Omega_1 \quad and \quad d_B[\varphi, \Omega_1, 0] \neq 0.
\]

Proof. Consider the continuous homotopy \(H : [0, 1] \times \mathbb{R}^3 \to \mathbb{R}^3\), \(H(\lambda, x) = y\), where
\[
y_1 = r_1 - \sigma_{11} \exp(x_1) - \lambda[\sigma_{12} \exp(x_2)] - \sigma_{13} \exp(x_3),
\]
\[
y_2 = r_2 - \sigma_{21} \exp(x_1) - \sigma_{22} \exp(x_2) - \lambda[\sigma_{23} \exp(x_3)],
\]
\[
y_3 = r_3 - \lambda[\sigma_{31} \exp(x_1)] - \sigma_{32} \exp(x_2) - \sigma_{33} \exp(x_3).
\]
Clearly, \( H(1, \cdot) = \varphi \) and the function \( H(0, \cdot) \) is denoted by \( \psi = (\psi_1, \psi_2, \psi_3) \).

Using the same strategy as in the proof of Lemma 2.1, it is not difficult to prove that there exists a positive constant \( R \) such that
\[
\bigcup_{\lambda \in [0,1]} \{ x \in \mathbb{R}^3 : H(\lambda, x) = 0 \} \subset [-R, R]^3.
\]

Hence, using the invariance and excision properties of Brouwer degree, it follows that
\[
d_B[\varphi, \cdot] - \rho, \rho^3, 0] = d_B[\psi, \cdot] - \rho, \rho^3, 0],
\]
for any \( \rho \geq R \). Now, consider the continuous homotopy
\[
G : [0,1] \times \mathbb{R}^3 \to \mathbb{R}^3, \quad G(\lambda, x) = y,
\]
where
\[
y_1 = (1 - \lambda)\psi_1(x) + \lambda(R - \exp(x_1) - \eta \exp(x_3)),
y_2 = (1 - \lambda)\psi_2(x) + \lambda(R - \eta \exp(x_1) - \exp(x_2)),
y_3 = (1 - \lambda)\psi_3(x) + \lambda(R - \eta \exp(x_2) - \exp(x_3)),
\]
and \( \eta \geq 1 \) is chosen such that there exists a positive constant \( R_1 \) satisfying
\[
\bigcup_{\lambda \in [0,1]} \{ x \in \mathbb{R}^3 : G(\lambda, x) = 0 \} \subset [-R_1, R_1]^3.
\]

Hence, using the invariance and excision properties of Brouwer degree, it follows that
\[
d_B[\psi, \cdot] - \rho, \rho^3, 0] = d_B[G(0, \cdot), \cdot] - \rho, \rho^3, 0] = d_B[G(1, \cdot), \cdot] - \rho, \rho^3, 0] = -1.
\]
for any \( \rho \geq R_1 \). Now, the conclusion follows using (2.34) and (2.35).

**Theorem 2.3.** Assume that relation (2.1) holds. Then system (1.1) has at least one \( T \)-periodic positive solution.

**Proof.** See the proof of Theorem 1.3.

**Corollary 2.4.** If
\[
0 \leq \alpha_i(t) < 1 < \beta_i(t) \quad (t \in [0, T], \ i = 1, 2, 3),
\]
then system (1.10) has at least one \( T \)-periodic, positive solution.
Proof. We apply Theorem 2.3 for
\[ r_i \equiv 1 \equiv a_{ii} \quad (i = 1, 2, 3) \]
\[ a_{12} = \alpha_1, \ a_{13} = \beta_1, \ a_{21} = \beta_2, \ a_{23} = \alpha_2, \ a_{31} = \alpha_3, \ a_{32} = \beta_3. \]

\section{Delay-prey-predator systems}

Let
\[ C_T := \{ x : \mathbb{R} \to \mathbb{R}^2 : x \text{ is a continuous } T\text{-periodic function} \}. \]
It is known that \((C_T, \| \cdot \|)\) is a Banach space with the norm \(\| x \| = \sup_{t \in \mathbb{R}} |x(t)|\). We search for a positive function \(x \in C_T\) such that \(x\) is a solution of the system
\begin{align*}
\dot{u}(t) &= u(t)[a(t) - b(t)u(t) - c(t)v(t - \beta(t, u(t), v(t)))], \\
\dot{v}(t) &= v(t)[d(t) + f(t)u(t - \alpha(t, u(t), v(t))) - g(t)v(t)],
\end{align*}
where \(a, b, c, d, f, g\) are continuous \(T\)-periodic functions and \(\alpha, \beta \in C(\mathbb{R}^3, \mathbb{R})\) are \(T\)-periodic with respect to their first variable. It is also assumed that \(a, b, c, f, g\) are strictly positive.

Consider the following system
\begin{align*}
\dot{u}(t) &= a(t) - b(t) \exp u(t) \\
&\quad - c(t) \exp[v(t - \beta(t, \exp u(t), \exp v(t)))], \\
\dot{v}(t) &= d(t) + f(t) \exp[u(t - \alpha(t, \exp u(t), \exp v(t)))] - g(t) \exp v(t).
\end{align*}

It is obvious that if system (3.2) has a \(T\)-periodic solution, then system (3.1) has a positive \(T\)-periodic solution.

We reformulate problem (3.2) so we can use Mawhin’s continuation theorem in infinite dimension. Let \((L, D(L))\) be the operator defined by
\[ D(L) = C_T \cap C^1(\mathbb{R}, \mathbb{R}^2), \] 
\[ Lx = \dot{x} \]
and \(N : C_T \to C_T, Nx = y\) where
\[ y_1(t) = a(t) - b(t) \exp u(t) - c(t) \exp[v(t - \beta(t, \exp u(t), \exp v(t)))], \]
\[ y_2(t) = d(t) + f(t) \exp[u(t - \alpha(t, \exp u(t), \exp v(t)))] - g(t) \exp v(t). \]
It is obvious that \(x \in C_T\) is a solution of (3.2) iff \(x \in D(L)\) and \(Lx = Nx\).

Define the continuous projectors \(P, Q\)
\[ P : C_T \to C_T, \ P x = x(0), \]
\[ Q : C_T \to C_T, \ Q x = \dot{x}. \]
We know that
\[ \text{Im}(P) = \ker(L), \quad \ker(Q) = \text{Im}(L), \]
\[ C_T = \ker(L) \oplus \ker(P) = \text{Im}(L) \oplus \text{Im}(Q), \]
\[ \ker(L) = \text{Im}(Q) \cong \mathbb{R}^2. \]
Consequently, \( L \) is a Fredholm operator of index zero. It is easy to prove that \( N \) is an \( L \)-compact operator on \( \overline{\Omega} \) for any open bounded set \( \Omega \subset C_T \).

**Lemma 3.1.** Suppose that condition
\[
(3.3) \quad -\frac{[f]_L}{[b]_M} < \min \left\{ \frac{[d]_L}{[a]_M}, \frac{[d]_L}{[a]_L} \right\} \leq \max \left\{ \frac{[d]_M}{[a]_M}, \frac{[d]_L}{[a]_L} \right\} < \frac{[g]_L}{[c]_M}
\]
holds. Then there is a bounded, open set \( \Omega \subset C_T \) such that
\[
\bigcup_{\lambda \in [0,1]} \left\{ x \in D(L) : Lx = \lambda Nx \right\} \subset \Omega.
\]

*Proof.* Let \( \lambda \in [0,1] \) and \( x \in D(L) \) such that
\[
(3.4) \quad Lx = \lambda Nx.
\]
In what follows \( C_i \) denotes a fixed constant independent of \( \lambda \) and \( x \).

Integrating (3.4), we obtain
\[
\bar{\pi}T = \int_0^T b(t) \exp u(t) dt
\]
\[
(3.5) \quad + \int_0^T c(t) \exp[v(t - \beta(t, \exp u(t), \exp v(t)))]dt,
\]
\[
\bar{a}T = -\int_0^T f(t) \exp[u(t - \alpha(t, \exp u(t), \exp v(t)))]dt
\]
\[
(3.6) \quad + \int_0^T g(t) \exp v(t) dt.
\]
On the other hand, from (3.4) we have that
\[
|\dot{u}(t)| \leq a(t) + b(t) \exp u(t)
\]
\[
(3.7) \quad + c(t) \exp[v(t - \beta(t, \exp u(t), \exp v(t)))].
\]
Using (3.5) and (3.7) we deduce that
\[
(3.8) \quad \|\dot{u}\|_{L^1(0,T)} \leq 2T\bar{\pi} := C_2.
\]
Using again (3.5) we obtain that
\[
\bar{\pi} \geq 5 \exp[u]_L + \tau \exp[v]_L
\]
which implies the existence of a constant $C_3 > 0$, such that

$$[u]_L, [v]_L \leq C_3.$$  

(3.9)

By (3.8) and (3.9) we have that

$$[u]_M \leq [u]_L + \|u\|_{L^1(0,T)} \leq C_3 + C_2 := C_4.$$  

(3.10)

Using (3.6), we have that

$$0 < [g]_L \int_0^T \exp v(t) dt \leq |d| T + [f]_M \int_0^T \exp[u(t - \alpha(t, \exp u(t), \exp v(t))) dt$$

(3.11)

From (3.10) and (3.11) we deduce the existence of a constant $C_5 > 0$ such that

$$\int_0^T \exp v(t) dt \leq C_5.$$  

(3.12)

Using (3.4), (3.10) and (3.12) we obtain, as for (3.8), the existence of a constant $C_6 > 0$ such that

$$\|\dot{v}\|_{L^1(0,T)} \leq C_6.$$  

(3.13)

From (3.9) and (3.13) we have that

$$[v]_M \leq [v]_L + \|\dot{v}\|_{L^1(0,T)} \leq C_3 + C_6 := C_7.$$  

(3.14)

Now we show the existence of a constant $\tilde{c}$ such that:

$$[u]_M, [v]_M \geq \tilde{c}.$$  

(3.15)

Assume, by contradiction, that the relation (3.15) is not true. Then there exist $(\lambda_n)_{n \in \mathbb{N}}, (x_n = (u_n, v_n))_{n \in D(L)}$, $Lx_n = \lambda_n N x_n$ such that one of the three following situations holds:

I. $[u_n]_M \rightarrow -\infty, [v_n]_M \rightarrow -\infty$

II. $[u_n]_M \rightarrow -\infty, \exists C_8, [v_n]_M \geq C_8 \quad (n \in \mathbb{N})$

III. $\exists C_9, [u_n]_M \geq C_9, \quad (n \in \mathbb{N}), [v_n]_M \rightarrow -\infty.$

Let us first deal with situation I. Using (3.5), we obtain that

$$\pi \leq [b]_M \exp[u_n|_M + [c]_M \exp[v_n]_M \rightarrow 0,$$

but $[a]_L > 0$, so we have obtained the desired contradiction.

Consider now the situation II. Using the relation (3.13) and II we have that

$$[v_n]_L \geq [v_n]_M - \|\dot{v}_n\|_{L^1(0,T)} \geq C_8 - C_5 := C_{10} \quad (n \in \mathbb{N}).$$  

(3.16)
From (3.14) and (3.16) we obtain that the sequence \((v_n)_n\) is bounded in \(C(0, T)\) and equicontinuous (clear from the relations (3.4), (3.10) and (3.14)), so, using Arzela-Ascoli’s theorem, we can admit that there is a function \(v \in C(0, T)\) such that \(\|v - v_n\| \xrightarrow{n \to \infty} 0\). We deal with two situations: II.1 \([d]_M > 0\).

Consider the sequences \((t^1_n)_n, (t^2_n)_n \subset [0, T]\) such that
\[
(3.17) \quad u_n(t^1_n) = [u_n]_M, v_n(t^2_n) = [v_n]_M \quad (n \in \mathbb{N}).
\]
Because \([0, T]\) is compact we can assume that there are \(t^i, t^i_n \in [0, T]\) such that \(t^i_n \xrightarrow{n \to \infty} t^i \quad (i = 1, 2)\).

Using (3.17) and the fact that \(\|v - v_n\| \xrightarrow{n \to \infty} 0\) we deduce that
\[
v_n(t^2_n) \xrightarrow{n \to \infty} v(t^2) = [v]_M
\]
and
\[
v_n(t^1_n - \beta(t^1_n, \exp u_n(t^1_n), \exp v_n(t^1_n))) = v_n(t^*_n) \xrightarrow{n \to \infty} v(\tilde{t})\]
(where \(\tilde{t} \in [0, T]\) such that \(t^*_n \xrightarrow{n \to \infty} \tilde{t}\)). So, for every \(n \in \mathbb{N}\) we have
\[
a(t^1_n) = b(t^1_n) \exp[u_n]_M + c(t^1_n) \exp v(t^*_n),
\]
\[
d(t^2_n) = -f(t^2_n) \exp u_n(t^2_n - \alpha(t^2_n, \exp u_n(t^2_n), \exp v_n(t^2_n))) + g(t^2_n) \exp[v_n]_M.
\]
Taking the limit we obtain that
\[
a(t^1) = c(t^1) \exp v(\tilde{t}), \quad d(t^2) = g(t^2) \exp[v]_M,
\]
so we have that
\[
\frac{a}{c}(t^1) \leq \frac{d}{g}(t^2)
\]
and from (3.3) and II.1 we have that
\[
\left[ \frac{a}{c} \right]_L \geq \left[ \frac{d}{g} \right]_M,
\]
a contradiction.

II.2 \([d]_M \leq 0\): Using the notation in II.1, we obtain that
\[
d(t^2) = g(t^2) \exp[v]_M,
\]
which is impossible.
Consider now the last possible situation. Using the same method (see II) we can show that this situation proves to be also impossible (for example we can use the fact that
\[- \frac{[f]_L}{[b]_M} < \min \left\{ \frac{[d]_L}{[a]_M}, \frac{[d]_L}{[a]_L} \right\}.\]
Consequently (3.15) is true. Using (3.8), (3.13) and (3.15) we obtain a constant $C_{11}$ such that
\[ [u]_L, [v]_L \geq C_{11}. \quad (3.18)\]
From (3.10), (3.14) and (3.18) we have that there is a constant $C_{12}$ such that
\[ ||u||, ||v|| \leq C_{12}, \]
which completes the proof. ■

**Lemma 3.2.** Let \( \varphi : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), \( \varphi(x) = y \) where
\[
\begin{align*}
  y_1 &= a - b \exp(x_1) - c \exp(x_2), \\
  y_2 &= d + f \exp(x_1) - g \exp(x_2).
\end{align*}
\]
If the relation (3.3) holds, then there is an open, bounded set \( \Omega_1 \subset \mathbb{R}^2 \) such that
\[ \{ x \in \mathbb{R}^2 : \varphi(x) = 0 \} \subset \Omega_1 \quad \text{and} \quad d_B[\varphi, \Omega_1, 0] = 1. \]

**Proof.** It is obvious that from relation (3.3) we can deduce that
\[ (3.19) \quad \alpha > 0, \quad -\frac{f}{b} < \frac{g}{c} < \frac{[f]_L}{[b]_M} \cdot \frac{[g]_L}{[c]_L}. \]
We have that
\[ (3.20) \quad \frac{f}{b} \leq \frac{g}{c}, \quad \frac{[f]_L}{[b]_M} \leq \frac{g}{c}. \]
From (3.19) and (3.20) we have that
\[ (3.21) \quad \bar{b} \bar{c} - \bar{d} \bar{c} > 0, \quad \bar{b} \bar{a} + \bar{f} \bar{a} > 0. \]
Because \( b_L, c_L, f_L, g_L > 0 \), it follows that
\[ (3.22) \quad \bar{b} \bar{g} + \bar{c} \bar{f} > 0. \]
From (3.21) and (3.22) we deduce that there is only one point \( (x_1^0, x_2^0) \in \mathbb{R}^2 \) such that
\[ \varphi(x_1^0, x_2^0) = 0. \]
Furthermore,
\[ J_\varphi(x_1^0, x_2^0) = \left| \begin{array}{cc} -\bar{f} \exp(x_1^0) & -\bar{c} \exp(x_2^0) \\ \bar{f} \exp(x_1^0) & -\bar{g} \exp(x_2^0) \end{array} \right| = \exp(x_1^0) \exp(x_2^0) \left| \begin{array}{cc} \bar{b} \bar{g} + \bar{c} \bar{f} \end{array} \right| > 0. \]
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and \( d_B[\varphi, B_R(0), 0] = 1 \). We can choose \( \Omega_1 = B_R(0), R > 0 \) such that \((x_0^1, x_1^0) \in B_R(0)\).

\[ \Omega_1 = B_R(0), R > 0 \] such that \((x_0^1, x_1^0) \in B_R(0)\).

**Theorem 3.3.** Assume that relation (3.3) holds. Then system (3.1) has at least one \( T \)-periodic positive solution.

**Proof.** See the proof of Theorem 1.3.

Next we state and prove our second result of this section. Consider the system

\[ \dot{u}(t) = u(t)[a(t) - b(t)u(t) - c(t)v(t)] \]
\[ \dot{v}(t) = \tau(t)v(t)[u(t - \alpha(t, u(t), v(t)))] - \sigma(t)] \]

where \( a, b, c, \tau, \sigma \) are continuous \( T \)-periodic strictly positive functions and \( \alpha \in C(\mathbb{R}^3, \mathbb{R}) \) is \( T \)-periodic with respect to its first variable. As in the case of system (3.1), we consider the following system

\[ \dot{u}(t) = a(t) - b(t) \exp u(t) - c(t) \exp v(t) \]
\[ \dot{v}(t) = \tau(t)[\exp[u(t - \alpha(t, \exp u(t), \exp v(t)))] - \sigma(t)] \]

If system (3.24) has a \( T \)-periodic solution, then system (3.23) has a positive \( T \)-periodic solution. Let \( N_1 : C_T \to C_T, N_1 x = y \) where

\[ y_1(t) = a(t) - b(t) \exp u(t) - c(t) \exp v(t), \]
\[ y_2(t) = \tau(t)[\exp[u(t - \alpha(t, \exp u(t), \exp v(t)))] - \sigma(t)] \]

It is obvious that \( x \in C_T \) is a solution of (3.24) if and only if \( x \in D(L) \) and \( Lx = N_1 x \). We notice that \( N_1 \) is an \( L \)-compact operator.

**Lemma 3.4.** Suppose that condition

\[ [a]_L - [b]_M [\sigma]_M > 0 \] (3.25)

holds. Then there is a bounded, open set \( \Omega \subset C_T \) such that

\[ \bigcup_{\lambda \in [0, 1]} \{ x \in D(L) : Lx = \lambda N_1 x \} \subset \Omega. \]

**Proof.** The proof is similar to the proof of Lemma 3.1 and will be omitted.

**Lemma 3.5.** Let \( \varphi_1 : \mathbb{R}^2 \to \mathbb{R}^2, \varphi_1(x) = y \) where

\[ y_1 = \sigma - 5 \exp(x_1) - 7 \exp(x_2), \quad y_2 = \tau[\exp(x_1) - \sigma]. \]

If relation (3.25) is true, then there is an open, bounded set \( \Omega_1 \subset \mathbb{R}^2 \) such that

\[ \{ x \in \mathbb{R}^2 : \varphi_1(x) = 0 \} \subset \Omega_1 \text{ and } d_B[\varphi, \Omega_1, 0] = 1. \]
Proof. From relation (3.25) we deduce that

(3.26) \[ \bar{\alpha} - \bar{b}\sigma > 0 \]

From the relation (3.26) we obtain that there is only one point \((x_1^0, x_1^0)\) such that \(\varphi_1(x_1^0, x_1^0) = 0\). Furthermore

\[ J_\varphi(x_1^0, x_2^0) = \begin{vmatrix} -\bar{b}\exp(x_1^0) & -\bar{c}\exp(x_2^0) \\ \bar{\tau}\exp(x_1^0) & 0 \end{vmatrix} = \bar{\tau}\bar{c}\exp(x_1^0)\exp(x_2^0) > 0. \]

We can choose \(\Omega_1 = B_R(0), R > 0\), such that \((x_1^0, x_1^0) \in B_R(0)\). 

\[ \text{Theorem 3.6.} \quad \text{Assume that relation (3.25) holds. Then system (3.23) has at least one \(T\)-periodic positive solution.} \]

Proof. See the proof of Theorem 1.3. 

\[ \blacksquare \]
CHAPTER V

Multiplicity results for superlinear planar systems

Consider the following boundary value problem

\begin{align}
  u' &= -g(t, u, v)v, \quad v' = g(t, u, v)u, \\
  u(0) &= 0 = u(\pi),
\end{align}

where \( g : [0, \pi] \times \mathbb{R}^2 \rightarrow \mathbb{R} \) is a continuous function satisfying

\begin{equation}
  g(t, u, v) \rightarrow +\infty \quad \text{as} \quad |u| + |v| \rightarrow \infty
\end{equation}

uniformly with \( t \in [0, \pi] \). In this chapter we prove two multiplicity results concerning the boundary value problem (0.27), (0.28) for nonlinearities \( g \) satisfying (0.29) and some additional conditions.

1. A FIRST RESULT

To prove the main result of this section, we use a theorem of Ward. For the convenience of the reader, we state this theorem below.

Let \( G = (g_1, g_2)^T \in C(\mathbb{R} \times [0, \pi] \times \mathbb{R}^2, \mathbb{R}^2) \), \( w = (u, v)^T \), \( J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \)
and consider the boundary value problem

\begin{align}
  w' &= \mu Jw + G(\mu, t, w), \quad t \in [0, \pi], \\
  u(0) &= 0 = u(\pi).
\end{align}

Let

\[ X = \{ w = (u, v) \in C([0, \pi], \mathbb{R}^2) : u(0) = 0 = u(\pi) \} \]

be a linear space equipped with the norm \( ||w|| = \max_{t \in [0, \pi]} |w(t)| \) where, if \( w = (u, v) \in \mathbb{R}^2 \), then \( |w|^2 = u^2 + v^2 \). Let \( S \) be the closure in \( \mathbb{R} \times X \) of the set of all nontrivial solutions \( (\mu, w) \) (i. e. \( w \neq 0 \)) of (1.1), (1.2).

The following theorem is due to Ward [67].

**Theorem 1.1.** Let \( G \in C(\mathbb{R} \times [0, \pi] \times \mathbb{R}^2, \mathbb{R}^2) \), \( G(\mu, t, 0) = 0 \) for all \( (\mu, t) \in \mathbb{R} \times [0, \pi] \) and \( G(\mu, t, w) = o(|w|) \) as \( |w| \rightarrow 0 \) uniformly with respect to \( t \in [0, \pi] \) and \( \mu \) in compact sets. Then
For each \( k \in \mathbb{Z} \), \((k, 0)\) is a bifurcation point of (1.1), (1.2). That is, in every neighborhood of \((k, 0) \in \mathbb{R} \times X\) there is a nontrivial solution \((\mu, w)\) of (1.1), (1.2).

For each \( k \in \mathbb{Z} \) let \( C_k \subset \mathbb{R} \times X\) denote the component of \(S\) which meets \((k, 0)\). Each \( C_k \) is unbounded in \( \mathbb{R} \times X\) and if \((\mu, w) \in C_k, w \neq 0\), then \( w \) may be extended to \( \mathbb{R} \) as a \( 2\pi \)-periodic function in such a way that if \( t \in [-\pi, \pi] \setminus \{-\pi, \pi\} \), then \( t \to w(t)/|w(t)| \) defines a mapping \( \varphi(\mu, w) \) of the circle \( S^1 \) into itself, and \( \text{rot}(\varphi(\mu, w)) = k \). It follows that if \( j \neq k \) then \( C_j \cap C_k = \emptyset \).

Now, we are in a position to state and prove the first main result of this chapter.

**Theorem 1.2.** If \( g : [0, \pi] \times \mathbb{R}^2 \to \mathbb{R} \) is a continuous function satisfying (0.29) and

\[
(1.3) \quad g(t, 0, 0) = 0 \quad \text{for all} \quad t \in [0, \pi],
\]

then (0.27), (0.28) has infinitely many topologically distinct solutions. Indeed, for each \( k \in \mathbb{N} \) there is a solution \( w_k = (u_k, v_k) \) such that the odd/even \( 2\pi \)-periodic extension \( \tilde{w}_k \) of \( w_k \) has rotation number \( k \).

**Proof.** Let \( X \) be the Banach space defined above. We associate to (0.27), (0.28) the following family of boundary value problems

\[
(1.4) \quad u' = -\mu v - g(t, u, v)v, \quad v' = \mu u + g(t, u, v)u
\]

\[
(1.5) \quad u(0) = 0 = u(\pi).
\]

Let \( S \) be the closure in \( \mathbb{R} \times X\) of the set of all nontrivial solutions \((\mu, w)\) of (1.4), (1.5). For each \( k \in \mathbb{N} \) let \( C_k \subset \mathbb{R} \times X\) denote the component of \( S\) which meets \((k, 0)\). Using Theorem 1.1 (we can apply this theorem because \( g \) satisfies (1.3)) we have that \( C_k \) is unbounded in \( \mathbb{R} \times X\) for each \( k \in \mathbb{N} \). Consider \((\mu, w) \in C_k, w \neq 0\). Let \( \tilde{w} \) be the odd/even \( 2\pi \)-periodic extension of \( w \), and let \( \tilde{g} \) be the extension of \( g \) on \([-\pi, \pi] \times \mathbb{R}^2\) defined by \( \tilde{g}(t, u, v) = g(-t, -u, v) \) for all \((t, u, v) \in [-\pi, 0] \times \mathbb{R}^2\). Then, if \( t \in [-\pi, \pi] \setminus \{0\} \) we have that

\[
\tilde{u}'(t) = -\mu \tilde{v}(t) - \tilde{g}(\tilde{u}(t), \tilde{v}(t))\tilde{v}(t), \quad \tilde{v}'(t) = \mu \tilde{u}(t) + \tilde{g}(\tilde{u}(t), \tilde{v}(t))\tilde{u}(t).
\]

This implies that

\[
\frac{d}{dt}|\tilde{w}(t)|^2 = 0 \quad \text{for all} \quad t \in [-\pi, \pi] \setminus \{0\},
\]
from where we deduce that $\tilde{u}^2 + \tilde{v}^2$ is constant on $[-\pi, \pi]$. Then $t \mapsto \tilde{w}(t)/|\tilde{w}(t)|$ may be considered as a map of the circle $S^1$ into itself, denoted be $\varphi(\mu, w)$. Let $\text{rot}(\varphi(\mu, w))$ be the rotation number of $\varphi(\mu, w)$. Using Kronecker formula, we have that

$$\text{rot}(\varphi(\mu, w)) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \tilde{v}' \tilde{u} - \tilde{u}' \tilde{v} \, dt$$

(1.6)

Let $k \in \mathbb{N}$, then from Theorem 1.1 we know that $\text{rot}(\varphi(\mu, w)) = k$ for all $(\mu, w) \in C_k, w \neq 0$. Because $C_k$ is unbounded in $\mathbb{R} \times X$, we have three possible situations.

(I) The projection of $C_k$ onto $\mathbb{R}$ is unbounded from below.

(II) The projection of $C_k$ onto $\mathbb{R}$ is bounded.

(III) The projection of $C_k$ onto $\mathbb{R}$ is unbounded from above.

We show that situations (II) and (III) don’t hold.

Using (0.29), we deduce that there exists $c \in \mathbb{R}$ such that $g(t, u, v) \geq c$ for all $(t, u, v) \in [0, \pi] \times \mathbb{R}^2$.

(1.7)

Suppose that (II) holds. Then, because $C_k$ is unbounded in $\mathbb{R} \times X$, there is a sequence $(\mu_n, w_n)_n$ in $C_k$ such that $(\mu_n)_n$ is bounded in $\mathbb{R}$ and $||w_n|| \to \infty$. As we have already seen, we have for all $n \in \mathbb{N}$ that

$$||w_n||^2 = \tilde{u}_n^2 + \tilde{v}_n^2$$

so that $|\tilde{u}_n| + |\tilde{v}_n| \to \infty$ uniformly in $t \in [-\pi, \pi]$. Using (0.29) we deduce that $\tilde{g}(t, \tilde{u}_n(t), \tilde{v}_n(t)) \to +\infty$ uniformly in $t \in [-\pi, \pi]$. From this, the fact that the sequence $(\mu_n)_n$ is bounded and (1.6) we have that $\text{rot}(\varphi(\mu_n, w_n)) \to +\infty$, a contradiction with $\text{rot}(\varphi(\mu_n, w_n)) = k$ for all $n \in \mathbb{N}$.

Suppose that (III) holds. Then, there is a sequence $(\mu_n, w_n)_n$ in $C_k$ such that $\mu_n \to +\infty$. Using (1.6) and (1.7) it follows that $\text{rot}(\varphi(\mu_n, w_n)) \to +\infty$, which is again a contradiction with $\text{rot}(\varphi(\mu_n, w_n)) = k$ for all $n \in \mathbb{N}$.

Consequently we can only have situation (I), so, from the connectedness of $C_k$ and $(k, 0) \in C_k$ it follows that there exists $w_k \in X$ such that $(0, w_k) \in C_k$, so $w_k \neq 0$ is a solution of (0.27), (0.28). On the other hand, because $\text{rot}(\varphi(0, w_k)) = k$ for all $k \in \mathbb{N}$, we deduce that $w_k \neq w_j$ if $k \neq j$. ■
Exemple 1.3. Using Theorem 1.2, we deduce that the boundary value problem
\[ u' = -[(\sin t + 1)(u^2 - u) + v^4], \quad v' = [(\sin t + 1)(u^2 - u) + v^4]u, \]
\[ u(0) = 0 = u(\pi), \]
has infinitely many topologically distinct solutions.

2. A SECOND RESULT

In this section \( g : [0, \pi] \times \mathbb{R}^2 \to \mathbb{R} \) is a continuous function satisfying \((0.29)\) and
\[(2.1) \quad g(0, -u, v) = g(0, u, v) \quad \text{for all} \quad (u, v) \in \mathbb{R}^2.\]
Moreover, we suppose that function \( g(0, \cdot) \) is locally Lipschitz on \( \mathbb{R}^2 \).

The second main result of this chapter is the following one.

**Theorem 2.1.** If \( g \) is as above, then \((0.27), (0.28)\) has infinitely many topologically distinct solutions.

To prove the theorem above, we use Capietto-Mawhin-Zanolin continuation theorem. So, we need to make some preparations.

Let \( X \) be the linear space of continuous functions \( w = (u, v) \) on \([0, \pi]\) with values in \( \mathbb{R}^2 \) equipped with the usual norm \( ||w|| = \max_{t \in [0, \pi]} |w(t)|. \)

Consider the homotopy \( \mathcal{G} : [0, 1] \times X \to X \) defined by \( \mathcal{G}(\lambda, (u, v)) = (x, y), \)
where
\[ x(t) = -\int_0^t g(\lambda s, u, v)v \, ds, \quad y(t) = v(0) - u(\pi) + \int_0^t g(\lambda s, u, v)u \, ds, \]
for all \( t \in [0, \pi] \).

**Lemma 2.2.** The homotopy \( \mathcal{G} \) is completely continuous on \([0, 1] \times X.\)

**Proof.** Let \( (\lambda_n, w_n)_n \subset [0, 1] \times X \) such that \( \lambda_n \to \lambda_0, w_n \to w_0. \) Then, if \( t \in [0, \pi], \) we have
\[
\left| \int_0^t g(\lambda_n s, u, v_n)v_n \, ds - \int_0^t g(\lambda_0 s, u_0, v_0)v_0 \, ds \right| \\
\leq \int_0^\pi |g(\lambda_n s, u_n, v_n)v_n - g(\lambda_0 s, u_0, v_0)v_0| \, ds =: \gamma_n, \quad (n \in \mathbb{N}).
\]
Using Lebesgue’s dominated convergence theorem, we deduce that \( \gamma_n \to 0. \) Now, the continuity of \( \mathcal{G} \) follows obviously. Let \( (\lambda_n, w_n)_n \) be a bounded sequence in \([0, 1] \times X.\) Passing if necessarily to a subsequence, we can assume that \( \lambda_n \to \lambda_0. \) For \( n \in \mathbb{N}, \) define the continuous function \( x_n \) by
\[ x_n(t) = \int_0^t g(\lambda_n s, u_n, v_n)v_n \, ds, \quad (t \in [0, \pi]). \]
Let \( M > 0 \) such that \( ||u_n|| \leq M \) for all \( n \in \mathbb{N} \) and \( M' = \sup \{|g(t, u, v)| : (t, u, v) \in [0, \pi] \times [-M, M]^2\} \). Because
\[
|x_n(t)| \leq \int_0^\pi |g(\lambda_n s, u_n, v_n)| \, ds, \quad (t \in [0, \pi]),
\]
we deduce that \( \max_{t \in [0, \pi]} |x_n(t)| \leq \pi M' \) for all \( n \in \mathbb{N} \). Now, consider \( t, t' \in [0, \pi] \) and \( n \in \mathbb{N} \). We have
\[
|x_n(t) - x_n(t')| \leq \int_t^{t'} |g(\lambda_n s, u_n, v_n)| \, ds \leq M'|t - t'|.
\]
It follows that the sequence \( (x_n)_n \) is equicontinuous. So, we can apply Arzela-Ascoli theorem to deduce that \( (x_n)_n \) has a convergence subsequence in \( C([0, \pi]) \). Now, the compactness of \( \mathcal{G} \) follows obviously.

Consider the family of boundary value problems
\[
\begin{align*}
(2.2) & \quad u' = -g(\lambda t, u, v)v, \quad v' = g(\lambda t, u, v)u \\
(2.3) & \quad u(0) = 0 = u(\pi).
\end{align*}
\]

**Lemma 2.3.** If \( (\lambda, w) \in [0, 1] \times X \), then \( \mathcal{G}(\lambda, w) = w \) if and only if \( w \) is a solution of (2.2), (2.3).

**Proof.** Suppose that \( \mathcal{G}(\lambda, w) = w \). Then, it is clear that we have (2.2). On the other hand, it follows that \( u(0) = 0 \) and \( v(0) = v(0) - u(\pi) \), so \( u(\pi) = 0 \). Conversely, suppose that \( w \) is a solution of (2.2), (2.3). Integrating on \([0, t]\) the equations in (2.2) and using the boundary condition (2.3), it follows that \( \mathcal{G}(\lambda, w) = w \).

Let \( \tilde{g} : [-\pi, \pi] \times \mathbb{R}^2 \to \mathbb{R} \) be an extension of \( g \) defined by \( \tilde{g}(t, u, v) = g(-t, -u, v) \) for all \((t, u, v) \in [-\pi, 0] \times \mathbb{R}^2\). Using (2.1) it follows that \( \tilde{g} \) is continuous. On the other hand, if \((u, v) \neq (0, 0)\) is a solution of (2.2), (2.3), we define the \( 2\pi \)-periodic odd/even continuous extension of \((u, v)\) by \( \tilde{u}(t) = -u(-t), \tilde{v}(t) = v(-t) \) for all \( t \in [-\pi, 0] \).

**Lemma 2.4.** If \((u, v) \neq (0, 0)\) is a solution of (2.2), (2.3), then \((\tilde{u}, \tilde{v}) \in C^1([-\pi, \pi], \mathbb{R}^2)\) and \( \tilde{u}' = -\tilde{g}(\lambda t, \tilde{u}(t), \tilde{v}(t)) \tilde{v}(t), \tilde{v}' = \tilde{g}(\lambda t, \tilde{u}(t), \tilde{v}(t)) \tilde{u}(t) \).

**Proof.** Let \( t \in [0, \pi] \), then \( \tilde{u} \) is differentiable in \( t \) and
\[
\tilde{u}'(t) = u'(t) = g(\lambda t, u(t), v(t))v(t) = -\tilde{g}(\lambda t, \tilde{u}(t), \tilde{v}(t))\tilde{v}(t).
\]

Analogously, \( \tilde{v} \) is differentiable in \( t \) and
\[
\tilde{u}'(t) = \tilde{g}(\lambda t, \tilde{u}(t), \tilde{v}(t))\tilde{u}(t).
\]
Now, consider \( t \in [-\pi, 0] \). Then, \( \tilde{u} \) is differentiable in \( t \) and

\[
\tilde{u}'(t) = u'(-t) = -g(-\lambda t, u(-t), v(-t))v(-t)
\]

\[
= -g(-\lambda t, -\tilde{u}(t), \tilde{v}(t))\tilde{v}(t) = -\tilde{g}(\lambda t, \tilde{u}(t), \tilde{v}(t))\tilde{v}(t).
\]

Note that the last equality follows by (2.1). On the other hand, \( \tilde{v} \) is differentiable in \( t \) and

\[
\tilde{v}'(t) = -v'(-t) = -g(-\lambda t, u(-t), v(-t))u(-t)
\]

\[
= -g(-\lambda t, -\tilde{u}(t), \tilde{v}(t))(-\tilde{u}(t)) = \tilde{g}(\lambda t, \tilde{u}(t), \tilde{v}(t))\tilde{u}(t).
\]

We have

\[
\lim_{t \searrow 0} \frac{\tilde{u}(t) - \tilde{u}(0)}{t} = \lim_{t \searrow 0} \frac{u(t)}{t} = u'(0) = -g(0, 0, v(0))v(0),
\]

\[
\lim_{t \searrow 0} \frac{\tilde{u}(t) - \tilde{u}(0)}{t} = \lim_{t \searrow 0} \frac{-u(-t)}{t} = -g(0, 0, v(0))v(0).
\]

It follows that \( \tilde{u} \) is differentiable in \( 0 \) and \( \tilde{u}'(0) = -g(0, 0, v(0))v(0) \). On the other hand we have

\[
\lim_{t \searrow 0} \frac{\tilde{v}(t) - \tilde{v}(0)}{t} = v'(0) = g(0, 0, v(0))u(0) = 0,
\]

\[
\lim_{t \searrow 0} \frac{\tilde{v}(t) - \tilde{v}(0)}{t} = -v'(0) = 0.
\]

So, \( \tilde{v} \) is differentiable in \( 0 \) and \( \tilde{v}'(0) = 0 \). Finally, \( \tilde{u}, \tilde{v} \) are \( C^1 \) because the continuity of \( \tilde{g} \).

Let \( w = (u, v) \) be a non-trivial solution of (2.2), (2.3). Then, using Lemma 2.4 we deduce that \( (\tilde{u}'(t) + \tilde{v}'(t))^2 \) for all \( t \in [-\pi, \pi] \). It follows that \( |\tilde{w}(t)|^2 = c \) for all \( t \in [-\pi, \pi] \), where \( c > 0 \) is a constant. Now, \( \tilde{w}(-\pi) = \tilde{w}(\pi) \), and \( |\tilde{w}'(t)| \in S^1 \) for all \( t \in [-\pi, \pi] \). Identifying \( S^1 \) with \( [-\pi, \pi]/\{\pm \pi\} \) we obtain a mapping \( t \rightarrow \tilde{w}(t)/|\tilde{w}(t)| \) of \( S^1 \) into itself, which we denote by \( \psi(\lambda, w) \). The rotation is defined. Using again Kronecker formula and Lemma 2.4 we have that

\[
(2.4) \quad \text{rot}(\psi(\lambda, w)) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \tilde{u}'\tilde{u} - \tilde{v}'\tilde{v} \, dt = \frac{1}{2\pi} \int_{-\pi}^{\pi} \tilde{g}(\lambda t, \tilde{u}, \tilde{v}) \, dt.
\]

Let \( \delta : \mathbb{R}^2 \rightarrow \mathbb{R} \), \( \delta(u, v) = \min\{1, (u^2 + v^2)^{-1}\} \). If \( (u, v) \in X \), we define as before \( (\tilde{u}, \tilde{v}) \) to be the odd/even extension (not necessarily continuous) of \( (u, v) \). Consider \( \varphi : [0, 1] \times X \rightarrow \mathbb{R}_+ \) defined by

\[
\varphi(\lambda, (u, v)) = \frac{1}{2\pi} \left| \int_{-\pi}^{\pi} \tilde{g}(\lambda t, \tilde{u}, \tilde{v})(\tilde{u}^2 + \tilde{v}^2)\delta(\tilde{u}, \tilde{v}) \, dt \right|.
\]

Lemma 2.5. The function \( \varphi \) defined above is continuous.
Proof. The proof follows easily using the continuity of \( \bar{g}, \delta \) and the Lebesgue’s dominated convergence theorem. 

\begin{lemma}
There exists \( R > 1 \) such that \( \varphi(\lambda, w) \in \mathbb{N} \) for all \( (\lambda, w) \in \Sigma \) with \( ||w|| \geq R \), where \( \Sigma = \{(\lambda, w) \in X : \mathcal{G}(\lambda, w) = w\} \).
\end{lemma}

\begin{proof}
From (0.29) we have that there exists \( R > 1 \) such that
\begin{equation}
\bar{g}(t, u, v) > 0 \quad \text{if} \quad |(u, v)| \geq R, t \in [-\pi, \pi].
\end{equation}
Let \( (\lambda, w) \in \Sigma \) such that \( ||w|| \geq R \). Using Lemma 2.3 and Lemma 2.4 we deduce that
\begin{equation}
\tilde{u}^2(t) + \tilde{v}^2(t) = ||w||^2 \geq R^2 > 1 \quad \text{for all} \quad t \in [-\pi, \pi].
\end{equation}
The conclusion follows from relation (2.4), (2.5), (2.6) and the definition of \( \varphi \).
\end{proof}

\begin{lemma}
The set \( \varphi^{-1}(n) \cap \Sigma \) is bounded for each \( n \in \mathbb{N} \).
\end{lemma}

\begin{proof}
Let \( n \in \mathbb{N} \) and suppose that the set \( \varphi^{-1}(n) \cap \Sigma \) is unbounded. There exists a sequence \( (\lambda_k, w_k) \in \Sigma \) such that \( \varphi(\lambda_k, w_k) = n \) for all \( k \in \mathbb{N} \) and \( ||w_k|| \to \infty \). Using Lemma 2.3 and Lemma 2.4 we deduce that \( \tilde{\gamma}^2 + \tilde{v}_k^2 = ||w_k||^2 \) on \( [-\pi, \pi] \), which implies that \( |\tilde{u}_k(t)| + |\tilde{v}_k(t)| \to \infty \) uniformly with \( t \in [-\pi, \pi] \). So, using (0.29), (2.4) and the definition of \( \varphi \) we obtain that \( \varphi(\lambda_k, w_k) \to \infty \). Contradiction.
\end{proof}

\begin{lemma}
If \( u_0, v_0 \in \mathbb{R} \), then the initial boundary value problem
\begin{equation}
\begin{array}{ll}
\varphi(\cdot, (u_0, v_0)) \in \mathbb{R}^2, \quad \varphi' = \frac{\partial \varphi}{\partial (u, v)} \mid (u_0, v_0) = \mathbb{R}^2,
\end{array}
\end{equation}
has a unique solution \( (u, v) \) which is defined on \( \mathbb{R} \).
\end{lemma}

\begin{proof}
Because the function \( g(0, \cdot) \) is locally Lipschitz on \( \mathbb{R}^2 \), it follows that (2.7) has a unique maximal solution
\begin{equation}
(u(\cdot, (u_0, v_0)), v(\cdot, (u_0, v_0))) : [a, b] \to \mathbb{R}^2.
\end{equation}
We shall prove that \( |a, b| = \mathbb{R} \). Remark that (2.7) implies
\begin{equation}
|(u(t, (u_0, v_0)), v(t, (u_0, v_0)))| = |(u_0, v_0)|
\end{equation}
for all \( t \in [a, b] \). Using again (2.7) and the continuity of \( g \), it follows that the function \( \varphi'(\cdot, (u_0, v_0)), \varphi'((u_0, v_0)) \) is bounded on \( [a, b] \), which implies that \( \varphi(\cdot, (u_0, v_0)), \varphi(\cdot, (u_0, v_0)) \) has a continuous extension on \( [a, b] \), if \( b \) is finite. Consider \( \varphi(u, v) \) the solution of (2.7) with the initial data \( (u_0, v_0), (u_0, v_0) \). Let \( \varepsilon > 0 \) sufficiently small and define \( u, v : [a, b + \varepsilon] \to \mathbb{R}^2 \) by
\begin{equation}
(u, v) = (u(\cdot, (u_0, v_0)), v(\cdot, (u_0, v_0)))
\end{equation}
on \(a, b, [u, v) = (u_0, v_0)\) on \([b, b + \epsilon]\). It is clear that \((u, v)\) verifies
\((2.7)\), contradiction with maximality of \((u(\cdot, (u_0, v_0)), v(\cdot, (u_0, v_0)))\), so
\(b = +\infty\). Analogously, it follows that \(a = -\infty\).

Using Lemma 2.8 we can consider the continuous function \(U : \mathbb{R}^2 \to \mathbb{R}^2\) defined by
\(U(z_1, z_2) = (2z_1, z_2 + u(\pi, (z_1, z_2)))\). It is obvious that
if \((u, v)\) is a solution of \((2.2), (2.3)\) with \(\lambda = 0\), then \((0, v(0))\) is
a fixed point of \(U\), and if \((z_1, z_2)\) is a fixed point of \(U\), then \(z_1 = 0\) and
\((u(\cdot, (0, z_2)), v(\cdot, (0, z_2)))\) is a solution of \((2.2), (2.3)\) with \(\lambda = 0\). If \(\alpha > 0\), define

\[
\Omega_\alpha = \{w \in X : ||w|| < \alpha\}, \quad G_\alpha = \{\xi \in \mathbb{R}^2 : |\xi| < \alpha\}.
\]

Suppose that \(\alpha\) is chosen so that there is no solution \((u, v)\) of \((2.2), (2.3)\) with \(\lambda = 0\) such that \(|v(0)| = \alpha\). The open sets \(\Omega_\alpha, G_\alpha\) have the
following properties: there are no initial values of solutions to \((2.2), (2.3)\) with \(\lambda = 0\) on \(\partial G_\alpha\) and no solution on \(\partial \Omega_\alpha\); the set of initial values in
\(G_\alpha\) of solutions to \((2.2), (2.3)\) with \(\lambda = 0\) equals the set of values at \(t = 0\)
of solutions in \(\Omega_\alpha\) to \((2.2), (2.3)\) with \(\lambda = 0\). If \(G \subset \mathbb{R}^2, \Omega \subset X\) are two
bounded open sets having the properties above, following Krasnosel’skii and Zabreiko, we say that \(G, \Omega\) have a common core. Following the same
lines as in the proof of [40, Theorem 28.5] we have the following result.

**Lemma 2.9.** If \(G \subset \mathbb{R}^2, \Omega \subset X\) are two open bounded sets having a
common core, then the degrees \(d_G[I - U, G, 0], d_{LS}[I - G(0, \cdot), \Omega, 0]\) are
well defined and equal.

In what follows we use the notation

\[
(u(\cdot, \alpha), v(\cdot, \alpha)) \quad \text{for} \quad (u(\cdot, (0, \alpha)), v(\cdot, (0, \alpha))).
\]

If \(R > 1\) is the constant from Lemma 2.6 and \(\alpha > R\), then, using (2.5)
it follows that the range of \((u(\cdot, \alpha), v(\cdot, \alpha))\) is the circle of radius \(\alpha\). Let
\(\tau(\alpha) > 0\) be such that \(u(\tau(\alpha), \alpha) = 0\) and \(u(t, \alpha) \neq 0\) for all \(t \in \mathbb{R}, \tau(\alpha)\].
On the other hand, from Lemma 2.8 and (2.1), we obtain that \(u(\cdot, \alpha)\) is
odd and \(v(\cdot, \alpha)\) is even. So, we have that \((u'(\cdot, \alpha), v'(\cdot, \alpha))\) is a bijection
from \([-\tau(\alpha), \tau(\alpha)]\) to the circle of radius \(\alpha\).

**Lemma 2.10.** \(\tau(\alpha) \to 0\) as \(\alpha \to +\infty\).

**Proof.** Because \((u(\cdot, \alpha), v(\cdot, \alpha))\) is a bijection from \([-\tau(\alpha), \tau(\alpha)]\) to
the circle of radius \(\alpha\), we have that

\[
\int_{-\tau(\alpha)}^{\tau(\alpha)} (u^2(t, \alpha) + v^2(t, \alpha))^{1/2} dt = 2\pi \alpha
\]

which implies that

\[
(2.8) \quad \tau(\alpha) \inf\{(u^2(t, \alpha) + v^2(t, \alpha))^{1/2} : t \in [-\tau(\alpha), \tau(\alpha)]\} \geq \pi \alpha.
\]
On the other hand
\[ u^2(\cdot, \alpha) + v^2(\cdot, \alpha) = \alpha^2 |g(0, u(\cdot, \alpha), v(\cdot, \alpha))|^2. \]  
Using (0.29) and (2.9) it follows that (2.8) holds only if \( \tau(\alpha) \to 0 \) as \( \alpha \to +\infty \).  

Consider the set \( S = \{ \frac{n}{n} \}_n \). If \( \alpha > R \), then it follows that
\[ (u(\cdot + \tau(\alpha), \alpha), v(\cdot + \tau(\alpha), \alpha)) = (u(\cdot, -\alpha), u(\cdot, -\alpha)), \]
which implies that if \( |\alpha| > R \) then \((u(\cdot, \alpha), v(\cdot, \alpha))\) is a solution of (2.2), (2.3) with \( \lambda = 0 \) if \( \tau(|\alpha|) \in S \). So, if we consider the continuous function \( \phi : \mathbb{R} \to \mathbb{R}, \phi(t) = u(\tau, t) \) then, if \( \alpha > R \) such that \( \tau(\alpha) \notin S \), it follows that the degrees \( d_B[I - \mathcal{U}, G_{\alpha}, 0], d_B[\phi, -\alpha, \alpha[0, 0] \) are well defined. Moreover, we have the following result.

**Lemma 2.11.** Let \( \alpha > R \) such that \( \tau(\alpha) \in ]\frac{\pi}{n+1}, \frac{\pi}{n} [ \) for some \( n \in \mathbb{N} \). Then
\[ d_B[I - \mathcal{U}, G_{\alpha}, 0] = d_B[\phi, -\alpha, \alpha[0, 0] = (-1)^{n+1}. \]

**Proof.** Because \( \mathcal{U} \) acts in \( \mathbb{R}^2 \), we have
\[ d_B[I - \mathcal{U}, G_{\alpha}, 0] = d_B[I - \mathcal{U}, G_{\alpha}, 0]. \]
If we denote the rectangle \([-\alpha, \alpha] \times [-\alpha, \alpha]\) by \( \mathcal{R} \) then, using the excision property of Brouwer degree it follows that
\[ d_B[I - \mathcal{U}, G_{\alpha}, 0] = d_B[I - \mathcal{R}, 0]. \]
Now, consider the homotopy
\[ h : [0, 1] \times \mathcal{R} \to \mathbb{R}^2, \quad h(\lambda, (z_1, z_2)) = (z_1, u(\tau, (\lambda z_1, z_2))). \]
Remark that \( h(1, \cdot) = \mathcal{U} - I \) and \( h(0, \cdot) = I_\mathcal{R} \times \phi \). Moreover, \( h(\lambda, (z_1, z_2)) \) is well defined if \( \tau(|\lambda|) \notin S \) for all \( \lambda \in [0, 1] \) and \( (z_1, z_2) \in \partial \mathcal{R} \). So, we can apply the invariance by homotopy property, hence
\[ d_B[I - \mathcal{R}, 0] = d_B[I_\mathcal{R} \times \phi, \mathcal{R}, 0] \]
\[ = d_B[I_\mathcal{R}, \alpha[0, 0] \]
Finally, because \( \phi \) is odd it follows that \( d_B(\phi, -\alpha, \alpha[0, 0] = \text{sgn}(\phi(\alpha)) \), and so, using (2.10), (2.11), (2.12) and the definition of \( \tau(\alpha) \) the conclusion of lemma follows.

Denote, for any subset \( A \subset [0, 1] \times X \), the section of \( A \) at \( \lambda \in [0, 1] \), by \( A_\lambda = \{ x \in X : (\lambda, x) \in A \} \) Let \( R > 1 \) be the constant from Lemma 2.6 and let \( k_0 \) be an integer such that
\[ k_0 > \sup \{ \varphi(\lambda, w) : (\lambda, w) \in \Sigma, ||w|| \leq R \} \]
and, using Lemma 2.7, consider, for any integer \( j > k_0 \), the topological degree \( d_{LS}[I - G(0, \cdot), \Gamma_j, 0] \), where \( \Gamma_j \supset \varphi^{-1}(j) \cap \Sigma \) is an open bounded subset of \( X \) for which the Leray-Schauder degree \( d_{LS} \) is defined and such that \( \Gamma_j \cap \Sigma = (\varphi^{-1}(j) \cap \Sigma) \).

**Lemma 2.12.** There exists some integer \( k > k_0 \) such that

\[
d_{LS}[I - G(0, \cdot), \Gamma_j, 0] \neq 0
\]

for all integers \( j \geq k \).

**Proof.** Using the continuity of \( \tau(\cdot) \) and Lemma 2.10 it follows that there exists some integer \( k > k_0 \) such that \( \tau^{-1}\left(\frac{x}{j}\right) \neq \emptyset \) for all integers \( j \geq k \). If \( j \geq k \), let \( \varepsilon > 0 \) such that \( \left| \frac{x}{j} - \varepsilon, \frac{x}{j} + \varepsilon \right| \subset \pi_{j+1} \setminus \pi_j \) and

\[
\Delta_j = \{(u(\cdot, \alpha), v(\cdot, \alpha)) : |\alpha| > R, \tau(|\alpha|) \in \left[ \frac{x}{j} - \varepsilon, \frac{x}{j} + \varepsilon \right]\}.
\]

The sets \( \Delta_j \) have the same proprieties as the sets \( \Gamma_j \) above. Consider

\[
\alpha_j = \max\{\alpha > R : \tau(\alpha) = \frac{x}{j} + \varepsilon\}, \quad \beta_j = \min\{\alpha > R : \tau(\alpha) = \frac{x}{j} - \varepsilon\}.
\]

Using a continuity argument given in [34, Theorem 5.1], we have that

\[
d_{LS}[I - G(0, \cdot), \Delta_j, 0] = d_{LS}[I - G(0, \cdot), \Omega_{\beta_j} \setminus \Omega_{\alpha_j}, 0].
\]

But, using Lemma 2.9, Lemma 2.11 and the additivity property of the Leray-Schauder degree, we deduce that

\[
d_{LS}[I - G(0, \cdot), \Omega_{\beta_j} \setminus \Omega_{\alpha_j}, 0] = (-1)^{j+1} - (-1)^j \neq 0.
\]

Now, the conclusion follows using the excision property of Leray-Schauder degree.

**Proof of Theorem 2.** Using Lemma 2.2, 2.5, 2.6, 2.7, 2.12 we can apply Capietto-Mawhin-Zanolin continuation theorem to deduce that for all \( j \geq k \) there exists \( w_j \in X \) such that \( \varphi(1, w_j) = j \) and \( G(1, w_j) = w_j \). The conclusion follows using Lemma 2.3.

**Example 2.13.** Using Theorem 2.1, we deduce that the boundary value problem

\[
u' = -[(u - t)^2 + (v - \sin t)^2]v, \quad v' = [(u - t)^2 + (v - \sin t)^2]u, \\
u(0) = 0 = u(\pi),
\]

has infinitely many topologically distinct solutions.
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