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Avant-propos et remerciements

Le texte que vous avez sous les yeux est sans doute le plus important de tout cet
ouvrage, tant ce travail de thèse aurait été impossible sansle soutien de nombreux
proches et amis, sans d’importantes rencontres et fructueuses amitiés approfondies ou
renouvelées.

Ce travail fut au départ un cheminement individuel avec à sonorigine une intuition,
un désir de prendre une certaine orientation dans un domainedont j’ignorais tout.
Aucune certitude, mais la conviction de vouloir suivre une voie personnelle au risque
de l’impasse. Au fur et à mesure des questions soulevées, lesproblèmes rencontrés
se firent plus précis et plus incisifs. Pendant six ans, je rencontrais à chaque étape
du raisonnement et de l’élaboration de cette théorie une nouvelle difficulté, toujours
inattendue, et requérant à chaque fois plusieurs mois de travail pour la surmonter.
C’est dans ces moments que la nécessité du compagnonnage avec mon promoteur
François Dupret se fit sentir: les plus beaux moments de cetterecherche furent alors
ces réflexions à deux, ces débats souvent à une heure avancée de la soirée, des calculs,
beaucoup de calculs chacun son tour sur le grand tableau blanc. Eté, hiver, jour et
nuit, week-end parfois: six cycles de saisons complets se déroulèrent ainsi. En fait,
une grande ressource d’énergie et d’enthousiasme provenait de notre décalage presque
systématique à propos des découragements de l’un ou de l’autre.

En écrivant cete thèse, presque pour chaque calcul, formule, trace d’une piste ex-
plorée ou ébauche d’un calcul, j’ai souvent pu reconnaître un moment précis de ma vie
qui elle aussi, comme cette recherche, absorbait corps et âme en laissant ses marques.
De longues périodes furent improductives et je tiens ici à remercier François Dupret
pour toute l’amitié et la compréhension manifestées dans ces moments. Temps, désir
et amitié se révèlent être des ingrédients indispensables pour arriver au bout d’un tel
travail.

C’est pourquoi j’y retrouve tous ceux que j’aime et tout ce que j’ai aimé. Les équa-
tions, entres elles ont leur propre langage, mais isolémentce sont des objets du monde
sensible car produites par des êtres de chair et de coeur. Etonnamment, une formule
mathématique peut toucher la sensibilité artistique. D’ailleurs l’exposé d’une théorie
à un public “profane” peut susciter bien des commentaires pertinents et fructueux. Je
tiens ici à me remémorer l’ADEM (atelier d’écriture musicale) lancé par le compo-
siteur Pierre Bartholomée convaincu de la nécessité de faire entrer en “résonnances”
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compositions musicales et sciences universitaires. Ces ateliers, que j’ai pu suivre pour
ensuite tenter pendant des années de les maintenir jusqu’à ce jour, ont été d’une im-
portance cruciale dans le développement de ma sensibilité et de mes connaissances
musicales bien sûr, mais ont aussi constitué un apport certain dans mes recherches.
En effet, la rigueur du musicien et son exigence sont très proches de celles requises
par un chercheur. Cet apprentissage à été poursuivi avec le compositeur Peter Swin-
nen, très curieux de nos recherches et très pertinent dans ses remarques. Je tiens aussi
à remercier Thierry De Smedt, Jean-Pierre Peuvion, Guy Danel, Marie-Dominique,
Tanguy, et bien entendu Bruno, mon meilleur ami, pour cette aventure et cet appren-
tissage collectifs. L’extension de l’ADEM vers le LABO# estune aventure en cours:
l’idéal poursuivi est celui d’une démarche de création collective permetttant d’affiner
les choix et les sensibilités individuelles autour de projets de composition mêlant jeu-
nes professionels et amateurs de tous bords.

Je ne saurais trop insister sur l’importance que j’accorde àl’apprentissage auprès
de “maîtres”, du compagnonnage, de la recherche en équipe. J’ai pu expérimenter cela
dans mes recherches dès mon mémoire de fin d’étude qui me conduisit en Allemagne
pour un séjour de recherches expérimentales, puis à Pise, audépartement de mathé-
matiques auprès de Giuseppe Buttazzo à qui je dois énormément. Sans me connaître
au préalable, il répondit positivement à mon souhait de travailler dans son équipe de
recherches sur des problèmes d’optimisation de forme. Durant ce séjour je réalisais
comment des sujets de recherche fascinants à vocation appliquée, étaient traités dans
des cadres mathématiques rigoureux. Mon orientation de chercheur fut vraiment déter-
minée par toute la série de séminaires suivis durant cette première année de recherche.
A partir de ce séjour, ce fut une réelle vocation de se lancer dans ce que l’on ap-
pelle aujourd’hui la “mathématique des matériaux”. Ceci eut un impact direct sur ma
recherche qui débutait alors.

Fin 2003, j’eus la belle occasion de travailler trois mois avec David Preiss à la
University College de Londres. Une recherche en Analyse Réelle sous forme de sémi-
naires le mardi après-midi où nous ne sortions pas de son petit bureau avant d’avoir
avancé sur le thème proposé. Autrement dit, nous y avons passé des heures...de temps
en temps il sortait de sa poche une petite boulette de pain ou de papier et la mâchait,
alors que nous restions affamés devant un début d’ébauche desolution esquissée sur
le petit tableau noir. Après quelques semaines, il nous fut proposé de constituer entre
nous des groupes de recherches, un Allemand, un Hongrois, deux Russes et moi avec
l’opportun conseil de d’abord “match your different versions of English”...

Grâce à tout cela, de retour en Belgique,“les affaires” reprirent de plus belle.
L’année 2004 fut très riche et commença par la plus belle rencontre d’entre toutes
puisque je rencontrais Sabine qui avait rejoint mes amis de la ferme du Biéreau.
Depuis ce jour c’est à Sabine et aux amis de “la Ferme”: Christophe, Manu et Caro-
line, Pierre, Devi, Benjamin, ..., que je dois l’essentiel des belles heures de ces trois
dernières années. L’organisation collective d’événements festifs, comme les fêtes
saisonnières, le lancement d’un cycle de concerts de musique contemporaine, la ré-
sistance et la solidarité pour tenter de conserver un art de vivre lié à l’habitat et une
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programmation indépendante représentent aujourd’hui lessouvenirs les plus enthou-
siasmants de mon engagement extra-professionnel. Commentoublier la “Grande fête
du Renon Constant” où nous rechaulâmes les murs de la Ferme contre forces de l’ordre
communales et huissiers de tous ordres venus signifier l’ennième “renom” (sic) de
notre bail. Comment oublier la “Conférence Mobile en Forme de Rose” que je conçus
avec Bruno et la complicité de certains professeurs des départements de Lettres, Com-
munication et Musicologie. Le 23 novembre 2004, l’auditoire SC10 fut réorganisé
pour accueillir 4 pétales d’une rose imaginaire: les pétales “des Cantates”, du “Théâtre
Musical”, “du docteur Faust” et “de l’Utopie“. Une centainede personnes avaient
répondu présent et avaient pris place dans le pétale de leur choix. Il leur était demandé
de chanter un fragment du ”Temps des Surprises“ en sachant que cette intervention
collective au sein du pétale provoquait une convergence vers une seule note qui dé-
clenchait alors, via un ingénieux procédé, l’évènement à suivre: des enfants avec leur
instrument, une classe du secondaire, une classe de l’IAD, un comédien et plusieurs
musiciens, ainsi que le public, intervenaient alors autourdu travail commun du com-
positeur Henri Pousseur et du poète Michel Butor, tous deux présents au sein de la
”Rose Butor-Bousseur“ qui prenait forme sous nos yeux: en réagissant aux interven-
tions, ils nous donnèrent à voir et à entendre une conférenced’un genre tout à fait
nouveau.

Si je raconte cela c’est aussi pour affirmer l’extraordinaire lieu d’expérimentation
que représente l’Université, si l’on en exploite ses ressources primordiales comme
la curiosité et l’exigence. Bien autre chose, à mon avis, quel”’usine à cerveaux de
demain“...pour servir le monde de hier?

Je tiens à présent remercier Françoise Paron, qui a été mon professeur de chinois à
l’ILV pendant 5 ans. Ce furent aussi parmis les heures les plus insolites et passionantes
de mes 6 années sur ce campus. Je fut bien vite fasciné par l’écriture chinoise, par les
idéogrammes surtout, sous leurs différentes formes, et entrepris de les introduire dans
mes processus de composition musicale car je leur trouvais un sens musical profond.
Ce travail continue de m’accompagner aujourd’hui, et je l’espère pourra rester un
compagnon de route à l’avenir.

Tout cela a été possible durant cette importante période de ma vie, venant ponctuer
une recherche dans mon domaine de thèse qui se précisait toujours davantage, alors
que les immenses efforts consentis étaient peu à peu récompensés par une clarification
progressive de notre théorie. J’ai dû beaucoup me documenter, lire des articles parfois
anciens car cette théorie est née dans les années 50 des efforts de plusieurs mathé-
maticiens et physiciens, pour disparaître vers la moitié des années 80 (sans doute par
l’absence d’outils pour s’y engager d’avantage, ce à quoi cetravail est supposé con-
tribuer) pour réémerger aujourd’hui très sporadiquement.

Cette théorie exige en effet une compréhension de domaines des mathématiques
assez ardus, tels la géométrie non-riemannienne, par exemple. En simplifiant énor-
mément, on peut donner une première vue de l’étude géométrique des dislocations
dans les mono-cristaux en la comparant à la théorie de la Gravitation telle que décrite
par Albert Einstein: des corps en mouvement qui déforment par leur masse l’espace-
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temps, visualisé comme une toile d’araignée courbée aux endroits où ces corps massifs
poursuivent leurs trajectoires. Les dislocations dans lescristaux sont des défauts con-
centrés sur des lignes consistant en des imperfections d’une structure cristalline con-
sidérée comme parfaite, c’est-à-dire sans défauts, lorsque les atomes qui la composent
sont alignés de manière régulière, périodique. Ces structures atomiques caractérisent
les cristaux, qui sont des solides déformables, mais si on observe les atomes de près,
l’essentiel de la matière solide est en réalité constituée du vide. Le fait d’observer
et d’analyser la matière à un niveau plus ou moins proche du niveau des atomes est
le sens du mot ”analyse multi-échelle“ (en particulier l’échelle dite ”mésoscopique“
est intermédiaire entre les échelles atomiques et macroscopiques). A notre échelle
(dite ”macroscopique“), les dislocations impriment une trace visible de leur présence
dans la matière, qui n’est pas nécessairement néfaste, bienau contraire. D’après notre
théorie, les dislocations sont comprises comme des défautsprovoquant courbure et tor-
sion intrinsèques, non pas de l’espace-temps, mais du cristal tel qu’observé par un ob-
servateur interne lié à la structure cristalline: c’est le sens du terme ”non-riemannien“.
Les singularités causées par leur présence sont cependant plus fortes que dans le cas
de la Gravitation, c’est pourquoi nous utilisons une approche dite ”distributionnelle“.

Au sein de l’Unité, je voudrais remercier pour leur amitié etleur soutien Adrien,
Brieux, François Bi(d)oul avec qui la cohabitation fut un vrai plaisir, Roman, Wu,
Nathalie et Vincent, Michèle bien sûr avec qui j’ai beaucoupri (notre ”cantate“ est
toujours un work in progress...), Edmond, et tous ceux qui participèrent à son bon
fonctionnement. En particulier Fabrice, qui fut un véritable compagnon de route tant
nous avons suivi les parcours de vie de l’un et l’autre depuis10 ans, avec beaucoup de
discrétion et compréhension. De temps à autre, je retrouvais sur mon bureau un livre
qu’il m’offrait, dont nous allions causer aux Halles sur le temps de midi. Si je repense
aux temps de midi, j’ ai été heureux de pouvoir compter sur Christophe, ma soeur
Valérie et Mario ces trois dernières années pour m’échapper, un temps, hors de ce
monde...D’autres belles rencontres durant ces années parmi les personnes rencontrées
à la Ferme: Mathieu Dupont, Françoise et Charles, David et Joanna, entre autres, mais
aussi certains étudiants rencontrés durant mes 6 années de TP en MMC.

Les deux dernières années de travail furent terriblement chargées: nous avons en
réalité tout développé en deux ans, que ce soit la théorie desdislocations décrite dans
la première partie de cette thèse (les trois premiers chapitres) ou le travail plus ap-
pliqué sur les défauts ponctuels décrit dans la seconde partie (le dernier chapitre). Pour
cette partie, je tiens à remercier Nathalie et Vincent, Mathias et Arnaud de la société
Femagsoft pour la collaboration fructueuse: je crois que nous avons bien développé
ce module, qui est quasi-complet à présent. Pour toutes les recherches produites du-
rant cette dernière période, je tiens tout particulièrement à remercier François Dupret
pour son soutien indispensable à la compréhension et au développement des outils, de
la physique et la mathématique en jeu, pour la rédaction du texte enfin, qu’il a eu la
générosité de relire attentivement. J’ai appris énormément avec lui, cela va sans dire,
et bien au delà des domaines scientifiques, sur le plan humainégalement. Je remercie
également les autres membres du jury, Issam Doghri, Jean-Paul Issi et Erik van der



Avant-propos et remerciements vii

Giessen, qui ont bien voulu critiquer et apporter des commentaires sur mon texte, dont
j’ai tenté de tenir compte. Je n’y suis certainement pas parvenu, et je m’en excuse: je
leur ai donné beaucoup de mal avec un premier chapitre que j’avais imaginé comme
”une boîte à outils“ permettant la lecture et la compréhension des deux chapitres suiv-
ants, mais qui fut un flop, dans un premier temps, il faut bien le dire, pour cause d’une
difficulté de ma part à conduire le lecteur de manière cohérente dans les méandres
d’une théorie ardue. J’espère que les amendements apportésà cette partie corrigeront
un tant soit peu le mauvais tir de départ.

Avant de terminer cette section, je tiens tout particulièrement à remercier mes pa-
rents et mes deux soeurs, Valérie et Laurence, qui m’ont beaucoup soutenu pendant
ces années. Je ne pourrai jamais assez remercier Sabine poursa compréhension et
son soutien lorsque je rentrais à la maison après ces dures journées de travail, surtout
vers fin. Ces marques furent indispensables à la réalisationde ce travail. Je leur dois
beaucoup.

J’ai envie de dédier cette thèse à Mamy et Bon-Papa, mes grands-parents, en les re-
merciant de pouvoir partager tant de choses avec eux, hier comme aujourd’hui, et à
Papy, qui n’est plus là mais avec qui je maintiens de très chers souvenirs.
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The ever-shrinking size of the microelectronic devices of our modern era imposes chal-
lenging restrictions on the quality of the silicon substrate used in the manufacturing of
these devices (Kulkarni et al, 2004). It is known that most ofthe semiconductor single
crystals including silicon, germanium, gallium arsenide,and indium phosphide crys-
tals are grown by the Czochralski (CZ) method and some of its variants whose major
problem is the formation of crystallographic imperfections resulting from large tem-
perature gradients in the growing crystal. These gradientsmay cause the generation
of thermal stresses and dislocations, while excess point-defects aggregate in various
types of crystallographic defects during the crystal cooling period and the subsequent
integrated circuit (IC) device processing (Wijaranakula,1993). Various types of de-
fects which are not related to ingot growth, but generated during wafer manufacturing,
are also observed on and in silicon wafers, eg, damage due to mechanical processing,
particles on the surface or dislocations originated by stress above the yield stress dur-
ing thermal wafer treatment. Real crystals, as opposed to ideal crystals1, incorporate a
finite number of types of imperfections, such as impurities,self-interstitials, vacancies,
grown-in microdefects and dislocations. These structuralimperfections can be cate-
gorized according to their dimensional extension into point, line, surface and volume
type defects. The different structural defects are summarised below and illustrated for
silicon (Dornberger, 1998):

Point-defects. The class of point-defects comprises the mono-atomic defects. Point-
defects are the fundamental building blocks for grown-in defects in silicon crys-
tals. Self-interstitials and vacancies are intrinsic point-defects. Foreign atoms
such as oxygen, boron, phosphorus, carbon and metal atoms are extrinsic point-
defects. Some point-defects occupy interstitial sites, egoxygen, while other
defects are incorporated substitutionally, such as boron or carbon.

Line defects. Typical line defects are dislocations. Once generated during the growth
of a silicon crystal, they can multiply instantaneously andgenerate networks of
dislocations, that render the material unusable for devicemanufacturing.

Surface defects.Typical surface defects in crystals are grain boundaries, twin bound-
aries and stacking-faults. Interstitial type defects, such as extrinsic stacking
fault, are formed in wafers by agglomeration of self-interstitials during heat
treatments. Stacking faults consist of an additional double {111} lattice plane
and are bordered by Frank-type partial dislocations.

Volume defects.Volume defects in silicon crystals are observed as polyhedral voids
or precipitates of impurity atoms. Precipitating oxygen generates octahedral
defects in CZ silicon crystals.

1An ideal crystal is a perfectly symmetric and periodic arrangement of lattice atoms, whose elementary
cell defines the geometrical configuration of the lattice elements and builds the basis of the crystal.
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Figure 1: Crystal defects: a) impurity interstitial, b) dislocation, c) self-interstitial, d)
cluster of impurity atoms, e) extrinsic dislocation loop, f) small substitutional impurity,
g) vacancy, h) intrinsic dislocation loop, i) large substitutional impurity; from Föll and
Kolbesen (1976).

Surface and volume defects, together with dislocations, are also termed “microde-
fects”. The most common microdefects in Czochralski silicon, are voids and disloca-
tions loops, formed by the agglomeration of point-defects such as “vacancies” (formed
by a missing silicon atom from the lattice) and “interstitials” (which are silicon atoms
not bonded with the atoms forming the lattice). V. Voronkov (1982) was the first to
describe the conditions leading to the formation of microdefects on the basis of an
interplay between the transport of point-defects from the melt/crystal interface and the
Frenkel pair reaction.

This thesis will give contributions to the fields of point- and line-defects, only. The
approach followed for the point-defects (PD) analysis is essentially relying on the
numerical simulation of “well-known” evolution equations, aiming at the solution of
effective applications in the field of industrial crystal growth. Here, simulation results
can be compared with real growth experiments, and the expectations from the growth
industry are known and possibly fulfilled. In contrast, no satisfactory macroscopic
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evolution model for dislocations in single crystals is known to us so far2. Although
huge contributions in this field for the last 5 decades, researchers still hamper on the
intrinsic difficulties of the problem, viz. the complex dislocation geometries (includ-
ing the effect of their conservation properties), the high tensorial orders of the involved
fields (defect densities of order 2 meaning constitutive laws involving 4th-order ten-
sors, etc.), letting apart the seeking of evolution laws fordefect densities as a function
of temperature, external and internal constraints, the identification of elastic and plastic
contributions with their respective constitutive laws, the setting of appropriate bound-
ary conditions, etc. Our initial aim was the creation of sucha dislocation model, in
the same spirit as for the PD model, but this objective soon appeared as non-realistic
for two reasons, to be developed in the present thesis. First, the PD model has shown
unexpected issues of phenomenological nature, in the sensethat significant discrep-
ancies (sometimes of several orders) between the physical parameters available in the
literature were reported, and this made us at the very least suspicious for the passage
to the (higher order) dislocation problem. Also, the reading of the known theories on
dislocation modelling presented (in our opinion) some weaknesses, and the answers to
these challenging problems took several years. Let us now briefly describe these two
topics, and outline the structure of the thesis.

The structural properties of as-grown silicon are controlled by the type and concentra-
tion of intrinsic point-defects incorporated into the growing crystal. An incorporation
model which is now commonly accepted, assumes the fast recombination of intrinsic
point-defects in the vicinity of the crystal/melt interface. The annihilation stage is ef-
fectively complete when the temperature is below the melting point by about 100◦[C].
After this stage, only one kind of point-defect, either vacancy or self-interstitial, re-
mains present in supersaturated concentration while the competing defect rapidly dis-
appears. There are five basic constants for the self-interstitials and the same for the
vacancies: two for the equilibrium concentration (the melting point value and the
formation energy), two for the diffusivity (the melting point value and the migration
energy) and one for the drift velocity along a temperature gradient (to account for ther-
modiffusion). The problem in its simplest and conventionally accepted version (that is,
when fast recombination of the point-defects is assumed) comprises 10 parameters. It
has been emphasised by Voronkov & Falster (2003) that none ofthem is well defined
(or well known) in the current state of knowledge. Moreover,in a simple approxi-
mation of a one-dimensional diffusion field, there is a universal critical value of the
ratio of the growth rate (V) to the axial temperature gradient (G), generally referred
to as V/G ratio, which separates the vacancy growth mode (at higher V/G) from the
interstitial growth mode (at lower V/G). Due to the radial and axial non uniformity of
G, the same crystal may contain both vacancy-type and interstitial-type regions sepa-

2Let us mention some recent progresses made in the theory of moving and interacting dislocations,
as, eg, by Kubin (1992), Schwarz (1999) and Rodney (2004). Let us also mention other approaches to
multiscale analysis, as found in Forest et al. (2001), Contiet al. (2002), Rodney et al. (2003).
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rated by a well-defined boundary, known as “OSF ring”3. The critical V/G ratio is of
fundamental importance to improve the growth of dislocation-free silicon crystals of
controlled microdefect properties. For the standard interstitial growth mode the basic
microdefects were found to be interstitial-type “dislocation loops” (Voronkov and Fal-
ster, 2002). For the standard vacancy growth mode the basic microdefects were found
to be vacancy-type “microvoids”.

In fact, dislocations can be considered as the most undesirable and resistant class of
defects for several kinds of single crystals (Maroudas & Brown, 1991; Jordan et al.,
2000). Therefore, in order to improve crystal quality, the development of a relevant
and accurate physical model represents a key issue with a view to reducing the dislo-
cation density in the crystal by acting in an appropriate wayon the temperature field
and the solid-liquid interface shape during the growth process (Van den Bogaert &
Dupret, 1997).
However the dislocation models available in the literature, such as the model of Alexan-
der & Haasen (1968, 1986), are often based on a rather crude extension of models pre-
viously developed for polycrystals (such as usual metals and ceramics). In this case,
some particular features of single crystals, such as material anisotropy or the exis-
tence of preferential glide planes, can be taken into account up to some extent, but the
fundamental physics of dislocations in single crystals cannot be captured. In fact, dis-
locations are lines that either form loops, or end at the single crystal boundary, or join
together at some locations, while each dislocation segmenthas a constant Burgers vec-
tor which exhibits additive properties at dislocation junctions. These properties play
a fundamental role in the modelling of line defects in singlecrystals and induce key
conservation laws at the macro-scale (typically defined by the crystal diameter). On
the contrary, no dislocation conservation law exists at themacro-scale for polycrystals
since dislocations can abruptly end at grain boundaries inside the medium without any
conservation law holding across these interfaces.
Aware of these principles and of the pioneer works of Volterra (1907) and Cosserat
(1909), Burgers (1939), Eshelby, Frank and Nabarro (1951, 1956), Kondo (1952),
Nye (1953), and Kröner (1980) among other authors (Bilby, 1960; Mura, 1987) con-
sider a tensorial density to model dislocations in single crystals at the macro-scale,
in order to take into account both the dislocation orientation and the associated Burg-
ers vector (cf the survey contributions of Kröner (1980, 1990) and Kleinert (1989)).
However, in these works, the relationship between macro-scale crystal properties and
the basic physics governing the atomic scale (defined by the inter-atomic distance) is
not completely justified from a mathematical viewpoint. Therefore, to well define the
concept of tensorial dislocation density, we will introduce in this thesis an additional
scale to the macro-and atomic scales, viz. the meso-scale asdefined by the average
distance between dislocations. The laws governing dislocation behaviour are modelled

3The ring-like distributed oxidation-induced stacking fault appears with a high density on wafers after
oxydation. A key reference is here Dornberger (1998).
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at the atomic scale, while the meso-scale (defined from the atomic scale by ensemble
averaging or by averaging over a representative volume (Kröner, 2001)) defines the
"dislocated continuous medium", where each dislocation isviewed as a line and the
interactions between dislocations can be modelled while the laws of linear elasticity
govern the adjacent medium.

This thesis is twofold. The main part, viz. Chapters 1-3, is devoted to establish a “dis-
tributional approach” in order to analyse the geometry of 2Dand 3D dislocations, aims
at answering to the drawbacks of the “classical theories” (which essentially rely on the
work done in the early 50ies by Eshelby, Frank, Nabarro, Kondo and Nye (1951-1956)
and the review book on differential geometry by Schouten (1954)). These approaches
are termed as “Kröner’s” and “Kleinert’s” approaches in Chapter 1, Section 1.8, where
they are reviewed and criticised. In particular, Chapter 1 is devoted to be the toolcase
for the understanding of both the motivations and the formaldevelopments of Chap-
ters 2 & 3. Chapter 2 focuses on the analysis of the 2D case, butsince all the concepts
are exposed in their full 3D generality, this chapter shouldbe considered as the key
chapter of our theoretical work on dislocations in this thesis. Chapter 3 provides an
extension (obtained in Section 3.6) of the methods developed and used in the 2D case
with a view to reaching a full generality for this “static”, otherwise termed “geomet-
ric” analysis of dislocations.
The reader aware of these classical dislocation theories, including the non-Riemannian
description of the defective crystal, can read Chapter 2 without consulting Chapter 1.
He can also skip most of Chapter 3, which mainly consists of mathematical develop-
ments without new formal concepts, but is invited to glance to the new mesoscopic for-
mulas for dislocation densities and strain incompatibility formulated in Section 3.5.1.
On the other hand, Chapter 1 is really conceived for non-experts in the field. All the
necessary concepts, of mechanical or mathematical nature,but also to some extent
of “philosophical” nature, are exposed in an attempt of combined accuracy and peda-
gogy. Moreover, in case the reader is satisfied by the contentof Chapter 1, he might
skip Chapters 2 and 3 which appear as more specialised, without missing the point of
this thesis.

The second and last part of this thesis is dedicated to the numerical simulation of point-
defects in silicon crystals. Let us emphasise that no such theory can be considered as
complete without comprising a combined model for point-defects, microdefects and
dislocations, since these latter two are sinks and sources of point-defects. In fact,
the scheme followed in Chapter 4 addresses problems which are common to both PD
and dislocation modelling, viz. the nature of the evolutionequations as a balance
between transport, diffusion and recombination, to which nucleation equation should
be added in the case of line and volume defects (see, eg, Nicola et al. (2006) for an
analysis of nucleation in the framework of discrete dislocation plasticity). This chap-
ter also includes a discussion on the PD formation and migration energies as well as
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their equilibrium concentration values. It also comprisesa discussion on the nature of
diffusion, including the combined effects of self- and thermodiffusion, the transient ef-
fects, the asymptotic analysis leading to the observation of regions where a particular
mechanism is preponderant with respect to others, and eventually the thermodynamic
analysis of the complete problem including the setting of appropriate boundary condi-
tions.
All these aspects of the PD problem were not completely clear, and Chapter 4 provides
a contribution to the field, consisting in the following steps. Section 4.1 is a review
of the evolution coupled equations between interstitials and vacancies in the case of
Si CZ growth, while Section 4.2 describes more intensively the various mechanisms
of diffusion, addressing the unclear and sensitive “thermodiffusion” issue. Section
4.3 proposes to set the problem in terms of non dimensional variables and aims at
showing that the commonly accepted 1D model is probably not satisfactory if the
sole “Damkohler number” effect is introduced. In fact, while the so-called “outer
region” is well understood, the “far-field” region is more delicate since, on the one
hand, the “freezing” of all thermo-dependent parameters should not prevent the how-
ever slow mechanisms of diffusion, nucleation etc. to progress, even very slightly
and, on the other hand, the existence of a boundary layer where information from the
lower regions is transported and which gets thinner as temperature decreases should
be included in this asymptotic analysis. Briefly, this section outlines the difficulties of
an asymptotic treatment of the exponentially decreasing and interrelated mechanisms
of point-defect evolution. Section 4.4 follows a discussion with N. Stolwijk (Lerner
& Stolwijk, 2005) who obtained, via direct measurements, values for the vacancy
equilibrium concentration in silicon, in dramatic contradiction with the commonly ac-
cepted values in the crystal growth community. This sectionaims at summarising the
various proposed values with a view to enlightening questionable aspects of the fit-
ting approach in numerical simulation, while showing the resulting lack of physical
understanding of the underlying mechanisms. Our contributions to the field from an
applied point of view are explained in Sections 4.5 and 4.7. In Section 4.5 we present
the results of time-dependent simulations of point-defects in Si crystals, identifying
regions that were not correctly treated by quasi-steady approach, while Section 4.7
aims at proposing a reconciliation between “Stolwijk values” and the classical model
by highlighting the possible role of thermodiffusion. Finally, Section 4.6.3 is a small
complement to the abundant literature on OSF ring.

As a conclusive remark, let us claim the benefit of our twofoldapproach, where the
first approach is the target of the second one. Point-defectsare indeed not separa-
ble from dislocations, neither from a conceptual physical viewpoint, nor in terms of
application to the effective calculation of defective matter. Since dislocations are in-
trinsically more complex structures because lines are of dimension 1 and codimension
2 in the 3D ambient space, and hence may exhibit complex geometries, it is natural
to spend much effort on their understanding, and to be patient for the blooming of
a complete model for their behaviour. However, PD analysis in the mean time has
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shown the milestones for such a model, and simultaneously the dangers and issues to
address for its elaboration. Much work remains to be done, probably mostly from an
experimental viewpoint, but combination of modelling and experimental approaches is
surely the best way to facilitate physical understanding. Finally, the rich nature of the
phenomena involved in defect modelling, is for sure an immense field to be explored
by mathematicians, and their contributions to the field has the advantage of being not
programmable, leading to unexpected solutions or to the proposal of new approaches.





Part II

Mesoscopic modelling of the
geometry of dislocations





Nomenclature

Acronyms

2D: two-dimensional
3D: tri-dimensional
Pf.: pseudo-function
Fp.: finite part
BV: bounded variation
LHS: left-hand side
RHS: right-hand side

Variables

t: time
x or xi : position vector
x0 or x0i : reference point
xL or xL

i : position vector on the line L
ξi : vector (maily position vector on a curve)
r,θ ,z: cylindrical coordinates
zor Z: variable of the complex plane

Fields

Classical fields of the multiscale linear Elasticity theory

Ei j : macroscopic elastic strain tensor
E ⋆

i j : mesoscopic elastic strain tensor
σi j : macroscopic stress tensor
σ⋆

i j : mesoscopic stress tensor
E ⋆: elastic energy density (compliance)
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E ◦: concentrated enery term
E ⋆◦: corrected elastic energy
ηi j : macroscopic elastic strain incompatibility tensor
η⋆

i j : mesoscopic elastic strain incompatibility tensor
ui : macroscopic displacement field
u⋆

i : mesoscopic displacement field
u⋆⋆

i : atomic displacement field
ωi : macroscopic rotation or Bravais rotation field
ω⋆

i : mesoscopic rotation field
ω⋆⋆

i : atomic rotation field

Fields introduced for the purpose of the distributional approach to dislocations

b⋆
j : mesoscopic Burgers field

βi j : macroscopic distortion (i.e. displacement gradient∂iu j ) or Bravais distortion
∂ iω⋆

j : mesoscopic Frank tensor

∂ ib⋆
j : mesoscopic Burgers tensor

∂ i∂ ju⋆
k: tensor related to second order derivatives of the mesoscopic displacement

ðiω j : macroscopic Bravais rotation gradient
ðið juk: macroscopic Bravais distortion gradient
ðiω⋆

j : mesoscopic Bravais rotation gradient
ðið ju⋆

k: mesoscopic Bravais distortion gradient

Defect densities

Θi j : macroscopic discination density
Λi j : macroscopic dislocation density
αi j : macroscopic displacement jump density
κi j : macroscopic contortion
Θ⋆

i j : mesoscopic discination density
Λ⋆

i j : mesoscopic dislocation density
α⋆

i j : mesoscopic displacement jump density
κ⋆

i j : mesoscopic contortion

Symbols

General symbols

ε,δ : small nonnegative numbers
i, j · · · and all Latin indices: indices taking their values in{1,2,3}
α,β · · · and all Greek indices: indices taking their values in{1,2}
δi j : Kronecker symbol in 3D
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δαβ : Kronecker symbol in 2D
εi jk : permutation (pseudo-)tensor (Levi-Civita symbol) in 3D
εαβ : permutation (pseudo-)tensor (Levi-Civita symbol) in 2D
ei : Cartesian base vector
er ,eθ ,ez: cylindrical base vectors

Geometrical symbols

L: dislocation line
L : set of dislocation line
sor t: arc parameter
τi : tangent vector to L
νi ,σi : other Frenet’s unit normal vectors
C: circuit or loop (a closed curve)
Cε : circuit of radius epsilon
ν̂i(x): unit vector joining the pointsx andx̂
σ̂i : tangent vector to C orCε
Ω: dislocated crystal
ΩL: dislocated crystal without the dislocation lines
Ω⋆

i : mesoscopic Frank vector
di : distance vector
dxi : tangent line element
dCi : line element multiplied by the external unit normal
dSi : area element multiplied by the external unit normal
A, B, D, E, G, U, V,φ , Sj : point or subsets
K: compact subset

Physical symbols

B⋆
i : mesoscopic Burgers vector

B⋆⋆
i : atomic Burgers vector

R0: macroscopic reference crystal
R⋆

0: mesoscopic reference crystal
R⋆⋆

0 : atomic reference crystal
R(t): macroscopic crystal at timet
R⋆(t): mesoscopic crystal at timet
R⋆⋆(t): atomic crystal at timet

Mathematical symbols

∂i : partial derivative in the smooth classical or distributional sense

∂ (s)
i : partial derivative for defect multifunctions

F: Riemann set
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µ or ν: measures
φ ,ϕ ,ψi ,ψ : test functions

F, f , f̃ , f̂ ,g,h: functions or real or complex variables
[·]: jump of a function around the dislocation L or along the circuit C
δ0: Dirac mass
δL: concentrated measure on the line L
δS: concentrated measure on the surface S

Function spaces

D(Ω) or C ∞
c (Ω): smooth functions with compact support overΩ

D ′(Ω): distribution space overΩ
Cc(Ω): continuous functions with compact support overΩ
L1(Ω,µ): Lebesgue space overΩ with respect to the measureµ
M (Ω): space Radon measures



Chapter 1

Ingredients for a multiscale
analysis of the geometry of
dislocations

1.1 Introduction

This chapter is devoted to provide a toolbox for the understanding of both the moti-
vations and the formal developments of Chapters 2 and 3. In fact, the viewpoint of
our approach is to study the geometry of dislocations at themesoscale, where linear
elasticity is assumed away from the dislocation line. Since, with this approach, a sin-
gle dislocation is viewed as a line (i.e. as a set of vanishingvolume and surface), all
the effects which do not strictly pertain to linear elasticity, and in particular the elastic
strain incompatibility, will be assumed to be concentratedalong this line. However,
in contrast with the Gravitation theory, where massive bodies are also modelled as
concentrated Dirac masses, it will be shown that the theory of line-defects in single
crystals also involves the gradient of such concentrated masses, therefore requiring a
particular treatment which is not fulfilled by classical mathematical tools. Moreover,
since in a single crystal the defect lines can sometimes formvery complex aggregates,
the multivaluedness of some fields (such as the displacementor rotation fields) is an
issue to be addressed in its full generality, with a view to provide appropriate tools for
the homogenisation of various (including fractal-like) dislocation clusters. Let us em-
phasise that this particular difficulty is not encountered if polycrystals are considered
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instead of single crystals, since the existence of internalgrains renders these effects
much less critical.

The combination of field multivaluedness outside these defect lines together with con-
centration effects along these lines is a difficult task, requiring, at least in our ap-
proach, the use of mathematical concepts which are described in the present chapter.
This chapter also aims at introducing the defects from a physical viewpoint, which, of
course, is prior to the choice of the mathematical tools. Therefore, we have decided
to organise this chapter in the form of small sections, each of them being divided in
smaller subsections where a single issue is addressed independently. These sections
alternatively address physical descriptions and the introduction of mathematical ob-
jects. Eventually, all the objects are combined together inorder to provide a clear
description of the physics of defects in single crystals.

The ingredients for a multiscale analysis of the geometry ofdislocations are addressed
as follows. In the first section the basic physics of dislocation formation is described,
while in the second section, the question of a multiscale model is raised. Then, in the
third section, the physical field multivaluedness is described in mathematical terms,
while the fundamental invariance properties of the Burgersand Frank vectors are
stated and proved. The fourth section is a complement to the two previous ones, aim-
ing at discussing the consequences of the displacement and rotation multivaluedness
in single crystals, and at proposing an appropriate basic approach for the mesoscopic
modelling of dislocations which avoids the use of a reference configuration (noting
that the latter is not required and arbitrary). This approach will be completed along
the 3 last sections of the present chapter and further detailed in all the subsequent
chapters. The next ingredient of this chapter is a collection of examples of rectilin-
ear dislocations, devoted to validate the general results.The sixth ingredient of this
chapter is an introduction to several concepts of differential geometry, which will all
be encountered in the presentation of the results of Chapters 2 and 3. Here, the reader
might not be interested in the reading all technical details, which are presented actually
for the sake of completeness. We have chosen to mention all the particular difficulties
encountered in terms of a geometric description of the defects, in order to highlight
the full complexity of the problem, and hence the need for a complete clarification of
the topic from a mathematical viewpoint. The seventh section is a discussion of pre-
vious approaches published in the literature, as compared to the approach described
in this thesis. This section must be understood as providingthe motivation for the
development of the present theory. Finally, the last section is an introduction to the
distribution theory and to other related concepts aiming ata rigorous description of
concentration mechanisms.
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1.2 Dislocations and disclinations

This section aims at describing the basic physics of dislocations and disclinations and
contains the following subsections:

• Atomic formation of dislocations

• Interaction of dislocations with point-defects

• Five families of line-defects

• A selection of dislocations and disclinations

1.2.1 Atomic formation of dislocations

The formation of a dislocation line such as an “edge” dislocation, as illustrated in
Figure 1.1, takes its origin in the removal (due to thermal activation or the supply of
external forces) not only of isolated atoms, but of a connected set A of atoms originally
located at regular lattice sites. These atoms change location inside the crystal lattice
by occupying “interstitial” sites and leaving vacancies (which are the abandoned lat-
tice sites) behind them. Atoms might also leave the crystal across its boundary or,
reversely, penetrate from the external world into the crystal, thereby perturbing its
perfect atomic order. A rearrangement of the atoms in the vicinity of A tending to
suppress the vacancies follows in any case, but unless the periodicity of the upper and
lower layers is maintained, the crystal is not anymore “perfect” in a region D surround-
ing the boundary of A, thereby forming a dislocation line, identified as D. A similar
mechanism can be associated with the formation of an additional connected layer A
of interstitial atoms whose boundary forms a dislocation line. In fact, the dislocation
line at the atomic scale cannot be determined uniquely, since the removal of several
distinct atom lines from the perfect crystal can produce an identical dislocated atomic
picture. Therefore it seems preferable to use the term dislocation “region” instead of
dislocation “location” at the atomic scale. Related to this, in Figure 1.2, it is pointed
out that given a dislocated crystal, the atoms may be considered as having moved
from a perfect lattice, but their displacement in the perturbed region is not uniquely
defined. On the contrary, the deformation field around the dislocation region may
be considered as uniquely defined. More exactly, we have a “multiple-valued” atomic
mapxi := χ⋆⋆

i (Xl ), i = 1,2,3, whereXl ∈R⋆⋆
0 denotes position in the reference body

andxi ∈R⋆⋆(t) denotes position in the actual crystal at time t. In Figs. 1.1and 1.2,
multivaluedness results from a displacement of the order ofthe interatomic distance.
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Figure 1.1: Example of a dislocation loop (“edge dislocation”). In general the dislo-
cation is a loop or an open curve ending at the crystal rim; from (Kleinert, 1989).

Let us emphasise that this general situation does not allow us, neither to uniquely de-
fine some important dynamical fields such as displacement or rotation, nor to identify
the precise location of the dislocation lines. In fact, addressing these issues will govern
the mathematical model construction at higher scales, according to the present chapter
review.

1.2.2 Interaction of dislocations with point-defects

The most common microdefects in Czochralski silicon growthare voids and disloca-
tion loops, as formed by the agglomeration of point-defects, vacancies and interstitials.
The Frenkel interstitial-vacancy recombination reaction, and the transport of point-
defects occur simultaneously (cf Chapter 4 for further details). Moreover microdefects
are submitted to the diffusion of point-defects from and to their surface according to
the nucleation theory, in such a way that a complete picture of the dislocation dynam-
ics should allow for a point-defect mass balance including diffusion, recombination,
convection and consumption by the loops. Since in the case ofsilicon growth, nucle-
ation occurs at lower temperatures, where point-defect recombination and diffusion
have been damped out, it is accepted that the region above themelt/solid interface is
concerned with “pure” point-defect dynamics as described in Chapter 4, whereas mi-
crodefect, or dislocation dynamics is rather observed in anupper region, where several
physical parameters are submitted to slow variations or completely frozen.
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Figure 1.2: Multiple definition of the atomic dislocation location and displacement
field multivaluedness; from (Kleinert, 1989).

More precisely, it has been mentioned in the Introduction that the magnitude of the
V/G ratio just above the solidification interface, where V isthe pulling rate and G,
the thermal gradient, determines whether interstitial or vacancies will be the surviving
point-defect species in the “far field” region. In fact at this stage the other species has
been almost completely consumed, and hence, a microdefect of interstitial or vacancy
type will be formed1. Let us go back to Figure 1.1, and to the atomic formation of the
associated edge dislocation. It has been explained how a void could be reduced to a
dislocation loop by atomic movements. Moreover, the displacement or enlargement of
such a loop occurs together with the creation or consumptionof vacancies (or intersti-
tials) along its edge part in the Burgers vector direction, and it results that dislocation
dynamics is intrinsically related to point-defect evolution and should be associated to
appropriate conservation laws. Finally, let us mention that, in actual crystals, it should
be taken into account that extrinsic point-defects, such asoxygen, can segregate at a
dislocation core, leading sometimes to its immobilisation(Senkader et al., 2000).
Since a proper analysis of all these interrelated phenomenarepresents a very complex
task, it is beyond the scope of this thesis to describe these interactions and to analyse
the complete set of conservation laws for multisized defects. However, although the
approach followed to describe dislocations is here purely static, it should be kept in
mind that only a coupled description of point-and line-defect evolution could provide
a complete picture of the dislocation behaviour, and hence at every occasion it will
be stressed that from both formal and computational viewpoints, these two classes of

1Interstitial microdefects have been identified by various studies and termed A-clusters and B-clusters, or
A-swirl and B-swirl defects, as associated with interstitial-related dislocation loops and globular structures,
respectively. The vacancy agglomerates, or voids, are termed D-clusters (Kulkarni and Falster, 2003).
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Figure 1.3: Screw dislocation; from Kleinert(1989).

defects are per se inseparable.

1.2.3 Five families of line-defects

In the above description of the atomic formation of a dislocation, one immediately
distinguishes two classes of defects. If the lattice displacement is perpendicular to line
D, the line is known as anedge dislocation(this was the case in the above Figures). If
otherwise the lattice displacement is parallel to D, the line is called ascrew dislocation
as depicted in Figure 1.3. Let us however here cite H. Kleinert (1989). “Another type
of defect calleddisclinationsis capable of destroying the global rotational order while
mainting it locally. To describe the formation of awedge disclinationas depicted in
Figure 1.4(a), take a regular crystal in the form of a cheese and remove a section sub-
tending an angleΩ. The free surfaces can be forced together. For largeΩ this requires
considerable energy. Still, if the atomic layers on the freesurfaces match together
perfectly, the crystal can re-establish locally its periodic structure. We can imagine
also the opposite procedure.We may cut the crystal, force the lips open byΩ and in-
sert new undistorted crystalline matter to match the atoms in the free surfaces. These
are wedge disclinations of negative angle. As for the dislocations case, if the vector
Ω, instead of pointing in the direction of the line, now pointsorthogonal to D, two
other types of defects appear, namely thesplayand twist disclinations”, as depicted
in Figure 1.4(b). The edge and screw dislocations, and the wedge disclination can be
computed as rectilinear defects in planar elasticity, while the two other disclinations
are fully 3D defects. These three 2D examples will be computed in Section 1.6 and
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(a) (b)

Figure 1.4: (a) Wedge disclination;(b) Splay (top) and twist (bottom) disclinations;
from Kleinert (1989).

will allow us to validate our theory in the three first Chapters.

1.2.4 A selection of dislocations and disclinations

Figures 1.5-1.8 are chosen to show a variety of dislocationsin single crystals. Whereas
Figure1.5 clearly illustrates the geometry of dislocationlines, which either form loops
or end at the crystal rim, Figure 1.6 shows an array of rectilinear dislocations in silicon-
germanium layers – which are crystals of interest in our work(cf Chapter 4 for a
point-defect analysis). Figure 1.7 shows a collection of dislocations in gallium ar-
senide, which can be considered (together with indium phosphide dislocations) as a
particularly resistant class of defects and Figure 1.8 shows a typical network of dislo-
cations, with interactions, branching points and cluster regions. Let us point out that
it is typical of single crystals to exhibit dislocations which can freely evolve while
forming complex geometrical structures (cf Section 3.6.3).

1.3 The multiscale problem

The present work focuses on the mesoscale modelling of line-defects, but one should
keep in mind that our ultimate objective is the obtention of homogenised defect den-
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Figure 1.5: Dislocations in nickel
observed by TEM. “The Trans-
mission Electron Microscope
is a powerful tool for materials
science. A high energy beam of
electrons is shone through a very
thin sample, and the interactions
between the electrons and the
atoms can be used to observe fea-
tures such as the crystal structure
and features in the structure like
dislocations and grain bound-
aries.”

Figure 1.6: IBIC images of dislocations
in relaxed silicon-germanium layers: “Ion
Beam Induced Charge analysis of devices
provides a unique method of studying fully
functioning circuits beneath their thick
surface layers without the need to remove
any surface layers prior to analysis. This is
due to the high penetrating power and low
lateral scattering of the focused MeV ion
beam used for analysis” (cf Dr. M. Breese,
Univ. of Surrey).

Figure 1.7: As precipitates deco-
rating dislocations in a GaAs sam-
ple (from SEMILAB). Figure 1.8: Dislocations in aluminum.
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sities and the associated laws at the macro-scale. Moreover, it should also be recalled
that some aspects of the fundamental physics of dislocations can only be handled at
the atomic scale. Therefore, this section will briefly introduce these 3 scales of matter
description and the relations between them. In particular,we will discuss the Burg-
ers and Frank vectors, which are the basic defect propertiesassociated to line-defects.
This section contains the following subsections:

• The 3 scales of matter description

• Burgers and Frank vectors and tensors

– Burgers circuit size

– Dislocations and disclinations at the meso-scale

• Atomic scale analysis: crystalline lattice

• Meso-scale analysis: dislocated continuous medium

• Macro-scale analysis: continuous medium

• Defect densities

1.3.1 The 3 scales of matter description

To address the modelling of single crystals with line-defects, the various scales rele-
vant for matter description and their interrelations are here briefly reviewed.

• At the atomic scale (generally indicated in the sequel by a double⋆⋆) the char-
acteristic length is the interatomic distance. At timet, the body is referred to as
R⋆⋆(t) and the reference body is a perfect latticeR⋆⋆

0 .

• At the meso-scale (indicated in the sequel by a single⋆) the characteristic length
is the average distance between two neighbour dislocation lines. At timet, the
body is referred to asR⋆(t), to be interpreted as a random sample corresponding
to a given growth experiment. The reference bodyR⋆

0 is a perfect crystal, i.e. a
body without dislocations or disclinations.

• At the macro-scale (indicated without stars) the characteristic length is the di-
ameter of the crystal and the bodyR(t) has a physical meaning related toR⋆(t)
andR⋆⋆(t) in terms of ensemble average; the reference bodyR0 can be, or not,
a perfect crystal. The difficulty of selecting this reference configuration will be
discussed at a later stage.
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1.3.2 Burgers and Frank vectors and tensors

According to the above classification, the Burgers and Frankvectors associated with a
line-defect can be defined at every scale:

• Theatomic Burgers vectoris, in the absence of disclinations, equal to the lattice
displacement created by the dislocation. More exactly, it is equal to the closure
failure in the reference configuration of the image of a closed loop enclosing
once the dislocation in the actual crystal, that is, is defined as

B⋆⋆
i (C) = ∑

closed loop

∆di(xn) (1.3.1)

where∆di(xn) denote the increments of the displacement vector betweenR⋆⋆
0

andR⋆⋆ along the closed loop C. Figure 1.9 shows how a closed circuitin the
actual crystal is deformed into an open circuit in the reference configuration,
while preserving the number of atomic steps (contrarily to the curve length)
along this circuit in the presence of an edge dislocation. Onthe other hand, the

Figure 1.9: Atomic reference (left) and dislocated (right)crystal configurations for an
edge dislocation. The Burgers circuit and vector are definedby atomic step counting;
from Kleinert(1989).

atomic Frank vectoris the total rotation experienced by a vector field parallelly
transported (that is, transported while keeping a fixed angle with respect to the
lattice lines) along a circuit enclosing the disclination line (which is also a dis-
location since the deformation of a closed loop from actual to reference crystal
will be an open curve if the number of atomic steps is preserved). Figure 1.10
illustrates the case of a wedge disclination.
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(a) Circuit C encircling the discli-
nation inR(t).

(b) Rotation by -90◦ of a vector
parallelly transported along C (the
circuit starting and ending point is
designated by a dot).

Figure 1.10: Atomic scale observation of a crystal with a wedge disclination; from
Kleinert (1989).

• Considering now the mesoscopic scale (the “dislocated continuous medium”),
themesoscopic Frank vectoralong a circuit (i.e. a closed loop C in the actual
crystalR⋆(t)) encircling once a dislination is defined as follows:

Ω⋆
k := [ω⋆

k ](C) =

∫

C
∂ mω⋆

k dξm, (1.3.2)

where theFrank tensoris introduced as

∂ mω⋆
k (x) := εkpn∂pE

⋆
mn(x). (1.3.3)

while E ⋆
mn denotes the (assumed) linear strain,εkpn stands for the permutation

symbol and∂p for the gradient operator, while[ω⋆
k ](C) is the jump over C of

the multivalued linear rotation vectorω⋆
k . The classical summation convention

of Einstein over repeated indices is used.
The symbol∂ m is here introduced and it should be emphasised that, for reasons
that will become clear at a later stage, it does not indicate atrue derivative. In
fact, ∂ mω⋆

k simply represents a 2nd order tensor defined from the linear strain
by Eq. (1.3.3) and related to the gradient of the multivaluedfield ω⋆

k .
Similarly, themesoscopic Burgers vectoralong a circuit encircling once a dis-
location is defined from the knowledge of the linear strainE ⋆

i j and a reference
pointx0 as follows:

B⋆
i (C;x0) := [u⋆

i ](x;C;x0)− εilm[ω⋆
l ](C)(xm−x0m) =

∫

C
∂ l b

⋆
i dξl , (1.3.4)

where theBurgers tensoris introduced as

∂ l b
⋆
i (x;x0) := E

⋆
il (x)+ εipq(xp−x0p)∂ l ω⋆

q(x), (1.3.5)
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with the same remark as before concerning symbol∂ l .
Expressing the Burgers vector in terms of the strain, instead of the displace-
ment gradient, is here of fundamental importance (such as for the Frank vector).
Indeed, contrarily to the linear rotation and displacementfields, the strain is
single-valued and hence can be homogenised to provide at themacro-scale the
so-calledelastic strain. The precise justification and detailed computation of
Eqs. (1.3.2)-(1.3.5) is given in Section 1.5, while its mainapplication to the
validation of Weingarten’s theorems is given in Section 1.4.4.
From Stokes theorem and strain incompatibility outside thedefect lines, i.e.
from the relation

ε jlm∂l ∂l ω⋆
k = ε jlm∂l εkpn∂pE

⋆
nm = 0 (1.3.6)

away from L, it turns out that the mesoscopic Burgers and Frank tensors are
equal for any pair of curves C and C’ which are continuously deformable into
each other. This is the well-known Weingarten’s theorem, which states that the
Frank and Burgers vectors are invariant vectors attached toa given defect line L
(cf Section 1.4.4).

• Finally, at the macroscopic level, themacroscopic Burgers and Frank vectors
associated to any surface S ofR(t) are in turn defined from the dislocation and
disclination densities over S:

Ωk(S) :=
∫

S
ΘikdSi , (1.3.7)

Bk(S) :=
∫

S
ΛikdSi, (1.3.8)

whereΛik and Θik stand for the dislocation and disclination density tensors,
respectively, to be defined at a later stage (cf Section 1.3.6).

Burgers circuit size

Since the macro-scale Burgers/Frank circuit (or surface) diameter is much larger than
the mesoscopic average distance between the defect lines, the macroscopic densities
only provide information on the average defect densities. In particular these densities
only provide the excess of defects of a given sign over the other sign defects in the
selected region, whereas the crystal microstructure strongly depends on the positively
and negatively oriented defects; for example the resultingBurgers vector turns out
to be zero if an equal number of dislocations of both signs arepresent in a given
region, even it this number is very high2. Moreover, experience shows that often the

2A prominent example is tension, where for reasons of symmetry equal numbers of positive and negative
dislocations are produced, so thatBi(C) = 0 for each C (Kröner, 2001).
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material state can change in spite of the absence of a non-zero macroscopic dislocation
density, while in some other cases (such as bending and torsion), excess dislocations
of a given sign are produced, but their number is usually so small that the resulting
change of state is much lower than that resulting from the simultaneously produced
dislocations of both signs (Kröner, 2001). In fact, this indicates that the second-order
defect densities (introduced in Section 1.3.6) are not sufficient to completely describe
the matter behaviour in such cases and that higher-order tensors should be considered
in addition.

Dislocations and disclinations at the meso-scale

The Frank vector of a defect line L is the invariant jumpΩ⋆
k := [ω⋆

k ], while for a given
reference pointx0 its Burgers vector is the invariantB⋆

k := [u⋆
k](x)−εklmΩ⋆

l (xm−x0m).
A defect line with non-vanishing Frank vector is called a disclination, while a defect
line with non-vanishing Burgers vector is called a dislocation. Clearly a disclination
should always be considered as a dislocation by an appropriate choice ofx0 while the
reverse statement is false sinceΩ⋆

k might vanish. This is why, in the present work, the
word “dislocation” means in the general sense a dislocationand/or a disclination. A
pure dislocation is a dislocation with vanishing Frank vector. Moreover, let us remark
that a purely rotational defect (i.e. such that[ω⋆

k ] 6= 0 while [u⋆
k] vanishes) does not

truly exist, by the invariance of the Burgers vector which shows that an appropriate
selection of the reference pointx0 can always provide a non-vanishingB⋆

k if Ω⋆
k 6= 0.

This can be observed on Figure 1.10 where the perfect latticedimensions have been
modified by the presence of a disclination.

1.3.3 Atomic scale analysis: crystalline lattice

Given a dislocation in the general sense, the atomic arrangementR⋆⋆(t) differs from
the reference latticeR⋆⋆

0 , and in addition the atom displacements fromR⋆⋆
0 to R⋆⋆(t)

are not uniquely defined (Kleinert, 1989). More exactly, a discretemultivalued(cf Sec-
tion 1.4 for details) mappingxi := χ⋆⋆

i (Xl ), i = 1,2 or 3 applying the reference atom
positions onto the actual atom positions, is defined withXl ∈R⋆⋆

0 andxi ∈R⋆⋆(t).
In general, to understand the meaning of the mappingχ⋆⋆

i , it should be first recalled
that the dislocation position cannot be determined precisely at the atomic level since
several dislocation locations in the actual crystal can be associated with the same pic-
ture of the atom positions (in fact the defect should be understood as located inside a
nanoscopic lattice region). Moreover, as already explained, there is no way to uniquely
define the displacement field at the atomic scale. Indeed any atom ofR⋆⋆

0 can in princi-
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ple be selected to define the displacement of a given atom ofR⋆⋆(t) which is therefore
a multivalued discrete mapping. In fact, the atom locationsare unchanged in the left
and right parts of Figure 1.2, both inR⋆⋆

0 andR⋆⋆(t), while the displacement defini-
tion and hence the dislocation line location are differently defined (the distinct atomic
planes S or S’, pictured on Figure 1.2, are filled with vacancies and the dislocation is
at the boundary of this set of vacancies).

1.3.4 Meso-scale analysis: dislocated continuous medium

This scale is the one on which Chapters 2 and 3 of this work mainly focus, in the
framework of linear elasticity. Let us here describe some general and basic field prop-
erties at the meso-scale level.

• Outside the defect line L,displacement fieldis amultivalued function(cf Section
1.4) such that for any pointXl ∈R⋆

0 (the perfect crystal) one has

u⋆
i (Xl ) = xi−Xi, with xi := χ⋆

i (Xl ),

and whereχ⋆
i (Xl ) is a multivalued mapping fromR⋆

0 to R⋆(t). Displacement
multivaluedness represents an important difficulty to address at the meso-scale
in dislocation modelling. As opposed to multiple-valued fields, single-valued
fields will also be called uniform.

• The linear strainwill be denoted byE ⋆
i j . In general, the Lagrange deformation

tensor is given by

E
⋆
i j :=

1
2
(∂ j u

⋆
i + ∂iu

⋆
j + ∂ ju

⋆
m∂iu

⋆
m), with ∂ ju

⋆
i :=

∂u⋆
i

∂Xj
.

In the sequel, linear elasticity will be assumed and hence the nonlinear terms
are not taken into account at the meso-scale. This fundamental hypothesis relies
on the assumption3 that all nonlinear deformation effects take place around the
dislocation in an atomic scale region whose diameter is small compared to the
meso-scale characteristic distance between the dislocations. Therefore, using a
singular perturbation asymptotic treatment, the nonlinear effects become con-
centrated inside the defect line at the meso-scale and hencethe strain can be
assumed to be the single-valued linear symmetric tensor given by

E
⋆
i j :=

1
2
(∂ ju

⋆
i + ∂iu

⋆
j ) (1.3.9)

3In practise this assumption is certainly valid in single crystal growth.
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outside the defect line and arbitrarily set to 0 on the defectline (noting that
concentrated deformation effects inside this line do not play any role in dis-
placement integration at the meso-scale).

• Outside the defect line L, theinfinitesimal rotation tensoris a possibly multiple-
valued field given byω⋆

i j := 1
2(∂ ju⋆

i − ∂iu⋆
j ) with the associated rotation vector

given by

ω⋆
k =−

1
2

εi jkω⋆
i j =

1
2

εi jk∂ ju
⋆
i

and the identityω⋆
i j = −εi jkω⋆

k . The Frank and Burgers vectorsΩ⋆
k and B⋆

i
associated with a defect line are commonly defined as functions of the jumps of
ω⋆

k andu⋆
i around this line. From Weingarten’s theorems (cf Chapter 2 Section

2.2.2 or Kleinert (1989)), these vectors are shown as invariants of the defect
line (Eqs. (1.3.2) & (1.3.4)). In general at the meso-scale adislocation or a
disclination is a defect line (i.e. a singular line for the strain) to which non-
vanishing Burgers and/or Frank vectors are attached.

• The mesoscopic strain is said to becompatibleon a region U if theincompati-
bility tensoras defined by

η⋆
lk := εlmnεkpq∂m∂pE

⋆
qn (1.3.10)

vanishes on U. The dislocated crystal cannot be globally described by a com-
patible deformation field derived from a single-valued displacement field and
hence the incompatibility tensor is concentrated in the defect lines.
This work is devoted to provide a clarification of the relation between meso-
scopic incompatibility and defect densities.

1.3.5 Macro-scale analysis: continuous medium

At this level, a pointxi of the actual bodyR(t), with xi = χi(Xl ), Xl ∈ R0, will be
called a material point – to be understood as a certain representative volume of matter
of mesoscopic size located around pointxi .
In order to define macroscopic concepts such as temperature or stress, one needs to
give a meaning to the temperature and stress at any point. Therigorous definition is
obtained from an ergodicity argument and hence, at the macroscopic level, the fields
on R(t) are defined as “ensemble averages” of the fields defined onR⋆(t) (see Sec-
tion 1.3.6 for a short review of this issue). By this operation these fields are smoothed,
which means that concentration effects at the meso-scale level along the defect lines
are erased. To this end, a weak limiting procedure (or homogenisation) is needed in
order to define the dislocation and disclination densitiesΛi j andΘi j at the macro-scale
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level from the knowledge of the meso-scale fieldsΛ⋆
i j andΘ⋆

i j .
To justify that homogenisation of mesocopic concentrated terms results in continuous
macroscopic counterparts of these terms, the following 1D analogy can be made. Con-
sider the continuous functiong(x) on the interval(a,b)⊂R discretised byn pointsx(k)

and define the distribution

g(n)(x) =
n

∑
k=0

δ (x−x(k))g(x(k))∆(n)x(k),

with ∆(n)x(k) representing the lengths of small intervals covering(a,b) and which tend
to 0 asn→∞, whileδ (x−x(k)) is the shifted Dirac measure. Then, for any appropriate
test functionsψ , one finds that

lim
n→∞

< g(n),ψ >= lim
n→∞

n

∑
k=0

ψ(x(k))g(n)(x(k))∆(n)x(k) =:
∫ b

a
g(x)ψ(x)dx,

and hence the atomic measuresg(n) weakly converge to the continuous functiong.
In this context, the macroscopic reference bodyR0 is basically arbitrary and can, or
not, be a perfect crystal. Indeed, at the macro-scale, the displacementui must be a
single-valued function, whereas the displacement fieldu⋆

i is multivalued at the meso-
scale (cf Section 1.4.2). Consequently the ensemble averaging procedure is forbidden
for multivalued fields such asu⋆

i and henceui is not the ensemble average ofu⋆
i . It

should also be observed that removing the field multivaluedness by performing appro-
priate cuts is of no use here, since by derivation these cuts introduce arbitrary distri-
butional contributions without physical meaning. In general, it is important to make it
clear that the only fields which can be obtained at the macro-scale by ensemble aver-
aging from the meso-scale are the so-called extensive fieldsassociated with additive
physical properties (such as specific mass, stress, specificinternal energy... and the
dislocation and disclination densities).

1.3.6 Defect densities.

• At the meso-scale, the dislocation line L has an arbitrary orientation, while the
Frank and Burgers circuits are always defined in the sequel inorder to encircle
L in the right-handed sense, in such a way that choosing the opposite direction
for the line orientation will let the Burgers and Frank vectors change sign. How-
ever the productsB⋆

j τi andΩ⋆
j τi , whereτ j is the tangent vector to L, will keep

the same sign. Since this quantity simultaneously accountsfor the defect orien-
tation and the resulting local crystal structure modification with respect to the
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reference perfect crystal, the following geometric tensors are introduced:

DISCLINATION DENSITY: Θ⋆
i j := Ω⋆

j δiL

DISLOCATION DENSITY: Λ⋆
i j := B⋆

j δiL

DISPLACEMENT JUMP DENSITY: α⋆
i j := Λ⋆

i j + ε jlmΘ⋆
il (xm−x0m)

CONTORTION: κ⋆
i j := α⋆

i j −
1
2

α⋆
mmδi j ,

wherex0m is a reference point for rotation and displacement integration. Here,
symbolδiL is used to represent the concentrated vectorial measure density on
the defect region L (in case of an isolated regular defect line it will be equal to
τiδL, whereδL is the “line-Delta measure”, cf Section 1.10.2).
Notice that not only the Burger and Frank vectors do not depend on the position
x on L (by Weingarten’s theorem, cf Section 1.4.4) but also in practice the num-
ber of Burgers and Frank vector types is finite, often small, all being however
connected to the lattice structure (Kröner, 2001). The disclination and dislo-
cation density tensorsΘ⋆

i j and Λ⋆
i j are measure densities related to the strain

incompatibility η⋆
i j as it will be shown later. Therefore, the tensorsΛ⋆

i j and
Θ⋆

i j are basic physical tools to model defect density at the meso-scale while
η⋆

i j plays a key role to understand their behaviour. The displacement jump den-
sity and mesoscopic “contortion” (otherwise termed lattice curvature, cf Section
1.7.3) tensorsα⋆

i j andκ⋆
i j are combinations of these basic density tensors, with

α⋆
i j = Λ⋆

i j when the disclination density tensor vanishes. Measuring the densi-
tiesΘ⋆

i j andΛ⋆
i j can be performed at every spatial pointx of the actual crystal,

by scrutating the presence of a defect line atx, its orientation and the type and
length of the associated Burgers and Frank vectors. This should provide the
exact internal mechanical state of the crystal.

• At the macro-scale defect densities are introduced byhomogenisationof their
mesoscopic counterparts. In other words, we do not observe asingle speci-
men (as in the mesoscopic approach) but study the behaviour of an ensemble
consisting of several repetitions of the real (mesoscopic)system. To obtain a
manageable statistical theory it is necessary to assume thevalidity of an ergodic
hypothesis, which in our case of a static (geometric) approach, states that the
volume averageof a random function (as performed on a so-called “representa-
tive volume”) equals theensemble averageof the same function (Kröner, 2001),
that is, in the case of defect densities:

Θi j :=
1

∆V

∫

∆V
Θ⋆

i j dV
︸ ︷︷ ︸

volume average

=
︸︷︷︸

ergodicity

lim
N→∞∑

N
Θ⋆

i j

︸ ︷︷ ︸

ensemble average

Λi j :=
1

∆V

∫

∆V
Λ⋆

i j dV = lim
N→∞∑

N

Λ⋆
i j .
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Here ∆V is the representative, or macroscopic, volume element which is in-
finitesimal at the macro-scale, but very large at the mesoscale, while N is the
number of members of the statistical ensemble on which the test measurements
are performed (Kröner, 2001).

1.4 Mesoscopic field multivaluedness

This technical section introduces the concept of multivalued functions in precise math-
ematical terms and allows us to correctly introduce the multivalued displacement and
rotation fields. Its main results, termed as Weingarten’s theorems, show the rotation
and displacement jumps as obeying to invariance propertieson the associated defect
line.

The present section contains the following subsections:

• Basic properties of multivalued functions

• The space of defect multifunctions

• Single-valued strain and multivalued rotation and displacement fields

• Weingarten’s theorems and strain multivalued decomposition

• Geometry of the dislocation lines

1.4.1 Basic properties of multivalued functions

Let us here start by introducing the meaning of some mathematical concepts. A “func-
tion”

f : Ω→R
N

is referred to as a “multifunction” if the image setf (x) for x∈ Ω contains more than
one element ofRN. Let us already point out that the space ofmultiple-valuedfunctions
cannot be considered as a vector space.
In the presence of a cut surfaceS⊂ Ω passing by the defect line L, a multifunctionf
could sometimes be written as

f (x;C) = f (S)(x)+K[ f ](x),
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whereK ∈ Z, [ f ](x) is the jump of the function atx due to the presence of the line L,
and wheref (S)(x) denotes a simple function related to the arbitrary choice ofS.
However, it is precisely one of the key aspects of this work toavoid any kind of ar-
bitrary introduction of a cut surface without precise justification, since this procedure
appears in general as an artificial trick and does not really bring a tractable way to
handle multifunctions. In particular, no homogenisation to the macroscale is possible
when such cut surfaces are used. On the other hand, we will show that the multival-
uedness of the elastic displacement and rotation fields can be taken into account in a
rigourous manner. To this end, a general notion of multiple-valued functions is given
below in the case of line-defects in linear elasticity.

Exact definition of a multivalued function. In the sequel, symbolΩ will denote the
entire crystal, whereasΩL will denote the crystal without its dislocation lines.
A multivalued function

f : ΩL ⊂ R
N→R

N

consists of a set F with a topological structure (usually called Riemann set or
Riemann foliation) and with two maps

f̂ : F →ΩL and f̃ : F →RN

such that

• f̂ is a surjective map

• for everyφ ∈ F , there is a neighbourhood V ofφ s.t.

– f̂ (V) is a neighb. off̂ (φ)

– the restrictionf̂|r of f̂ s.t. f̂|r : V → f̂ (V) is an homeomorphism (i.e.
one-to-one, continuous, and with a continuous reciprocal).

This definition can be summarised by the following scheme:

ΩL← F → R
N,

where only the introduction of a cut surface can bring out theclassical represen-
tation of f as a single-valued function associated with the schemeΩL ⇆ F →
RN.

Example. To understand the multivaluedness of the position vectorxi = χ⋆
i (Xl ), let

us observe the analogy betweenχ⋆
i and the multivalued function of a complex

variablez= f (Z) = logZ = logR+ iΘ whereZ = ReiΘ. The set of image points
of Z = 1 is {2kπ i,k ∈ Z} and the difference between two elements of this set
is an entire multiple of the jump[z] = 2π i. It is possible however to makef
single-valued by cutting the complexZ-plane for instance along the positive
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real half-axis. Hence,Z = 1 does no more belong to the domain of the single-
valued functionf but can be approached by lettingΘ→ 0+ or Θ→ 2π− with
R= 1.

A selection of multivalued functions. Figure 1.11 pictures a multivalued function
with two branches. Note that the notion of branch only appears as soon as a
cutting surface has been introduced, otherwise one can passfrom one branch
to the other one without observing any particular change. Figure 1.12 shows
the real and imaginary parts of the multivalued complex cubic root function,
which has a 3-branch Riemann set. Let us remark that Riemann sets can exhibit
infinitely many branches and can differ from the sole superpositions of identi-
cal sheets around a branching line, and hence can exhibit complex topological
structures.

Figure 1.11: Example of multivalued function, with two branches.

(a) (b)

Figure 1.12: Cubic root function on the complex plane. (a): Real part; (b): Imaginary
part; from MIT OpenCourseWare
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1.4.2 The space of defect multifunctions

In this work, the following particular subclass of multivalued functions called “defect
multifunctions” will only be considered.

Defect multifunctions. The multiple-valued scalar or vector functionf belongs to the
defect multifunction class if the single-valuedC ∞(ΩL)-differential form∂ l f dξl

is closed onΩL (that is, if it verifiesε jkl ∂k∂ l f = 0 onΩL), where∂ l f is defined
onΩ and equal to∂l f on ΩL, while it is extended in some way onΩ. The same
definition can be applied to distributions as well.
If x0 ∈ΩL is a point wheref (x0) := f0 is known and ifC⊂ΩL is a continuous
curve joining the endpointsx0,x∈ΩL for a givenx∈ΩL, the “function”

f (x;C) = f0 +

∫

C
∂ l f (ξ ;x)dξl ,

is multiply defined, since it depends on the choice of C. Sincetwo homotopic
(i.e. continuously deformable into each other) curves givethe same value to
f (x;C), a so-calleddefect multifunctionof index 1 is associated with

f (x;#C),

where the equivalence class #C of C is the class of all curves homotopic toC.
We observe that the Riemann set related to this class of functions is the set

F :=
{

(x,#C) for everyx∈ΩL and for every continuous curve joiningx0 to x
}

,

while the canonical projection(x,#C) 7−→ x defines the map̂f and where the
map f̃ designates for instance the elastic displacement or rotation field in the
forthcoming discussion.

It is crucial to observe that single-valued functions can beadded since they share
the same domain, whereas a multivalued function is defined onits specific Riemann
foliation and cannot be added to a multivalued function defined on another Riemann
foliation, thereby showingf as not belonging to a (linear) Banach space.
Moreover, a defect multifunction will be called ofindex n if its nth differential is
single-valued. Typically, the rotation fieldω⋆

k is a defect multifunction of index 1,
while the displacement fieldu⋆

k is a defect multifunction of index 2.
The jump of a defect multifunction of index 1 (such as the rotation or the Burgers
fields, as introduced below) is computed along the equivalence class #C of the closed
curveC encircling once the line L as follows:

[ f ](C) =

∫

C
∂ l f (ξ ;x)dξl ,
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and also termed jump off around L. The principal mathematical difficulty associated
with multivalued functions results from the fact that they cannot be derived on the
entire domainΩ, even in the distributive sense. This is why the notation∂ i is intro-
duced to represent in some sense the gradient of a defect multifunction of index 1.
In the same way, the notation∂ i∂ j is used for defect multifunctions of index 2. The
notations∂ i and∂i coincide away from L and it is one of the concerns of this work to
distinguish between the gradient∂iw⋆

k of a single-valued fieldw⋆
k and the single-valued

second-order (resp. third-order) tensors∂ mω⋆
k (resp.∂ j∂ l u⋆

k), whose first (resp. sec-
ond) line integral is the index 1 (resp. index 2) multivaluedrotation fieldω⋆

k (resp.
displacement fieldu⋆

k).
In addition,∂i will usually mean partial derivation w.r.t.xi ∈ R⋆(t) or xi ∈ R(t).

The notation∂ (s)
j is used for partial derivation of a single- or multiple-valued function

whose domain is restricted toΩL. Locally aroundx∈ ΩL, for smooth functions, the

meanings of∂ (s)
j and the classical∂ j are the same, whereas on the entireΩ the partial

derivation operator∂ j only applies to single-valued fields and must be understood in
the distributive sense. Adefect-freesubset U ofΩ is an open set such thatU∩L = /0, in

such a way that∂ (s)
j and∂ j coincide on U for every single- or multiple-valued function

of index 1.

1.4.3 Single-valued strain and multivalued rotation and displace-
ment fields

For obvious physical reasons, it indispensable to assume that the strain and all its
derivatives are single-valued onΩL, whatever definition is selected for the reference
configurationR⋆

0. From Eqs. (1.3.2) & (1.3.3), the rotation vector is a defectmulti-
function of index 1 defined onΩL as

ω⋆
k (x) := ω⋆

0k +

∫ x

x0

εkpn∂pE
⋆
mn(ξ )dξm, (1.4.1)

whereεkpn∂pE
⋆
nm is denoted by∂ mω⋆

k , while the displacement vector is a defect multi-

function of index 2, which is obtained onΩL by recursive line integration of∂ (s)
j ∂ (s)

l u⋆
k =

∂ (s)
j

(
E ⋆

kl + ω⋆
kl

)
and hence by recursive integration of (cf Section 1.5 for details)

∂ j∂ l u
⋆
k = ∂ jE

⋆
kl + εkpl∂ jω⋆

p. (1.4.2)
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1.4.4 Weingarten’s theorems and strain multivalued decomposi-
tion

The reader is invited to complement this section by reading Section 1.5, which specifi-
cally focuses on the obtention of the rotation and displacement fields by recursive line
integrations of the linear strain only.

Weingarten’s theorem for the rotation field. The rotation vectorω⋆
k is a defect mul-

tifunction of index 1 whose jumpΩ⋆
k := [ω⋆

k ] is an invariant of the line L.

Proof. Referring to the notations of Figure 1.13, for two distinct points x̂ andx̂′, it it
can be observed that

[ω⋆
k ](Cε ) = lim

δ→0

∫

Cδ
ε (x̂)

∂ mω⋆
k dξm and [ω⋆

k ](C′ε ) = lim
δ→0

(

−

∫

Cδ
ε (x̂′)

∂ mω⋆
k dξm

)

,

whereCε andC′ε stand for two circles of radiusε encircling L and defining a tube
enclosing L, whileδ denotes the thickness of a small strip removed from this
tube parallel to L. Since the Frank tensor is a single-valuedcontinuous function
away from L,

lim
δ→0

∫

Lδ
ε

∂ mω⋆
k dξm = 0,

in such a way that

[ω⋆
k ](Cε)− [ω⋆

k ](C′ε) = lim
δ→0

∫

Cδ
ε (x̂)∪Cδ

ε (x̂′)
∂ mω⋆

k dξm = lim
δ→0

∫

Γδ
ε

∂ mω⋆
k dξm,

whereΓδ
ε = Cδ

ε (x̂)∪Cδ
ε (x̂′)∪Lδ

ε . By application of Stokes theorem,

[ω⋆
k ](Cε )− [ω⋆

k ](C′ε ) = lim
δ→0

∫

Σδ
ε

εqlm∂l ∂ mω⋆
k dSq.

for any surfaceΣδ
ε enclosed byΓδ

ε . By strain compatibility onΩL, the vanishing
of the integrand for everyδ > 0 yields[ω⋆

k ](Cε ) = [ω⋆
k ](C′ε ), both terms being

denoted byΩ⋆
k, whereΩ⋆

k is called the Frank vector of the line. �

Multivalued displacement field. From the symmetric smooth linear strain tensorE ⋆
i j ,

the multiple-valued displacement fieldu⋆
i of index 2 is defined onΩL. More-

over, the symmetric part of the distortion tensor∂ (s)
j u⋆

i is the single-valued strain
tensorE ⋆

i j on ΩL, while its skew-symmetric part is the multiple-valued rotation
tensorω⋆

i j =−εi jkω⋆
k .
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Figure 1.13: Scheme of a tube around L.

Proof. By Eq. (1.4.1), the rotation fieldω⋆
p(x;Γ) is defined for every smooth curve

Γ joining x0 to x∈ ΩL, in such a way that its gradient is the known expression
∂mω⋆

k = εkpq∂pE
⋆
qm in the framework of the infinitesimal displacement theory.

The displacement vectoru⋆
i is defined as the equivalence class of

u⋆
i (x;Γ) = u⋆

0i +

∫

Γ
[E ⋆

il + εipq(ξp−x0p)∂ l ω⋆
q ]dξl + εipqω⋆

p(x;Γ)(xq−x0q),

(1.4.3)

for all curves homotopic toΓ. From the definition of the Burgers field

b⋆
i (x) := u⋆

i (x)− εipqω⋆
p(xq−x0q)

wherex∈ΩL, and of the Burgers tensor

∂ l b
⋆
i (x) := E

⋆
il (x)+ εipq(xp−x0p)∂ l ω⋆

q(x),
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the jump of the displacement field atx∈ΩL writes as

[u⋆
i ](x) := εipqΩ⋆

p(xq−x0q)+

∫

Cε (xL)
∂ l b

⋆
i (ξ )dξl .

Since∂ (s)
l ω⋆

q = ∂ l ω⋆
q and∂ (s)

l b⋆
i = ∂ l b⋆

i away from L, the (s)-partial derivatives
of the multifunctionu⋆

i atx∈ΩL write as

∂ (s)
j u⋆

i (x) = (E ⋆
i j − εi jpω⋆

p)(x),

in such a way that the symmetric part of this multivalued distortion onΩL is the

single valued strain12(∂ (s)
j u⋆

i + ∂ (s)
i u⋆

j ) = E ⋆
i j , while its skew-symmetric part is

the multivalued1
2(∂ (s)

j u⋆
i −∂ (s)

i u⋆
j ) =−εi jpω⋆

p, thereby proving the statement.�

Weingarten’s theorem for the displacement field.It turns out that the jump of the
multiple-valued displacement field is a constant vector plus a fixed rotation term
εipqΩ⋆

p(xq−x0q, which is the cross product of the rotation jumpΩ⋆
p by the posi-

tion vectorx−x0. In fact, by the same arguments as in the above proofs, it can
be observed that

[b⋆
k](Cε)− [b⋆

k](C
′
ε ) = lim

δ→0

∫

Γδ
ε

∂ mb⋆
kdξm = lim

δ→0

∫

Σδ
ε

εqlm∂ l ∂mb⋆
kdSq

for any surfaceΣδ
ε enclosed byΓδ

ε . By strain compatibility onΩL, it fol-
lows from Eqs.(1.3.5) and (1.3.3) that the integrand is zero, in such a way
that[b⋆

k](Cε ) = [b⋆
k](C

′
ε) defines the invariant Burgers vectorB⋆

k of L as given
by Eq. (1.3.4). �

1.4.5 Geometry of the dislocation lines

From Weingarten’s theorem proofs it immediately appears that dislocation lines are
either closed loops or end at the crystal rim.
In fact, if the line had an endpointA ∈ Ω, then a surfaceΣ enclosed byCε(x) and
contained insideΩL could be found entirely insideΩ in such a way that, by application
of Stokes’ theorem and strain compatibility away from L,

[ω⋆
k ](CA) :=

∫

Cε (A)
∂ mω⋆

k dξm =
∫

Σ
εqlmεkpn∂l ∂pE

⋆
mdSq = 0,

Moreover, by strain compatibility onΩL and since∂ mω⋆
m = 0, it readily follows from

Eqs. (1.3.5) and (1.3.3) that

B⋆
j := [b⋆

j ](CA;x0) =
∫

Cε (A)
∂ mb⋆

j dξm =
∫

Σ
εqlm∂l ∂mb⋆

j dSq = 0,

thereby proving that eitherA∈ ∂Ω or the line is closed.
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1.5 Expression of the Burgers vector in terms of the
elastic strain only

This section is devoted to justifying the use of the sole linear (elastic) strain and Frank
tensor in the expression of the multivalued displacement field, of the Burgers vector
and the associated defect densities at the meso-scale. The reason is that, using this
approach, no reference configuration is needed at the meso-scale because the strain is
in fact defined from the stress tensor and the temperature field (whose existence can
of course be assumed) by the equations of linear elasticity.On the contrary, starting
from the displacement field requires to define a reference configuration (the displace-
ment being defined from some reference position to some actual position), and this
represents a problem for several reasons:

• There is arbitrariness in the selection of the reference configuration (in particu-
lar, in single crystal growth from the melt, no privileged reference configuration
exists since the crystal grows dislocated). Any further physical development
then requires to show that the obtained result is independent of the reference
configuration. In fact, passing by the objective strain field(as related to the dis-
placement by Eq. (1.3.9)) solves the problem. However, at this stage, it turns
out that the displacement field is not required anymore and that all developments
can be carried out from the strain only. Considering the strain without reference
configuration might seem contradictory, but this is not the case because this
strain is in fact the elastic strain (at the meso-scale, the strain is purely elastic,
except within the defect line). Both at the meso- and macro-scales, the elastic
strain is directly defined from stress and temperature without requiring a refer-
ence configuration.

• There are complex issues related to displacement field multivaluedness, since
in the presence of disclinations, the rotation field is itself multiple-valued. In
particular, let us emphasise that no homogenization is allowed for multivalued
fields whereas the single-valued elastic strain, stress, temperature, and defect
density fields can all be homogenized from meso- to macro-scale. Moreover, our
approach is not devoted to avoid the treatment of multivalued fields, but to carry
out the developments in a sound mathematical framework. As amain benefit,
this approach will allow us to rigorously demonstrate the Kröner fundamental
identity “inc E = curl κ” relating the elastic strain incompatibility to defect
densities, as explained in the remaining of this Chapter.

Let us now give the precise justification and detailed computation of Eqs. (1.3.2)-
(1.3.5) and Eq. (1.4.3). Starting from the mesoscopic displacement fieldu⋆

i , all the
required quantities are successively defined as follows onΩL:
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Strain

E
⋆
i j =

1
2

(
∂ ju

⋆
i + ∂iu

⋆
j

)
(1.5.1)

Rotation tensor

ω⋆
i j =

1
2

(
∂ ju

⋆
i − ∂iu

⋆
j

)
(1.5.2)

Rotation vector

ω⋆
i =

1
2

εi jkω⋆
k j =

1
2

εi jk∂ ju
⋆
k (1.5.3)

and hence

ω⋆
i j =−εi jkω⋆

k (1.5.4)

It results that Eqs. (1.5.1) & (1.5.3) imply that

∂mω⋆
k = εkpn∂pE

⋆
mn (1.5.5)

and hence imply strain compatibility onΩL. Now, from classical elasticity, Eq. (1.5.5)
implies that the rotation field is defined as

ω⋆
k := ω⋆

k0 +

∫ x

x0

εkpn∂pE
⋆
mndξm. (1.5.6)

From Eqs. (1.5.1), (1.5.2), (1.5.4), it results that

∂l u
⋆
i = E

⋆
il + ω⋆

il = E
⋆
il − εilkω⋆

k (1.5.7)

and hence by integration that

u⋆
i (x) = u⋆

0i +

∫ x

x0

(E ⋆
il (ξ )− εilkω⋆

k (ξ ))dξl ,

and by partial integration (where the brackets denote the variation of a quantity be-
tween positionsx0 andx) that

u⋆
i (x) = u⋆

0i +
∫ x

x0

(E ⋆
il (ξ )+ εimk(ξm−x0m)∂l ω⋆

k (ξ ))dξl

− [εimkω⋆
k (ξ )(ξm−x0m)]

ξ=x
ξ=x0

,

which shows the displacement field as equal to

u⋆
i (x) := u⋆

0i +

∫ x

x0

[E ⋆
il + εimk(ξm−x0m)∂l ω⋆

k ]dξl − εimkω⋆
k (x)(xm−x0m). (1.5.8)
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Let us remark that, when disclinations are present in addition to dislocations, the dis-
placement jump around the defect line is not an invariant of this line. Nonetheless the
jump of the quantityb⋆

i defined as follows is an invariant of the line and can be used
to define the Burgers vectorB⋆

i :

b⋆
i := u⋆

i − εikmω⋆
k (xm−xom), (1.5.9)

and therefore

b⋆
i := u⋆

0i +
∫ x

x0

[E ⋆
il + εimk(ξm−x0m)∂l ω⋆

k dξl , (1.5.10)

in such a way that

∂l b
⋆
i = E

⋆
il + εimk(ξm−x0m)∂l ω⋆

k . (1.5.11)

When disclinations are absent, the displacement jump around the defect line is an
invariant of this line and can be used to define the Burgers vector B⋆

i . In fact, since

[εimkω⋆
k (x)(xm−x0m)]C = εimk[ω⋆

k (x)]C(xm−x0m) = 0,

where the brackets here denote the the jump of a quantity along a closed curve C, it
can be observed from Eq. (1.5.8) that

[u⋆
i ]C = B⋆

i =

∫

C
[E ⋆

il + εimk(ξm−x0m)∂l ω⋆
k ]dξl . (1.5.12)

On the other hand, let us compute the displacement derivative, as obtained from Eq.
(1.5.8) as

∂l u
⋆
i (x) = E

⋆
il + εimk(xm−x0m)∂l ω⋆

k + εikm∂l ω⋆
k (xm−x0m)+ εikl ω⋆

k .

= E
⋆
il + ω⋆

il

which, after integration around C, provides the Burgers vector B⋆
i . Hence in the pres-

ence of disclinations, the Burgers vector writes as

B⋆
i := [b⋆

i ]C =

∫

C
[E ⋆

il + εimk(ξm−x0m)∂l ω⋆
k dξl ,

while in the absence of disclinations it writes as

B⋆
i := [b⋆

i ]C = [u⋆
i ]C =

∫

C
E

⋆
il + εimk(ξm−x0m)∂l ω⋆

k dξl =

∫

C
∂l u

⋆
i (ξ )dξl .

As a consequence, the jumps ofb⋆
i andu⋆

i are exactly the same in the absence of discli-
nations.

However, and this is the key justification of the present work, there are important
reasons to useb⋆

i instead ofu⋆
i in any case:
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• This approach is more general since it is adapted to both the absence or the
presence of disclinations.

• This approach allows us to define the Burgers vector from the strain E ⋆
i j only

(noting that, at the meso-scale, the strain is elastic everywhere along the inte-
gration paths definingb⋆

i andB⋆
i since non-elastic effects are concentrated within

the defect lines). Indeed the rotation gradient∂l ω⋆
k is itself related to the strain

gradient by Eq. (1.5.6) and hence Eq. (1.5.10) definesb⋆
i from the strain only.

1.6 Computation of 2D rectilinear dislocations

In the present section, the computation of 3 well-known examples of line-defects (2
dislocations and 1 disclination) is carried out in the planar case, that is, in the case of
a rectilinear defect associated with an elastic strain which is independent of the 3rd

coordinatez (as defined along the defect line). Let us precise that the conservation and
constitutive laws involving strain and stress are only considered in the present section
for the computation of explicit expressions of rectilineardislocations, and no more in
the remaining of this thesis4. In the sequel, in order to handle 2D (planar) and 3D
computations together, Greek indices (α,β ...) will be assumed to take their values
from 1 to 2, while Latin indices take their values from 1 to 3.

The present section contains the following subsections:

• First group of solutions: planar displacement field

• Second group of solutions: vertical displacement field

• Three 2D examples of rectilinear line-defects

• Screw and edge dislocations, and wedge disclination

4The goal is to clarify the geometrical theory of dislocations without introducing any restricting and
superfluous assumption on the body forces and the temperature field in order to address a maximum physical
generality.
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1.6.1 First group of solutions: planar displacement field

From the elastic constitutive lawσ⋆
i j = λE ⋆

kkδi j +2µE ⋆
i j with λ ,µ the Lamé coefficients

and sinceE ⋆
kk = E ⋆

γγ , the following planar law holds:

σ⋆
αβ = κ∗E ⋆

γγ δαβ +2µE
⋆D
αβ , (1.6.1)

with the planar compressibility modulusκ∗ defined byκ∗ := λ + µ and the planar
deviatoric strain given byE ⋆D

αβ = E ⋆
αβ −

1
2E ⋆

γγδαβ , with δαβ the Kronecker symbol.
From the equilibrium conditions∂β σ⋆

β γ = 0 it follows that

σ⋆
αβ = εαγ εβ δ ∂γ∂δ F, (1.6.2)

for a smooth enough Airy function F, in such way that

σ⋆
αα = ∂ 2

αF = ∆F. (1.6.3)

The relations between stress and strain are

E
⋆
αβ =

1+ ν∗

E∗
σ⋆

αβ −
ν∗

E∗
σ⋆

γγ δαβ , (1.6.4)

with the 3D and planar elastic coefficients

E =
µ(3λ +2µ)

λ + µ
,ν =

λ
2(λ + µ)

,E∗ :=
E

1−ν2 , and ν∗ :=
ν

1−ν
.

The first compatibility condition Eq. (2.3.1) writes from Eqs. (1.6.3) and (1.6.4) as

∆∆F = 0.

In this and the following sections, functions of the complexvariableZ = x+ iy and
its conjugateZ are introduced. Remembering that, compared to holomorphicfunc-
tions, analytical functions may be multivalued, it is easily seen that given two analytic
functions f andg, all real functions of the form

F = ℜ{Z f +g}

satisfy Eq. (1.6.2) and vice-versa. Eq. (1.6.3) then shows that

σ⋆
xx+ σ⋆

yy = 4ℜ{ f ′(Z)}.

From Eqs. (1.6.3) and (1.6.4) the deformation tensor is given by
{

E ⋆
xx+E ⋆

yy = 4(1−ν∗)
E∗ ℜ{ f ′(Z)},

E ⋆
yy−E ⋆

xx+2iE ⋆
xy = 2(1+ν∗)

E∗ (Z f ′′(Z)+g′′(Z)),
(1.6.5)

yielding after integration

E∗(u⋆
x− iu⋆

y) = (3−ν∗) f (Z)− (1+ ν∗)(Z f ′(Z)+g′(Z)), (1.6.6)

E∗ω⋆
z = 4ℑ{ f ′(Z)}.

It should be recalled thatE ⋆
αβ must be a single-valued field.
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1.6.2 Second group of solutions: vertical displacement field

Another solution concerns the particular case whereu⋆
α = 0, noting that each solution

of 2D elasticity can be decomposed into a purely planar and a purely vertical solution.
In fact, since stress equilibrium shows that

(λ + µ)∂i∂ ju
⋆
j + µ∆u⋆

i = 0,

it is easy to infer fori=z that

u⋆
z =

(1+ ν)

E
ℜ{h(Z)}, (1.6.7)

with h(Z) an analytic function. Then

E
⋆
xz− iE ⋆

yz=
(1+ ν)

2E
h′(Z). (1.6.8)

The functionh′(Z) must be uniform. The complex rotation is

ω⋆ := ω⋆
x + iω⋆

y =−
i(1+ ν)

2E
h′(Z). (1.6.9)

In 2D isothermal linear elasticity without body forces, every displacement solution has
planar components given by Eq. (1.6.6) and a vertical component given by Eq. (1.6.7)
while the rotation vector has planar components given by Eq.(1.6.9) and a vertical
component given by Eq. (1.6.7) (cf Sokolnikoff (1946) and Knopp (1996)).

1.6.3 Three 2D examples of rectilinear defects

In this section we consider the two typical multivalued analytic functionslog(Z) and
Zlog(Z). Starting from the general uniform strain expressions Eq. (1.6.5) or Eq.
(1.6.8) it is easily observed that any of the holomorphic functions f ′′ (with ℜ{ f ′}
single-valued),g′′ andh′ can provide a solution to the 2D problem. Since these func-
tions can be expanded in Laurent series:

f ′′(Z) =
+∞

∑
−∞

anZn , g′′(Z) =
+∞

∑
−∞

bnZn , h′(Z) =
+∞

∑
−∞

cnZn,
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inside their respective convergence annuli, primitivation shows that






f (Z) =
+∞

∑
−∞

n6=−1,−2

an

(n+1)(n+2)
Zn+2−a−2 ln(Z)+a−1Z ln(Z)+A1Z+A0,

g(Z) =
+∞

∑
−∞

n6=−1,−2

bn

(n+1)(n+2)
Zn+2−b−2 ln(Z)+b−1Z ln(Z)+B1Z+B0,

h(Z) =
+∞

∑
−∞

n6=−1

cn

n+1
Zn+1 +c−1 ln(Z)+C0,

with a−1 real in order thatℜ{ f ′} be uniform. The relevant cases are those which give
rise to a dislocation or a disclination, i.e. such that the functions f , f ′,g′,ℜ{h} or
ℑ{ f ′} are multivalued. Hence, in order to obtain non-vanishing rotation or displace-
ment jumps, one needs to consider the following cases:

f (Z) = −a−2 ln(
Z
R

)+a−1Z ln(
Z
R

), a−1 ∈R, (1.6.10)

g(Z) = b−1Z ln(
Z
R

), (1.6.11)

h(Z) = c−1 ln(
Z
R

), c−1 ∈ iR, (1.6.12)

whereR is a constant length and to which any purely elastic term may always be
added. In fact, from Eqs. (1.6.6), (1.6.7), (1.6.7) and (1.6.9), and from the definition
B⋆ := B⋆

x + iB⋆
y with B⋆

k given by Eq. (3.3.4), it follows that:







Ω⋆
z =

4
E∗

[ℑ{ f ′}],

B
⋆

: = B⋆
x− iB⋆

y = [u⋆
x]− i[uy]−Ω⋆

z(iz)

= 3−ν∗
E∗ [ f ]− 1+ν∗

E∗
{

Z[ f ′]+ [g′]
}

+ 4iZ
E∗ [ℑ{ f ′}],

Ω⋆ : = Ω⋆
x + iΩ⋆

y =−
i(1+ ν)

2E
[h′],

B⋆
z = [u⋆

z]−ℜ{iZΩ⋆}=
1+ ν

E
[ℜ{h}]−

1+ ν
2E

ℜ{Z[h′]}=
1+ ν

E
[ℜ{h}].

It should immediately be noted thatΩ⋆ vanishes identically sinceh′ cannot be multi-
valued. From Eqs. (1.6.10)-(1.6.12) and some easy computations, the only possible
solutions are given by the following proposition (in summary): for a straight defect
line L in 2D elasticity, there are no more than three distinctdefect classes. The two
dislocation classes are the screw dislocation which has a vertical Burgers vectorsB⋆

z
and is generated by the analytical functionh (with f = g= 0), and the edge dislocation
which has a planar complex Burgers vectorB⋆

x + iB⋆
y, and is generated by the analyt-

ical functiong (with f = h = 0). There is a single class of disclinations, the wedge
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disclination, which has a vertical Frank vectorΩ⋆
z and is generated by the analytical

function f (with g = h = 0). These functions are:

WEDGE DISCLINATION f (Z) =
E∗Ω⋆

z

8π
zln(

Z
R

) (1.6.13)

EDGE DISLOCATION g(Z) =
E∗(B⋆

y + iB⋆
x)

2(1+ ν∗)π
Z ln(

Z
R

) (1.6.14)

SCREW DISLOCATION h(Z) =
iEB⋆

z

2π(1+ ν)
ln(

Z
R

). (1.6.15)

For the edge dislocation, a detailed derivation was given byEshelby (1966).

1.6.4 Screw and edge dislocations, and wedge disclination

The remaining of this section is devoted to present the threeclassical examples of 2D
line-defects for a medium assumed to be body force free and isothermal.

• Pure screw dislocation.From Eq. (1.6.7), (1.6.9), and (1.6.15), the displace-
ment and rotation vectors write as

u⋆
i ei =

B⋆
zθ

2π
ez and ω⋆

i ei =
1
2

∇×u⋆
i ei =

B⋆
z

4πr
er , (1.6.16)

with {ei} the Cartesian unit base vectors and{er ,eθ ,ez} the cylindrical unit base
vectors, in such a way that the jump[ω⋆

i ] vanishes identically, while from Eq.
(1.6.8) the Cartesian strain writes as

[E ⋆
i j ] =

−B⋆
z

4πr2





0 0 y
0 0 −x
y −x 0



 . (1.6.17)

Moreover, inΩL, appealing to Eq. (1.6.17), the Frank tensor writes as

[∂ mω⋆
k ] =

−B⋆
z

4πr2





cos2θ sin2θ 0
sin2θ −cos2θ 0

0 0 0



 . (1.6.18)

• Pure edge dislocation.From Eq. (1.6.6), (1.6.7), and (1.6.14), the displacement
is the vector

u⋆
i ei =

−B⋆
y(log r

R +1)

2π
ex +

B⋆
yθ

2π
ey,
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while the rotationω⋆
i vanishes together with its jump. The Cartesian strain

writes from Eq. (1.6.5) as

[E ⋆
i j ] =

−B⋆
y

2πr2





x y 0
y −x 0
0 0 0



 , (1.6.19)

noting that the tensor∂ mω⋆
k vanishes identically inΩL.

• Wedge disclination.From Eqs. (1.6.7), (1.6.6), and (1.6.13), the rotation vector
is

ω⋆
i ei =

Ω⋆
zθ

2π
ez,

with the multiple-valued planar displacement field given by

u⋆
x− iu⋆

y =
Ω⋆

z
4π (1−ν∗)xln( r

R)−
Ω⋆

z
8π (1+ ν∗)x− Ω⋆

z
2π yθ

−i
[

Ω⋆
z

4π (1−ν∗)yln( r
R)−

Ω⋆
z

8π (1+ ν∗)x+
Ω⋆

z
2π xθ

]

(1.6.20)

and a vanishing Burgers vector:

B⋆
x− iB⋆

y = [u⋆
x]− i[u⋆

y]+ Ω⋆
z(y+ ix) = 0.

The Cartesian strain writes from Eq. (1.6.5) as

[E ⋆
i j ] =

Ωz(1−ν⋆)

4π





(log r
R +1) 0 0
0 (log r

R +1) 0
0 0 0





−
Ω⋆

z(1+ ν∗)
8π





cos2θ sin2θ 0
sin2θ −cos2θ 0

0 0 0



 , (1.6.21)

and hence

[∂ mω⋆
k ] =−

Ω⋆
z

2πr





0 0 sinθ
0 0 −cosθ
0 0 0



 . (1.6.22)

1.7 Geometry of the dislocated crystal

The theory of defects in single crystals at the macroscale can be compared in several
aspects to the physics describing our universe, as governing for instance the gravi-
tation and electromagnetic fields (defect densities are however of a higher tensorial
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order). In fact, defects behave in an analogous way to the massive bodies curving the
space-time geometry of the universe as described by the General Relativity of A. Ein-
stein. However, defects are properly described by a geometry in which curvature (in
the presence of disclinations) coexists with torsion (in the presence of dislocations),
and, last but not least, where metric and connexion are not necessarily compatible (to
account for the possible presence of point-defects).

The present section contains the following subsections, each of which pointing out
and describing a particular geometrical property of the dislocated crystal.

• Metric tensors and the elastic strain

– Riemannian and Euclidian metrics

– Compatible elastic strain metric

• Space connexion and the internal observer

– Parallel transport and curvature

– Differential geometric connexion

– Parallel transport of vector fields

– External and internal observer

• Non-Riemannian geometry of dislocated crystals

– Metric compatible connexion

Since this technical section does not provide crucial informations from a physical
viewpoint, the reader might wish to skip it and directly go toSection 1.8, which ad-
dresses specific and key physical issues.

1.7.1 Metric tensors, and the elastic strain

The perfect crystal. Following Kondo (1954), by calling a crystal “perfect”, it is
meant that the atoms form, in its stress-free configuration,a regular pattern
proper to the prescribed nature of the matter.

The defective crystal. Citing again Kondo (1954), “the defective crystal is, by con-
trast, an aggregation of an immense number of small pieces ofperfect crystals
(i.e. small pieces of the defective crystal brought to theirnatural state in which
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the atoms are arranged on the regular positions of the perfect crystal ) that can-
not be connected with one another so as to form a finite lump of perfect crystals
as an organic unity”.

This property of defective crystals is due to the presence ofline-defects as it appeared
in the description of dislocation and disclination formation at the atomic scale (Section
1.2.1). In order to introduce the geometry of defective crystals, let us now cite Elie
Cartan in his lecture on the geometry of Riemannian spaces: “The Riemannian space
is for us an ensemble of small pieces of Euclidian space, lying however to a certain
degree amorphously” (Cartan, 1922). Before giving the definitions of some specific
concepts of differential geometry, let us also observe the analogy between a perfect
crystal and a Euclidian space, whereas dislocated crystalswill be compared with a
non-Euclidian space as endowed with a Riemannian metric while being submitted to
inner torsion and curvature (because of the presence of torsion, this geometry was
called after Einsteinnon-Riemannian5).

Riemannian and Euclidian metrics

When curved coordinate systems are used, the best approach is to start from con-
travariant (with upper indices) and covariant (with lower indices) tensor components
and to introduce orthogonal coordinates and physical tensor components at a later
stage. In general, Einstein’s summation convention holds for every covariant-contra-
variant pair of repeated indices. When physical componentsare used, this convention
simply holds for every pair of repeated indices.

A Riemannian metricis a smooth symmetric and positive definite tensor fieldgi j such
that the lengthξ of vectorξ i is computed asξ 2 = gi j ξiξ j , while the scalar product
between two vectorsξ i andη j is given byξ ·η = gi j ξ iη j . From the Riemannian
metric definition (positive and symmetric properties) there is a smooth transformation
a j

i such thatgi j = am
i an

j δmn. Let us note that the metricgi j is called Euclidian ifa j
i

is a global coordinate change to a Cartesian coordinate systemxi = x̂i(x
′ j) (x′ j being

the “old” coordinates andxi the Cartesian coordinates used for the description of the
actual body), that is if6 a j

i = ∂ix
′ j in such a way that the metric writes asδmn in this

new coordinate system.

5Following a remark of Unzicker (2000), some modern texts simply mean by a Riemannian geometry, a
geometry endowed with a Riemannian metric.

6The operators∂i and∂ ′i always denote the partial derivative with respect toxi andx′ i , respectively.
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Compatible elastic strain metric

In our work the reference crystalR0 is not necessarily a perfect crystal at the macro-
scale. It is generally a body where all the external (thermaland gravitational) stresses
have been released, thereby defining, by an elastic reverse deformation ofR(t), the
body denoted byR0. The metric of the “external observer” onR(t) is the Euclidian
metricδi j . However, as soon as the linear elastic strainEi j is given, another Rieman-
nian metric can be defined onR(t), i.e. theelastic metric

gE
i j = δi j −2Ei j . (1.7.1)

The use of this metric on defect-free regions U ofR(t) implies the existence of a one-
to-one coordinate change betweenR(t) andR0, whose deformation gradient writes
as

aEm
i = δ m

i − ∂iu
Em. (1.7.2)

This relation can be easily checked since the absence of defects implies elastic strain
compatibility, which in turn precisely implies the existence of a displacement fielduEm

such that, in the linear approximation, the metric tensor equalsgE
i j = δmn

(
δ m

i − ∂iuEm
)

(

δ n
j − ∂ juEn

)

. In case of compatibility the coordinates onR0 are x0 j = x j − uE j,

wherex j denote the Cartesian coordinates onR(t) anduEi the elastic displacement
field.

1.7.2 Space connexion and the internal observer

Citing Einstein "To take into account (...) gravitation, weassume the existence of Rie-
mannian metrics. But in nature we also have electromagneticfields, which cannot be
described by Riemannian metrics. The question arises: How can we add to our Rie-
mannian spaces in a logically natural way an additional structure that provides all this
with a uniform character ?” This additional notion is precisely related to the so-called
“Columbus connexion”: for Columbus, navigating straight right meant going west-
wards, that is, on a sphere, to keep a fixed angle with respect to the lines of constant
latitude. In fact, theconnexionis the differential geometric property which governs the
law of parallel transportof vectors (Unzicker, 2000), which is a notion generalising
Euclidian parallelism. Whereas in Euclidian geometry the parallelism of two vectors
is equivalent to equaling the vector components, in Riemannian geometry this is no
longer true and the parallelism of two vectors depends on thevector origin locations,
on the choice of a curve joining these two points and of the space connexion. In order
to define a space connexion, it is required to introduce theChristoffel symbolsrelated
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to a given choice of coordinates. Basically, the space connexion aims at defining an
operation of covariant differentiation of tensors generalising the Euclidian differential
in such a way that the gradient of any tensor still behaves as atensor under arbitrary
coordinate changes.

Parallel transport and curvature

In the ordinary 3D Euclidean space, we can tell whether two vectors originating at
distant points are parallel, by moving one of these vectors without rotating it in or-
der to try to let it coincide (at its origin) with the other one. However, if a space is
curved, it is impossible to compare two distant vectors without some method of par-
allel transport of the vectors throughout the curved space.The intuitive difference
between Euclidian geometry and curved non-Euclidian spaces is emerging from this
consideration: if we parallelly transport a single vector along two curves with the same
endpoints, depending on the path choice, this vector can endup as different after the
two transports (as in the case of the black path as compared tothe white path on Figure
1.14(a)). To let this comparison be possible, the vector must be parallelly transported
along both curves, and any “rotation” must be due to the spacecurvature encountered
along the circuit. The parallel transport is provided by a structure which is added to
the manifold, namely the connexion.

(a)

�
�
�
�

�
�
�
�

�
�
�
�

(b)

Figure 1.14: Rotation of 180◦ of a vector parallelly transported along path B (black
path), while it keeps its south-east orientation along pathA (white path) (a); Parallel
transport along geodesics on a sphere (b).
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Differential geometric connexion

Let vl andwl denote a vector and∇ivl and∇iwl stand for two tensors given in terms
of Euclidian coordinatesxi as∂ivl and∂iwl . Then, in terms of arbitrary curvilinear
coordinatesx′ i the transformed components∇′iv′l and∇′iwl are given by the formulas
(Dubrovin et al., 1992):

∇′iv′l =
∂v′l
∂x′ i
−Γ′mli v′m, (1.7.3)

∇′iw
′ l =

∂w′ l

∂x′ i
+ Γ′limw′m, (1.7.4)

where theChristoffel symbolsare defined as

Γ′nl j =
∂x′n

∂xm

∂ 2xm

∂x′ l ∂x′ j
. (1.7.5)

Formulas (1.7.3) & (1.7.4) directly result from the definitionsv′l = (∂xm/∂x′ l )vm and

w′ l = (∂x′ l /∂xm)wm and the assumption that{xi} denotes a system of Eucldian coor-
dinates.

Now, considering a second set of curvilinear coordinatesx′′ i , it is possible to show that
the new Christoffel symbolsΓ′′nl j are related to the previous Christoffel symbolsΓ′mki
by the relation

Γ′′nl j =
∂x′′n

∂x′m

(

Γ′mki
∂x′k

∂x′′ l
∂x′ i

∂x′′ j
+

∂ 2x′m

∂x′′ l ∂x′′ j

)

. (1.7.6)

It is important to note that because of the last term inside the parenthesis, the Christof-
fel symbol is not a tensor. Moreover, it appears that in the case of an Euclidian coor-
dinate system{xi} associated to an affine, hence vanishingΓm

ki, Eq. (1.7.6) reduces to
Eq. (1.7.5):

Γ′nl j =
∂x′n

∂xm

(

Γm
ki

∂xk

∂x′ l
∂xi

∂x′ j
+

∂ 2xm

∂x′ l ∂x′ j

)

,

and so on for every change of curvilinear coordinates. As a consequence, the covari-
ant gradients of any covariant vectorvl or contravariant vectorwl is well-defined by
Eqs. (1.7.3) & (1.7.4), whose use only requires a proper definition of the Christoffel
symbols, which are constrained to satisfy Eq. (1.7.6) for any coordinate transform.
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Parallel transport of vector fields

To understand the meaning of the gradients∇ivl and∇iwl in a general non-necessarily
Euclidian space, the vectorsvl andwl are defined as being parallely transported along
a given path if, for any infinitesimal displacementdxi along this path, the following
identities are satisfied:

δvl = ∇ivl dxi = 0 (1.7.7)

δwl = ∇iw
l dxi = 0 (1.7.8)

of vl and wl along the infinitesimal segmentdxi whose calculation must take into
account the space curvature and torsion.

In the present case, appropriate Christoffel symbols will be introduced to represent the
defective crystal internal structure, with the associatedparallel transport meaning that
the vectors are dragged along the crystallographic lines. Two different effects can be
represented by this way:

• In the presence of dislocations, the Christoffel symbolsΓm
ki are not symmetric

w.r.t. i andk. This mathematical feature is associated with the “torsion” experi-
enced by an internal observer along the cristallographic lines as resulting from
the effect of the dislocations and the internal crystal structure.

• In the presence of disclinations, in addition the space curvature will not vanish.

External and internal observer

Citing Kröner (1990): “In our universe we are internal observers who do not possess
the ability to realize external actions on the universe, if there are such actions at all.
Here we think of the possibility that the universe could be deformed from outside by
higher beings. A crystal, on the other hand, is an object which certainly can deform
from outside. We can also see the amount of deformation just by looking inside it,
eg, by means of an electron microscope. Imagine some crystalbeing who has just the
ability to recognize crystallographic directions and to count lattice steps along them.
Such aninternal observerwill not realize deformations from outside, and therefore
will be in a situation analogous to that of the physicist exploring the world. The physi-
cist clearly has the status of an internal observer”.
The external observerobserves the crystal actual configurationR(t) with the Eu-
clidian metricgext

i j = δi j while the elastic metricgE
i j allows him to locally define a

reference configuration by releasing all elastic strains. The defect-free regions of



Geometry of the dislocated crystal 57

R(t) are Euclidan regions since there is a coordinate changean
m = ∂mxEn such that

gext
i j = am

i an
i gE

mn. The internal observer, in turn, can only count atom steps while mov-
ing in R(t), and parallelly transport a vector along crystallographiclines7. Since he
does not feel the body torsion, he will observe defective regions by analysing the ef-
fect of parallel transport (to observe curvature) while moving along closed curves, and
compare path lengths (to observe torsion).

1.7.3 Non-Riemannian geometry of dislocated crystals

Let us point out the following remark by Kröner (1992): “Whena lattice vector is
parallelly displaced usingΓm;kl along itself, say 1000 times, then its start and goal are
separated by 1000 atomic spacings, as measured bygkl”. Because the result of the
measurement by parallel displacement and by counting lattice steps is the same, we
say that the space is “metric with respect to the connexionΓm;kl”.

Metric compatible connexion

Let us here precise the meaning of having a perfect crystal inevery defect-free region
of R(t). Although in the motivation for introducing a metric and a connexion, these
two concepts appear as independent, it is aimed at having a flat space in every defect-
free region, that is, to have simultaneously

• a Euclidian metric

• an affine connexion, that is, vanishing Christoffel symbols.

This is provided by requiring the connexion to be compatiblewith the metric, hence
requiring that

∇kgi j = ∂kgi j −Γl
ikgl j −Γl

jkgil = 0. (1.7.9)

Let us describe how a compatible connexion can be defined as a function of the ar-
bitrary metricgi j and the connexion torsion defined asΓl

[ik] := Γl
ik −Γl

ki. It is well

known (cf eg Dubrovin et al. (1992)) that a symmetric compatible connexionΓ̃i
jk

7We remark that noncrystallographic coordinate systems have no meaning for the description of a crystal
from the stand point of an internal observer who sees the atoms but not the space in between.
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writes asΓ̃i
jk = 1

2gim
(
∂ jgmk+ ∂kgm j− ∂mg jk

)
, while for any compatible connexion

Γl
ik, ∆Γl

ik = Γ̃l
ik−Γl

ik is introduced in such a way that

∆Γk;i j =
1
2

(
Γ j ;[ik] + Γi;[ jk]−Γk;[ ji ]

)
, (1.7.10)

where∆Γk;i j := gkm∆Γm
i j , in such a way that the compatible connexion writes as

Γk;i j =
1
2

(
∂igk j + ∂ jgki− ∂kgi j

)
−

1
2

(
Γ j ;[ik] + Γi;[ jk]−Γk;[ ji ]

)
, (1.7.11)

where the term on the right hand-side expressed as a combination of the connexion
torsion is called thecontortion tensor(cf the next paragraph for a proof). Therefore,
it is one of the objectives of this analysis (this will be detailled in Chapter 2, Section
2.5) to provide the following inter-dependent objects, viz.

• a metric which is Euclidian in the defect-free regions ofR(t): this metric is for
instance given bygE

i j (by strain compatibility and Eqs. (1.7.1)-(1.7.2)).

• a connexion compatible with this metric and whose torsion vanishes in the ab-
sence of dislocations: if this torsion is chosen to be the defect quantity− 1

2εpi jΛpk,
it defines by Eq. (1.7.11) a compatible connexion and vanishes as soon as the
Burgers vector vanishes.

1.8 Classical and new approaches to the geometry of
dislocations

This section summarises two approaches from the literatureas described by H. Klein-
ert and E. Kröner. Our goal is to enlighten some inconsistencies of these approaches
and to thereby justify the description of the method developed in this thesis, in order
to provide not only a complete justification of the geometry of dislocations, but also a
manner to handle and improve the existing theories, in orderto develop a manageable
macroscopic model for single crystals.

The present section contains the following subsections:

• Kleinert’s approach

– Multivaluedness and the cut surface
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– Mesoscopic geometry with macroscopic fields?

– Elastic-plastic decomposition

– Mathematical assumptions on the physical fields and defect lines

• Kröner’s approach

– The “incE = curlκ” fundamental relation

– Discussion about Kröner’s approach

• Proposal for a multiscale programme

– Passage from atomic to meso-scale

– Defect measures at the meso-scale

– Main 2D result: mesoscopic incompatibility of a set of isolated defect lines

– Passage from the meso- to the macro-scale

– Conservation laws for defect densities

– Unbounded mesoscopic energy

– New formulas for 3D dislocations

1.8.1 Kleinert’s approach

The content of this paragraph originates from a monograph byHagen Kleinert (1989),
“Gauge fields in condensed matter, vol.2: Stresses and defects”, which summarises the
classical approach developed by G.I. Taylor (1934), J.M. Burgers (1939), F.C. Frank
(1958), J.D. Eshelby (1966), F.R.N. Nabarro (1967), T. Mura(1987) and others. In
this section we will point out the elements of this approach which appear in our mind
as drawbacks, in particular the lack of a rigorous mathematical setting, but also some
doubtful physical statements.

Multivaluedness and the cut surface

Although Kleinert refers to the displacement and rotation fields as multivalued at the
meso-scale, he indentifies the “non-integrability” situation at a given pointx as

αi j (x) := εikl ∂k∂l u j(x) 6= 0 (1.8.1)

for the displacement, and

Θi j (x) := εikl ∂k∂l ω j(x) 6= 0 (1.8.2)

for the rotation field, which we believe is not correct for tworeasons:
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• Any field multivaluedness implies the existence of an underlying Riemann folia-
tion with branching lines, for which no such derivation operation in the classical
sense can be rigorously justified. In particular, obviouslyno derivation of the
multivalued function is possible on the branching line (which is in fact the de-
fect line). Moreover partial derivations commute outside this line, except if he
symbol∂k is replaced by the gradient∇k and the space is non-Euclidian, but this
meaning was not intended by the authir.

• In Kleinert’s approach to multivaluedness, an arbitrary “cutting surface” S is
chosen to contain the defect line L and to obstruct the introduction of a closed
path around L, therefore preventing any abrupt passage fromone branch to the
other one on the Riemann set. Of course this surface is a trick, and is often
removed after a couple of applications of Stokes’ theorem, thereby recovering a
concentrated quantity on L. However, let us point out that crude applications of
Stokes’ theorem are often not justified.
But the more serious reproach to the introduction of S is probably its lack of
physical justification, such as, eg, as the author introduces “plastic distortion”
as a concentrated term on S. In fact, as explained in Section 1.7.3, while there
is a distortion decomposition, on the one-hand, one cannot conclude that it nec-
essarily consists of an “elastic” and “plastic” part and, onthe other hand, that
such a decomposition should not dependent on any arbitrarily chosen surface.
Often, the introduction of S aims at bypassing the difficulties of the treatment
of multiple fields and, as soon as a physical justification is sought, S is either
removed (because of its arbitrariness), or is interpreted as containing some non-
well-localised, non-well defined physical field.

Mesoscopic geometry with macroscopic fields?

In the classical approach described by Kleinert, the line L is always present, which
involves that the considered scale relates to the mesoscopic dislocated crystal. This
suggests that linear elasticity is assumed everywhere awayfrom L, since diffuse plas-
tic effects are only macroscopic. But the definition of∂mωk (apart from the problem
of derivation justification) is not clear. If this quantity were in fact elastic thenΘi j

as defined by Eq. (1.8.2) would identically vanish by strain compatibility away from
L since∂mωk = εkpn∂pEmn. However,Θi j is also computed (by introduction of the
surface S) as being equal to the non vanishing tensorΩ jτiδL, whereΩ j is the Frank
vector andτi the tangent vector to L, while the strain incompatibilityηi j appears as
distinct fromΩ jτiδL. On the other hand, if displacement and rotation are thoughtas
macroscopic fields (apart from their crude definition), thenthe distinction between the
disclination densityΘi j and the incompatibilityηi j can be justified by the author’s for-
malism. Moreover, if the macroscopic scale is intended, displacement and rotation are
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necessarily thought as non-smooth (otherwiseΘi j andαi j as given by Eqs. (1.8.1) &
(1.8.2) would identically vanish), but then the lack of justification of their derivation
as macroscopic entities re-appears: are they still multivalued (which again raises the
question of their physical interpretation), or just single-valued and non-smooth (which
raises the question of the specification of this irregularity in view of their mathematical
treatment)?
Surprisingly enough, this incorrect formalism can lead to the correct formulas, but it
does not provide any correct physical interpretation of these formulas.
In contrast, the present work aims at distinguishing between the different matter scales,
at considering appropriate mathematical tools for each of them, and at clarifying
the passage from one to another scale, specifying the quantities which may be ho-
mogenised and those for which this is forbidden while givinga precise meaning to the
macroscopic fields.

Elastic-plastic decomposition

The author’s justification for displacement and rotation “non-integrability” property
still remains connected to the classical elastic/plastic decomposition of the displace-
ment gradient, while the total strain, rotation, and displacement are macroscopically
smooth. We only accept this decomposition as a postulate, and only for the distortion
and strain decompositions in the absence of disclinations (cf Section 1.7.3). This ap-
proach is followed by Kröner (among others) and will briefly be reviewed in Section
1.8.2. As we will see, this technique provides the correct formulas with a correct for-
malism, but the results are obtained by focussing on the macro-scale only, therefore
missing the key connection between the defect densities across the different matter
scales. Let us emphasise that the discussion about such decomposition is not only a
matter of words. In fact, some authors (as reviewed by Kleinert (1989)) develop an ex-
pression for the “elastic” displacement field involving thepostulated elastic distortion
and the “Green’s elastic function”, and consequently develop a non-justified formal-
ism for the energy and mutual interactions between the dislocations.
The objective of the present work is to clarify the mathematical framework (in particu-
lar the working assumptions) and the physical meaning of themacroscopically relevant
fields for building the physical model of a “defective crystal continuum” leaning on a
multiscale analysis.
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Mathematical assumptions on the physical fields and defect lines

In general no assumption is ever made in the literature neither on the regularity of the
involved fields, nor on the defect line regularity. However at the meso-scale, strain,
rotation, displacement, and even compliance (or energy) are singular along L (as ob-
served on the 2D examples of dislocations and disclinationsof Section 1.6). This
singularity can be reasonable, or very strong, thereby forbidding any classical treat-
ments. Moreover, it is justified to raise the question wetherall defects show the same
type and order of singularity. Since the issue of well treating any field multivaluedness
is raised in the context of singular fields, the present work will show how a “distribu-
tional approach” might help resolve the problem, under reasonable strain regularity
assumptions.
Another issue relates to the homogenisation from meso- to macro-scale, requiring in
particular the averaging of non-multivalued fields. How canthen the macroscopic dis-
placement and rotation fields be defined, since the latter aremultivalued at the meso-
scale? Moreover, no assumption is ever made on the defect line regularity, and on
the possible clustering of defect lines in very irregular sets, raising the question of the
selection of a formalism, such as the so-called “geometric measure theory”, to allow
for the presence of fractal effects as resulting from the defective matter physical be-
haviour.
For general 3D lines, another question is the presence, or not, of their curvature and
torsion in the expressions of the defect densities and incompatibility (these effects be-
ing clearly absent in the classical formulas). Again, the answer could depend on the as-
sumptions made on the admissible strain and defect line regularity for the mesoscopic
dislocated crystal, and highlight the need of a well-definedmathematical framework.

1.8.2 Kröner’s approach

This paragraph is devoted to very briefly summarise the review paper by Ekkehart
Kröner (1981) entitled “Continuum theory of defects”. The author here clearly situ-
ates his developments at the macro-scale and speaks of a “continuized crystal”, in the
sense that the lattice parameter is considered as a small parametera, while the micro-
scopic Burgers vector is re-scaled accordingly in order to keep the same defect content
during homogenisation from micro- to macro-scale asa→ 0. Since the Frank vector
is a rotational jump (instead of a translational jump), it cannot be re-scaled asa→ 0
without modifying the crystal structure, and the author therefore does not consider the
presence of disclinations.
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The “ incE = curlκ” fundamental relation

As soon as an elastic/plastic decomposition of the distortion (i.e. the displacement
gradient) is postulated, namely

β T
i j = βi j + β P

i j , (1.8.3)

where superscripts “T” and “P” here stand for “total” and “plastic”, while no super-
script means “elastic”, the dislocation density is defined as the curl of the plastic part
of β T

i j or, equivalently, as

αi j =−εikl ∂kβl j , (1.8.4)

since the curl of the total distortion vanishes by macroscopic strain compatibility. By
application of Stokes theorem the macroscopic Burgers vector over a surface S with
normalνi is introduced as the integral on S of the dislocation density, namely

B j(S) =

∫

S
αi j dSi . (1.8.5)

Now, from the relationEi j = εi jkωk + βi j , it immediately follows that

∂mωk = εkln∂lEmn+

(

αkm−
1
2

αppδkm

)

, (1.8.6)

where the term inside the parenthesis is called contortion and denoted byκkm. The
author interpretsωk as a rigid rotation of the volume element which “carries along
the lattice orientation” (instead of a purely elastic rotation, as suggested by the strain
decomposition), and postulates that the absence of disclinations implies thatdωk be
an exact differential, in such a way that a further application of Stokes’ theorem yields
the relation

ε jpm∂pεkln∂lEmn = ε jpm∂pκkm, (1.8.7)

hence providing the announced statement “incE = curlκ”.
To tell the truth, by introducing differential geometry concepts (as detailed in Sec-
tion 1.7), the author is more precise concerning the definition of the elastic distortion.
In fact, dβik is defined as the opposite of the variation by parallel displacement8 of
the lattice triad, hence verifying by Eq. (1.7.8)dβik = −Γk;i j dxj . Since∆Γk;i j is
skew-symmetric ink and i while 1

2∂ jgki is the symmetric part ofΓk;i j , the following
identification easily follows:

gik = δik−2Eik, (1.8.8)

8given by the connexionΓi; jk = Γ̃i; jk +∆Γi; jk (cf Section 1.9)
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wheregi j is the chosen metric, while

dωik =−
(
∆Γk;i j − εpikεpqm∂qEm j

)
dxj . (1.8.9)

Writing ∆Γk;i j = εpkiκp j andεpqm∂qEm j = ∂ jωp, Eq. (1.8.9) shows that

∂ jωp = ∂ jωp−κp j, (1.8.10)

where the termκp j depends on both the metric and∆Γk;i j . By identification with
Eq. (1.8.6), the contortion (this terminology originatingfrom the so-called connexion
contortion∆Γk;i j ) is related to the dislocation density.

Discussion about Kröner’s approach

The validity of Eq. (1.8.3) has already been discussed. Let us remark that the intro-
duction of a distortion decomposition (instead of a displacement decomposition) is
always possible in the absence of disclinations, the only question being the arbitrari-
ness of the choice of what might be called, or not, a “plastic”part. We believe that
this specification should have a precise meaning inherited from the defect content at
lower scales. Here again we consider that this physical meaning is not clear in the
work of Kröner, and therefore Eq. (1.8.3) still defines an ambiguous defect quantity.
Then, Eq. (1.8.5), which is devoted to define the macroscopicBurgers vector, hence
suffers from the lack of possible identification betweenB j(S) and the Burgers vec-
tor at lower scales as computed by Burgers circuit procedures around dislocations (cf
Section 1.3). Although Eq. (1.8.5) reminds us of an expression for the dislocation
density such asαi j = B jτi , whereτi is the mesoscopic dislocation line orientation,
thereby providing a way to identifyB j(S) with the mesoscopicB⋆

j (L) as soon as L
is perpendicular to S, the introduction of a defect line orientation at the macroscopic
scale (where the singularities have been smoothed) seems not to be very appropriate.
The question remains to understand the link between the dislocation density defined
by Eq. (1.8.4) and the mesoscopic defect measure, as given byα⋆

i j or Λ⋆
i j . Moreover,

Eq (1.8.6) is very ambiguous as well since, according to the preceding decomposition,
there is apparently no reason why the term on left-hand side and the first term on the
right-hand side should not be equal. Actually, Kröner’s comments appeal to another
interpretation of the rotation (and hence of the distortion), but then these fields should
be noted differently and the fact that the disclination density vanishing implies its ex-
istence should be better justified. Coming back to Eqs. (1.8.8)-(1.8.10), the relation
“ incE = curlκ” now clearly appears as an existence condition for the rotation vector
in Eq. (1.8.10) and at the same time the meaning of the rotation is given as an elastic
rotation minus the contortion term, to be interpreted as a lattice rotation (as shown
by Nye (1952)). However, the link between the absence of disclinations and the re-
lation “incE = curlκ” is not clarified at this stage, since a relation showing thatthe
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disclination density writes asΘi j := εikl ∂k∂l ω j is still needed (apart from the crude
use of classical derivation on non-smooth rotation field). Similarly αi j remains to be
explicitly expressed in terms of the observed mesoscopic Frank and Burgers vectors.
Moreover, the use of a connexion raises the question of its definition. In Kröner’s
approach the contortion appears as a defect measure defined from the knowledge of a
law of parallel transport, which is itself defined by the motion of an internal observer
in a Bravais lattice. Although the link between dislocationdensity and connexion is
clear, the ambiguity resulting from the dislocation density definition also affects the
connexion definition. In particular, the link between the parallel displacement of an
internal observer and the defect microstructure observation is still missing.

1.8.3 Proposal for a multiscale programme

After the presentation of some physical prerequisites, of some tools from differential
geometry and of a multiscale analysis of our problem, together with a brief commented
review of the classical approaches used to describe the geometry of dislocations, let
us now expose our programme, as developed in Chapters 2 and 3.

Passage from atomic to meso-scale

Here homogenisation is not used in the sense of a small parameter converging to
zero, such as the lattice characteristic length, since the theory should include discli-
nations as well as dislocations (cf Section 1.8.2). The required physics here deals
with the reversible dynamical interactions between atoms,and homogenisation means
the volume averaging, or ensemble averaging, of a family of atomic pictures. This
is a rough homogenisation, but it mainly allows us to obtain an average mesoscopic
model, in which the crystal is everywhere a continuous medium except on the dislo-
cation/disclination lines, where the physical fields are singular.

Defect measures at the meso-scale

At the meso-scale, displacement and rotation are defined by recursive line integrations
of the strain curl. Due to the presence of defect lines (whichare either loops or open
curves ending at the crystal rim), these fields are multivalued and hence are not ap-
propriate for homogenisation to the macro-scale. Therefore, in a first stage, only the
single-valued strain curl∂ mω⋆

k := εkpn∂pE
⋆
mn will be considered, with such assump-
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tions on the strain regularity that∂ mω⋆
k can be defined in thesense of distributions

(cf Section 1.10) on the entire crystal domain, including the singular lines. Since the
displacement and rotation jumps around the defect lines areidentified as the invariant
Burgers and Frank vectors and since the mesoscopic crystal shows a limitted number
of such vectors according to its underlying atomic structure, it seems relevant to seek
a relation between the strain incompatibility as defined byηlk = εlnm∂n∂ mω⋆

k and the
Frank and Burgers vectors.
Actually, the objective of Chapter 2 is not only to obtain such a relation, which was
obtained by other authors before us, but better to develop a correct validation of this
relation. By validation it is here meant a rigorous proof and, above all, the determi-
nation of the restrictions needed to apply these formulas. For instance, the minimal
regularity of the strain, stress divergence, and defect line shape required for their ob-
tention have to be specified. In fact, under such a set of assumptions, the following
theorem will be proved in the 2D case (cf Section 3.5 of Chapter 2).

Main 2D result: mesoscopic incompatibility of a set of isolated defect lines

For a setL of isolated dislocations parallel to thez-axis and located at the positions
xL

β , L ∈L , incompatibility is the vectorial first-order distribution

η⋆
k = δkzη⋆

z + δkκη⋆
κ ,

where

• its vertical component is

η⋆
z = ∑

L∈L

(

Ω⋆
zδL + εαγ

(

B⋆
γ + εβ γ(x

L
β −x0β )Ω⋆

z

)

∂α δL

)

, (1.8.11)

• its planar components are

η⋆
κ = ∑

L∈L

1
2

εκα B⋆
z∂α δL, (1.8.12)

and in which equations the quantities on the right hand-sideare concentrated “mea-
sures” (cf Section 1.10.2) on the defect lines.
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Passage from the meso- to the macro-scale

The preceding formulas include mesoscopic dislocation anddisclination densities in
their right-hand side. These physical quantities are defect measures and will be the first
objects to be homogenised, thereby defining their macroscopic counterpartsΘi j and
αi j , as introduced in Section 1.3.6, together with the macroscopic Frank and Burgers
vector, as given in Eqs. (1.3.7)-(1.3.8) as the macroscopiccounterparts of the meso-
scopic defect measures. The following tensors are introduced,

ðmωk := εkpq∂pEqm−κkm

ðl ðmuk := ∂lEkm+ εkpmðl ωp, (1.8.13)

whereEkm andκkm are the macroscopic elastic strain and contortion tensors,defined as
homogenisations of their mesoscopic counterpartsE ⋆

km andκ⋆
km (the mesoscopic con-

tortion was introduced in Section 1.3.6). Notice that symbol ði has been intentionally
introduced to be distinguished from a derivation operator,and will be shown to be a
proper derivative only in particular situations. Here we assume that all homogenised
fields are smooth at the macro-scale.
Now, instead of being postulated, the three following relations appear as resulting from
the homogenisation of their validated mesoscopic counterparts:

KRÖNER’S IDENTITY ηi j = Θi j + εipq∂pκkq

MACROSCOPIC DISCLINATION DENSITY Θi j = εipq∂pðqω j (1.8.14)

MACROSCOPIC DISLOCATION DENSITY αi j = εipqðpðqu j , (1.8.15)

together with the existence of a “Bravais” rotationωB
j and distortionβ B

kl = Ekl−εkl jωB
j

as proved if the disclination density vanishes, thereby clarifying the macroscopic elas-
tic strain decomposition. Moreover, the geometric interpretations of the above rela-
tions will be exposed in Section 1.9, showing for instance the connexion as defined by
homogenisation of mesoscopic defect measurements. To close the present discussion,
let us finally address in the following sections the existence of meso- and macroscopic
conservation laws for line-defect densities and raise the question of the treatment of
the mesoscopic unbounded elastic energy density.

Conservation laws for defect densities

The mesoscopic disclination, dislocation and displacement jump densities verify the
relations

∂iΘ⋆
i j = 0, ∂iΛ⋆

i j = 0, ∂iα⋆
i j =−ε jmnΘ⋆

mn,
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as easily verified, since for every smooth test-functionφ , it results from Weingarten’s
theorem and from the formalism to be introduced in Section 1.10.1, that considering a
single defect line L,

< ∂iΘ⋆
i j ,φ >=−< Θ⋆

i j ,∂iφ >= Ω⋆
j

∫

L
∂iφdxi = φ(A)−φ(B)

where< ·, · > denotes the distribution by the test-function product, while A and B
are the endpoints of L, which have been shown in Section 1.4.5to either coincide, or
belong to the crystal boundary where the test-functionφ vanishes.
By homogenisation it therefore results that

∂iΘi j = 0, ∂iΛi j = 0, ∂iαi j =−ε jmnΘmn,

which can be otherwise verified by Eqs. (1.8.13)-(1.8.15)and the assumed smoothness
of the macroscopic densities.
We believe that one of the key issues of dislocation/disclination modelling in single
crystal growth is to take theses conservation laws into account.

Unbounded mesoscopic energy

It should be noted from the computed examples of Section 1.6 that the energy density
(or compliance)E ⋆ = 1

2σ⋆
i j E

⋆
i j is notL1-integrable for both kinds of dislocations, while

it is finite for the wedge disclination. Therefore, a Hadamard finite part distribution
(Schwartz, 1957; Estrada and Kanwal, 1989) is needed to represent the compliance
at the meso-scale (another approach makes use of strain mollification by a so-called
core tensor (Koslowski et al., 2002)). This issue, whose solution requires to develop
matched asymptotic expansions around the singular line in accordance with the in-
finitesimal displacement hypothesis, will not be addressedfurther in this work, which
only focuses on the geometry of dislocations. A short introduction to these concepts
and an interpretation in terms of energy concentration willbe given in Section 1.10.1.

New formulas for 3D dislocations

It will be proven in Chapter 3 that using the approach just described for a collection
L of 3D defect lines verifying certain assumptions, and allowing for the formation
of certain kinds of cluster regions, the elastic strain incompatibility as defined by Eq.
(1.3.10) is the vectorial first order distribution

η⋆
mn = ∑

L∈L

(
Gmni j(x̂

L)Θ⋆
i j (x

L)+Hmni j(x̂
L)ε jlk ∂l κ⋆

ik(x̂
L)
)



Non-Riemannian objects in the dislocated crystal 69

where< f δiL ,ϕ >=

∫

L
f ϕ(x̂s)dL(x̂s) for any test-functionϕ , L1(L,H 1)-integrable

function f and defect lineL ∈L (cf Section 1.10 for some details concerning these
notions), and where the geometrical tensorsGmni j andHmni j write as

Gmni j :=

[(
1
2

τnτ j + νnν j + σnσ j

)

δmi

]

m↔n

Hmni j :=

[

−
1
2

τmτnδi j + τnτ jδmi

]

m↔n
,

with [Smn]m↔n indicating that twice the expression symmetric part(Smn+Snm) is
taken.

1.9 Non-Riemannian objects in the dislocated crystal

The present section is devoted to summarise the dislocated crystal properties from the
viewpoint of differential geometry and to define an admissible distortion decomposi-
tion. It is divided in the following subsections:

• Bravais distortion decomposition

• Non-existence of the Bravais displacement field

Dislocations show to be in some way translational defects, in the sense that a closed
curve in R(t) might, because of the presence of dislocations, be seen as anopen
curve by an internal observer as soon as this curve encloses adislocated region S. If
disclinations are present together with dislocations a transported vector along a cir-
cuit will end up as translated and rotated9. Therefore, the presence of dislocations
and/or disclinations, on the one hand, and, on the other hand, the choice of the elastic
metric together with a connexion which has the property of being torsion-free in the
absence of dislocations, will endow the crystal with a structure of non-Riemannian
space (that is, possibly curved and twisted). Before givingall the related details, let
us here summarise the basic concepts associated with the non-Riemannian crystal as

9Disclinations have shown in Section 1.3, Figure 1.10 to provide vector rotation effect by parallel trans-
port at the atomic scale. By homogenisation, the macroscopic crystal filled with disclinations will therefore
have a non-vanishing curvature tensor, called the Riemann curvature tensor.
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follows.

EXTERNAL OBSERVER METRIC TENSOR: gext
i j := δi j

ELASTIC METRIC TENSOR: gi j := δi j −2Ei j

DISLOCATION TORSION: Tk;i j := −
1
2

εpi jΛpk

SYMMETRIC CHRISTOFFEL SYMBOLS: Γ̃k;i j :=
1
2

(
∂igk j + ∂ jgki− ∂kgi j

)

CONNEXION CONTORTION: ∆Γk;i j := Tj ;ik +Ti; jk−Tk; ji

NON SYMMETRIC CHRISTOFFEL SYMBOLS:Γk;i j := Γ̃k;i j −∆Γk;i j .

1.9.1 Bravais distortion decomposition

It is one of the aims of this work to explain why the choice of a non-affine connexion
compatible with the elastic metric is needed. The goals are:

• to well-define theBravais rotationω j (which appears as a combination of elastic
and lattice rotations) and theBravais distortionβkl as

BRAVAIS ROTATION ω j(x) := ω0
j +

∫ x

x0

dω j

BRAVAIS DISTORTION βkl(x) := Ekl(x
0)− εkl jω0

j +

∫ x

x0

dβkl,

wheredβkl is defined as−Γl ;kmdxm, whiledω j := ðmω jdxm with an appropriate
definition ofðmω j accounting for mesoscale effects, and where the connexion
contortion vanishes as soon as thedislocation contortionκ jm (which is a defect
measure) vanishes. Moreover, in Chapter 2 it will also be shown that the elastic
infinitesimal rotation∂ mω jdxm is the sum of the Bravais infinitesimal rotation
dω j and of the lattice infinitesimal rotation (or contortion)κ jmdxm.

• to obtain the connexion torsion from the crystal internal torsion, namely∆Γm;[kl]
= Tm;kl . It is fundamental to remark that, by Eq. (1.7.6),Tm;kl is a tensor.

• to prove that the dislocation density is the Bravais distortion curl10:
∫

C
duk =

∫

S
εβ α ∂β βkαdS= αk(S). (1.9.1)

10Note that the relation
∫

C dωk = Θk(S) is independent of the metric and connexion choice, but only on
the homogenisation of mesoscopic elastic strain and contortion.
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• to associate the defect density measurements of an externalobserver with the
parallel transport along Burgers circuits of an internal observer who is provided
with a connexion computed from density measurements.

• to avoid an a-priori distortion decomposition in “elastic”and “plastic” parts.
In fact, in the literature Eq. (1.9.1) is generally postulated and the fieldsβkl

together withωi are referred to as elastic distortion and rotation fields (cfSection
1.8.1 for a discussion on this topic). However, while the symmetric part of
the Bravais distortion shows to be the elastic strain, thereis no reason why its
skew-symmetric part should be the elastic rotation tensor−εi jkωk whereωk

is obtained from a line integration of∂ jωk := εkpq∂pE jq. This crucial point
justifies the efforts of the present work to clarify the classical theory.

1.9.2 Non-existence of the Bravais displacement field

By Bravais displacement, we here mean the part of the macroscopic global displace-
ment whose gradient is the Bravais distortion. In contrast with the existence postulate
of an “elastic” displacement in the dislocated crystal, ourwork aims at explaining why
no such decomposition is justified from a physical viewpoint. Moreover, it is explained
why the index 2 multivaluedness of the mesoscopic displacement field is too strong to
provide a Bravais displacement at the macro-scale (which could have been defined by
a line integration ofduk), even in the case of flat crystals. In fact, multivaluednessis
recovered at the macro-scale, as immediately seen from the relation

uk(x) = uk(x
0)+

∫ x

x0
βkldxl ,

which is meaningless as soon asx is contained in a defective region ofR(t), even with
the introduction of (arbitrary) jump surfaces atx.

1.10 Elementary notions of distribution and geometric
measure theories

This section provides the basic notions of distribution theory, in order to handle Dirac
masses, and their derivatives. It also provides an introduction to the notion of gener-
alised function, otherwise termed as Hadamard pseudo-functions and to the geometric
measure theory, aimed at generalising the results of Chapter 2 to Chapter 3. The
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notions of this section will also allow the reader to understand the global strain as-
sumption as proposed in Chapter 2. The present section is divided in the following
subsections:

• Distribution theory and Hadamard finite parts

– Distributions

– 1D examples of diverging integrals: Hadamard finite parts and pseudo-
functions

– 2D examples of radial functions

– Singular elastic energy decomposition

• Line integration and Hausdorff measures

– Radon measure and Radon-Nykodým decomposition

– Gauss-Green’s theorem for BV-functions and Frank tensor global regular-
ity assumptions

1.10.1 Distribution theory and Hadamard finite parts

Distributions

Let us denote byD(Ω) := C ∞
c (Ω) the space of smooth functions with compact support

in the open setΩ, also known as the space oftest-functionsφ . The space of distribu-
tions is the dual space ofD(Ω) and, sinceD(Ω) is a very “small” function space, its
dual is known to be very large, thereby containing many of theobjects appearing in
physical modelling. In fact the distribution spaceD ′(Ω)is defined as

D
′(Ω) := { f : D(Ω)→R : f is linear and continuous},

where continuity here means that< f ,φn >→ 0 as soon asφn→ 0 in appropriate
spaces (Willem, 1995) and where symbol< f ,u > here simply means the application
of a distributionf against the test-functionφ . Let us here mention an important prop-
erty concerning the derivation of distributions: any distribution can be derived to any
order, since derivation simply means that

< ∂i f ,φ >:=−< f ,∂iφ >,

which can be seen as a generalized partial integration property overΩ.
Moreover, theorder of a distributionf is known as the smallest integer m such thatf
is linear and continuous overC m

c (Ω).
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1D examples of diverging integrals: Hadamard finite parts and pseudo-functions

As an introductory example, let us consider the function 1/x which is not integrable
on ]0,+∞[. Similarly, the functionφ(x)/x is in general not integrable on]0,+∞[ for
φ ∈ C ∞

c (R). Nevertheless(1/x)x>0 can be associated with a distribution by taking the
finite part in the Hadamard senseof the divergent integral. This distribution is called
thepseudo-function1/x for x> 0. Indeed, by partial integration one easily obtains the
relation

∫ ∞

ε
φ(x)/xdx=−φ(ε) lnε−

∫ ∞

ε
φ ′(x) lnxdx,

the last integral being convergent asε → 0. Therefore it appears as quite natural
to define a pseudo-function as being equal to the finite part ofa divergent integral
(concisely written as “P f. = F p.”!), viz.

< P f.(1/x)x>0,φ(x) >:= F p.

∫ ∞

0
φ(x)/xdx:= lim

ε→0

(∫ ∞

ε
φ(x)/xdx+ φ(0) lnε

)

,

whereφ has been expanded around the origin with lim
ε→0

(φ(ε)−φ(0)) lnε = 0. More-

over, it should be observed that by the right-hand side linearity in φ of the previous
relation, the pseudo-functionP f.(1/x)x>0 defines a distribution.
In general a divergent integral “DI” can be decomposed into three parts, viz. adiver-
gent part“DP”, a finite part “FP” and aconcentrated part“CP” as illustrated here
below by the partial integration of 1/x2 for x > 0. Since the limit

lim
ε→0

(∫ ∞

ε
φ(x)/x2dx−φ(ε)/ε + φ ′(ε) lnε

)

exists11, lettingφr=ε = φr=0 + εφ ′r=0 +O(ε2) and defining the finite part of the diver-
gent integral as

F p.

∫ ∞

0
φ(x)/x2dx := lim

ε→0

(∫ ∞

ε
φ(x)/x2dx−φ(0)/ε + φ ′(0) lnε

)

,

shows the following relation “DI=DP+FP+CP” to hold:
∫ ∞

0
φ(x)/x2dx= lim

ε→0

(

φ(0)/ε−φ ′(0) lnε
)

+Fp.

∫ ∞

0
φ(x)/x2dx−φ ′(0).

Defining the pseudo-functionP f.(1/x2)x>0 as the distribution

< P f.(1/x2)x>0,φ >:= F p.
∫ ∞

0
φ/x2dx,

11and equals−
∫ ∞

0
φ ′(x) lnxdx
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for every test functionφ ∈ C ∞
c (R,R), it can be checked, from the definition and by

partial integration, that

<
d
dx

P f.(1/x)x>0,φ > = −< P f.(1/x)x>0,φ ′ >=−F p.

∫ ∞

0
φ ′(x)/xdx

= −F p.
∫ ∞

0
φ(x)/x2dx−< δ ′0,φ >,

showing the following remarkable relations12:

<
d
dx

(
P f.(1/x)x>0 + δ0

)
,φ >=<−P f.1/x2,φ >,

where symbolδ0 denotes the Dirac measure.

2D examples of radial functions

Let us shortly analyse the pseudo-function Pf.1/r2 wherer =
√

x2
i in the plane. By

partial integration,

∫ 2π

0

∫ ∞

ε
φ/rdrdθ =−2πφ(0) lnε−

∫ 2π

0

∫ ∞

ε
∂rφ ln rdrdθ ,

where the last integral is convergent asε → 0. The pseudo-function is as usual intro-
duced as

< P f.1/r2,φ >:= F p.
∫

R2

φ
r2 dV := lim

ε→0

(∫ 2π

0

∫ ∞

ε

φ
r

drdθ +2πφ(0) lnε
)

, (1.10.1)

for every test functionφ ∈ C ∞
c (R2,R). It can be shown that

∇P f.1/r =−P f.1/r2er −2πδ0,

whereδ0 denotes the 2D Dirac measure centred at the origin.
As last example, let us analyse the gradient of Pf. 1/r2:

< ∇P f.1/r2,ψ >:=−< P f.1/r2,∇ ·ψ >,

whereψ ∈ C ∞
c (R2,R2) and henceψ is a 2D vector test-function whose radial and

azimuthal components are denoted byψr and ψθ . Consider first the setBR,ε :=

12where the left-hand side defines the “generalised derivative” Dx with the good property that
DxP f.(1/x)x>0 =−P f.(1/x2)x>0.
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B(0,R) \B(0,ε), whereB(0,ε) is the disk of radiusε centred at 0 and with R large
enough in order to contain the support ofψ . By the Gauss-Green theorem we have

∫

BR,ε
(∇ ·ψ)/r2dV =−

∫

BR,ε

(
∇(1/r2)

)
·ψdV−

∫

∂Bε
ψ

r
/r2dS.

Passing to the limitε → 0 and since lim
ε→0

∫

∂Bε
ψr/r2dS= π∇ ·ψ(0)13, it results that

F p.

∫

BR,0

∇ ·ψ/r2dV =−F p.

∫

BR,0

∇(1/r2) ·ψdV−π∇ ·ψ(0),

equivalently written in the form

< ∇P f.1/r2,ψ >= F p.

∫

BR,0

∇(1/r2) ·ψdV + π∇ ·ψ(0),

and resulting, since the finite part on the right hand-side defines the pseudo-function
−2P f.1/r3er , in the concise expression

∇P f.1/r2 =−2P f.1/r3er −π∇δ0.

Singlular elastic energy decomposition

It was already announced in Section 1.8.3 that the elastic energy density need not be
bounded. Let us take the screw dislocation as an example, which exhibits the singular
term14

E =
1
2
E

⋆
i j σ

⋆
i j =

E
2(1+ ν)

E
⋆
i j E

⋆
i j =

EB2
z

32π2(1+ ν)r2 .

The fundamental reason for this singularity is due to the inadequacy of the linear
elastic model in the vicinity of the defect line. In fact, thestrain is predominantly
nonlinear in a neighbourhood of the order of length|Bz| around the defect line. This is
the reason why the energy required to create the dislocationline is infinite if the model
is restricted to linear elasticity. A concentrated energy term E ◦ will be substracted
from the divergent integral, as an increasing function ofr, viz.

E
◦ =

EB2
z

16π(1+ ν)
δ0| ln r|,

13This can be easily checked: from the divergence expression in the cylindrical base, it follows that
ψr/r2 = ∇ ·ψ/r − ∂rψr/r − 1/r2∂θ ψθ where the last term vanishes after integration over the circle of

radiusε , while ∂r ψr = cos2 θ ∂xψx + sin2 θ ∂yψy is integrated up to an 0(ε)-term asπ∇ ·ψ(0) and the first
term as 2π∇ ·ψ (0).

14It is here meant forr the non-dimensional radiusr ≤ 1.
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for r < 1. More precisely, if the unbounded total energyE is considered as a distribu-
tional pseudo-function Pf.(EB2

z)/(32π2(1+ ν)r2), the following interpretation can be
proposed from Eq. (1.10.1). Withϕ a test-function,δ0 the concentrated Dirac mass
at the origin andΩε the planar section from which a disk of radiusε around the de-

fect line has been removed, a diffuse termE elast. = (EB2
z)/(32π2(1+ν))

∫

Ωε
ϕ/r2dV

accounts for the energy of the dislocation creation at the distancer = ε, and a con-
centrated termE ◦ is to be introduced and interpreted as a correction to the linear
approximations near the line. The substraction ofE ◦ from E elast. while lettingε → 0
results in a finite “corrected elastic energy”E ⋆◦ writing as

E
⋆◦ =−

EB2
z

32π2(1+ ν)

∫

Ω
∂r φ ln r/rdV.

Let us emphasise that this approach only consists in an attempt of an interpretation in
terms of the above introduced distributional objects, without proper physical justifica-
tion.

1.10.2 Line integration and Hausdorff measures

The length of the graph G of a smooth functiong : [0;1]→ R3 is classically defined

as the integral over[0;1] of the jacobian
√

ẋ2
i whereẋi = g′i(t) since length is proved

to be independent of the parametrisation of G. This classical formula is not adapted
if such a parametrisation is unknown, if the functiong is irregular, or as soon as the
length of a curve other than a graph is seeked. The solution has been found by F.
Hausdorff, who introduced in 1918 an “m-dimensional measure in Rn defined on all
subsets A ofRn”15. In order to compute the “m-dimensional measure” of A, the idea is
very simple, and very geometric indeed: it suffices to cover the set A by small subsets
Sj ∈ Rn whose diameterδ (Sj) is known (usuallySj are n-dimensional balls) and to
estimate the so-calledm-dimensional Hausdorff measureof A by the measure of an
“optimal” collection of covering small sets.
Let us give the precise definition of this concept for generalm and n (where n will be
equal to 2 or 3 in our work, whereas m will generally be equal to1 or 2). Notice that
m is any positive real number.
The set A is covered by a collection{Sj} of small sets of diameterδ (Sj) lower than a
givenδ > 0. Clearly, the measure of A will be as accurate asδ is chosen small. The
(possibly infinite)m-dimensional Hausdorff measure of A is defined as

H
m(A) := α(m) lim

δ→0
inf

A⊂∪Sj
∑

j

(δ (Sj))
m, (1.10.2)

15Which turns out to be equal, up to a known constant, to the Lebesgue measure if m=n.



Elementary notions of distribution and geometric measure theories 77

whereα(m) is the volume of the closed unit m-dimensional ball as given by
πm/2

Γ(m/2+1)
,

whereΓ is the usual “gamma function” (Evans and Gariepy, 1992).

Figure 1.15: Here the length of the curve is well-estimated by the sum of the diameters
of the tiny balls, but grossly under-estimated by the diameter of the huge ball; from
Ambrosio et al. (2000).

Radon measure and Radon-Nykodým decomposition

Another type of measure, known as “Radon measure” will be used in this work. First
of all, let us recall that ameasureµ as applied to a subset16 E⊂Rn with value in[0,∞]

verifiesµ( /0) = 0 andµ

(
⋃

h

Eh

)

= ∑
h

µ(Eh) for any collection of pairwise disjoint

subsets{Eh}. Now, if for any compact subset K,µ(K) < ∞, thenµ is called aRadon
measure.
Let us now define theintegral of a function with respect to a measure. Any µ-
measurable17 functionu : R

3→R
p can be approximated from below byµ-measurable

step functionsv, that is, linear combinations of the characteristic functionsχ(E) of the
subsetsE ⊂ Rn, thereby defining the integral ofu w.r.t. µ as

∫

R3
udµ := sup{

∫

R3
vdµ},

16By set and subset it is here always meant “Borel set” (Mattila, 1995), hence including a large variety of
sets, such as the “closed”, “open” and “compact” sets.

17Which means that for any openU ⊂ R
p, U := u−1(U ) is such thatµ(U) = µ(U ∩E)+ µ(U \E) for

all E ⊂ Rp (Evans, 1992; Mattila, 1995).
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while the integral of the characteristic function is definedas

∫

R3
vdµ := ∑

z∈Im(v)

zµ
(
v−1(z)

)
,

whereIm(v) is the image set ofv. A function f will be said to belong to theLebesgue

space L1(R3,µ) if the norm|| f ||p :=
∫

R3
| f |dµ is finite, thereby defining the measure

f µ(B) as
∫

B
f dµ .

Therestriction (or concentration) ofµ to the subset L is denotedµxL(B) and defined
as byµ(B∩L).

Riesz representation theorem.The Radon measure is a particular kind of distribu-

tion in the sense that for any test-functionφ , < µ ,φ > as defined by
∫

R3
φdµ

is linear and continuous inφ . TheRiesz representation theoremgives a finer
statement, namely that any linear and continuous functional over the space of
continuous functions with compact support (instead of the infinitely differen-
tiable test-functions) has a measure representationµ such that

< µ ,ϕ >=
∫

R3
ϕdµ (1.10.3)

for all ϕ ∈ Cc(Ω) whereΩ is an open subset of the Euclidian 3D space. Let
us remark that the space of Radon measures is much smaller than the space of
distributions and that a measure is a distribution of order 0.

Radon-Nykodým decomposition theorem.Actually, it appears as more interesting
to work with a measureµ in the context of the “geometric measure theory”,
instead of the full distributional context, which, although wider, is not able to
provide a fine analysis ofµ . For introducing the next crucial theorem, let us
precise that a Radon measureµ is said singular w.r.t. the Lebesgue measure
| · | if there exists a setA⊂ R3 such thatµ(A) = 0 = |R3 \A|. For instance,
the Dirac measure at the origin is singular w.r.t. the Lebesgue measure as seen
by the choiceA = R3 \ {0}. Now, for every Radon measureµ , there exists
a Lebesgue-integrable functionf and a singular measureν such that for any
subset B:

µ(B) =

∫

B
f dµ + ν(B).

This decomposition theorem will play an important role in the demonstrations
of Chapters 2 and 3.
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Hausdorff concentrated measures.The 1D Hausdorff measure concentrated on the
line L is denoted by

δL := H
1
xL,

while the 2D Hausdorff measure concentrated on the surface Sis written as

δS := H
2
xS.

Notice thatδL is not a Radon measure (nor isδS) sinceδL(A) = ∞ for all sets A
whose dimension is strictly higher than 1 (as, eg, surfaces).

Gauss-Green’s theorem for BV-functions and Frank tensor global regularity as-
sumptions

A function f is said (to be) ofbounded variation(a “BV function”) on Ω ⊂ R3 if it
is aL1(Ω)-integrable function whose derivatives are all Radon measures. One of the
interesting properties of BV functions is that they providean extension of the Gauss-
Green theorem.

Gauss Green’s theorem for BV-functions.Letting f ∈ BV(Ω,R) andΩ with a reg-
ular boundary∂Ω, then

∫

Ω
∂iψi f dV =−

∫

Ω
ψid(∂i f )+

∫

∂Ω
ψi f dSi ,

for all ψ ∈ C 1
c (Ω,R3). Here,dSi denotes the vectorial measure on∂Ω, which

equalsνidSwhen the outer unit normalνi to ∂Ω exists.

Incompatibility and disclination density. This paragraph aims at showing that the
Frank tensor∂ mω⋆

k is not of bounded variation and consequently that Gauss
Green’s theorem cannot be applied in a simple manner to globally relate the
incompatibility tensor and the disclination density. To this end, let us con-
sider a defect line L, enclosed by a tube of radiusε, and a cross-sectionCε(x̂)
with x̂∈L and withdCq the infinitesimal vector normal toCε (x̂), which equals
νqdC when the outer normalνq to Cε(x̂) exists. In fact, by the relations<

Θ⋆
i j ,φi >=

∫

L
Ω⋆

j φidxi andΩ⋆
j =

∫

Cε (x̂)
∂ mω⋆

j dξm for everyx̂∈ L and fromdξm=

εmpqτpdCq, where we recall thatτp is the tangent vector to L at ˆx, it results that
for a regular line L,

< Θ⋆
i j ,φi >=

∫

Σε
φε τiτp∂ mω⋆

j εmpqdSq,
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whereφε (ξ ) = φ(ξ − εer) and whereΣε stands for a surface enclosed byCε
(since the defect line is closed or ends at the boundary, thissurface is either a
torus, or a tube ending at the boundary), in such a way that application of Gauss-
Green’s theorem (with the integrand vanishing on the tube extremeties and with
Vε denoting the volume bounded byΣε ) yields the formula

< Θ⋆
i j ,φi >=

∫

Vε
φε τiτpd

(

εmpq∂q∂ mω⋆
j

)

+O(ε),

thereby identifying by lettingε → 0 and by Eq. (1.3.10) the disclination den-
sity Θ⋆

i j with the incompatibilityτiτpη⋆
p j. Since, referring to Eq. (1.8.11), the

expressionΘ⋆
z = ηz is false in the 2D case, we observe that a “simple” BV as-

sumption for the Frank tensor global regularity is not valid18.

It is one of the objectives of Chapter 2 to provide correct global assumptions allowing
us to validate Eqs. (1.8.11)-(1.8.12).

18Let us notice that referring to our previous explicit computations of the rectilinear edge and screw
dislocations (resp. wedge disclination), the Frank tensorshows a dependence upon the variable r in 1/r2

(resp. 1/r), and hence is not evenL1 in the case of the two dislocations, and, for the disclination, its gradient
in 1/r2 which, considered as a pseudo-function, has been shown in Section 1.10.1 to be a distribution of
order 1 instead of a measure.



Chapter 2

A distributional approach to the
geometry of 2D dislocations at
meso-scale

2.1 Introduction

The present chapter focuses on mesoscale modelling with a view to clarifying the ho-
mogenisation process from meso- to macroscale. Since dislocations are lines at the
mesoscale, concentrated effects, as governed by the distribution theory (a key ref-
erence is here Schwartz (1957)), must be introduced in the mesoscopic model. In
addition, since integration around the dislocations generates a multivalued displace-
ment field with the dislocations as branching lines, multivalued functions must be
considered (Almgren, 1986; Knopp, 1996; Remmert, 1996). This combination of dis-
tributional effects and multivaluedness is a key feature ofthe dislocation theory at the
meso-scale but, unfortunately, the difficulties resultingfrom this mathematical asso-
ciation have not well been addressed so far in the literature(Thom, 1980). As an
example, non-commuting differentiation operators are freely introduced without any
justification by Kleinert (1989). Therefore, the principalobjective of this chapter is
to provide a strong mathematical foundation to the meso-scale theory of dislocations,
showing how the distribution and geometric measure theories can be correctly used
with multiple-valued fields. In particular, the application limits of Stokes’ theorem
are clarified. For the sake of generality, disclinations, which represent a second but
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rarer kind of line defect, with in addition a multiple-valued rotation field, are here
considered together with dislocations.

After homogenisation from meso- to macro-scale, no concentrated effects remain any-
more present in the macroscopic model, which consists of a set of evolution PDE’s
governing scalar or tensorial defect density fields in the framework of elasto- or visco-
plasticity (Kratochvil and Dillon, 1969). However, it should be pointed out that ho-
mogenisation from meso- to macro-scale has no meaning for multiple-valued fields
such as displacement and rotation, since this operation is exclusively allowed for addi-
tive (or extensive) fields such as stress, energy density or heat flux. This consideration
becomes obvious when homogenisation is defined by an ensemble averaging proce-
dure, since multiple-valued fields are mathematically defined as extended functions
which cannot be added since their "domains" depend on the defect line locations. This
issue is clarified in the present chapter. Moreover, since the macroscopic displacement
and rotation fields are not defined as ensemble averages of their mesoscopic counter-
parts, no unique privileged reference configuration can be defined at the macro-scale
for single crystals with dislocations. Having in mind that displacement and rotation
fields are defined with respect to the selected reference configuration (which can be, or
not, defect-free), the invariance laws governing the behaviour of single crystals with
line defects at the macro-scale are constructed in accordance with this observation.

In the literature the macroscopic dislocation density is classically defined as the curl
of the plastic distortion (Head et al., 1993; Cermelli and Gurtin, 2001; Gurtin, 2002;
Koslowski et al., 2002; Ariza and Ortiz, 2005), following a postulated distortion de-
composition into elastic and plastic parts. However, this approach cannot be rigorously
justified (contrarily to the strain decomposition) since elastic and plastic rotations can-
not be set apart. In contrast, the present chapter introduces the macroscopic dislo-
cation density by homogenisation of well-defined mesoscopic fields, under precise
geometric-measure model assumptions, from which the distortion decomposition is
obtained together with its relationship with the dislocation density. Since dislocations
and disclinations represent body torsion and curvature, respectively, these concepts
also appear as macroscopic counterparts of well-defined mesoscopic defect measures.

The present chapter is restricted to the 2D theory. Extension to the 3D case is un-
der investigation and will be addressed in Chapter 3. A complete link between the
mesoscopic and macroscopic behaviours of single crystals with line defects should be
derived from these developments. In Section 1.3.1 of Chapter 1, the scaling analysis
summarised in this introduction has been detailed and the basic concepts used to repre-
sent the dislocated continuous medium have been introduced. In this chapter, classical
invariance theorems are recalled in Section 2.2. In Section2.3, the 2D distributional
theory of the dislocated continuous medium is established in the case of a single dis-
location, while Section 2.4 treats the more general case of an ensemble of isolated
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dislocations. Finally, Section 2.5 introduces the non-Riemannian macroscopic body
by homogenisation from the mesoscale, and conclusions are drawn in Section 2.6.

Since our multiscale analysis of dislocations has already been explained in Chapter 1,
Section 1.3, let us simply recall that the 3 scales of interest for our analysis are the
atomic scalewhose characteristic length is the interatomic distance, the meso-scale
which defines the dislocated continuous medium and whose characteristic length is the
average distance between two neighbour dislocation lines,and themacro-scalewhose
characteristic length is the diameter of the crystal. Moreover, the mesoscopic reference
body R⋆

0 is a perfect crystal, while the macroscopic reference bodyR0 can be, or
not, a perfect crystal. Let us also recall that the displacement field is a multivalued
function such that for any pointXl ∈ R⋆

0 one hasu⋆
i (Xl ) = xi −Xi whereXi ∈ R⋆

0
andxi ∈ R⋆(t), while the single-valued strain tensor is denoted byE ⋆

i j , with E ⋆
i j :=

1
2(∂ ju⋆

i + ∂iu⋆
j ) outside the defect line and withE ⋆

i j arbitrarily set to 0 on the defect
line. Finally, the possibly multivalued infinitesimal rotation tensor is denoted byω⋆

i j ,

with ω⋆
i j := 1

2(∂ ju⋆
i − ∂iu⋆

j ) outside the defect line, with the associated rotation vector
given by

ω⋆
k =−

1
2

εi jkω⋆
i j =

1
2

εi jk∂ ju
⋆
i

and the identityω⋆
i j = −εi jkω⋆

k . The Frank and Burgers vectorsΩ⋆
k andB⋆

i associated
with a defect line are commonly defined as functions of the jumps ofω⋆

k andu⋆
i around

this line. From Weingarten’s theorems, these vectors are shown as invariants of the
defect line (Kleinert, 1989). The following geometric tensors are also introduced:

Definition 2.1.1

DISCLINATION DENSITY: Θ⋆
i j := Ω⋆

j δiL (2.1.1)

DISLOCATION DENSITY: Λ⋆
i j := B⋆

j δiL (2.1.2)

DISPLACEMENT JUMP DENSITY: α⋆
i j := Λ⋆

i j + ε jlmΘ⋆
il (xm−x0m) (2.1.3)

CONTORTION: κ⋆
i j := α⋆

i j −
1
2

α⋆
mmδi j (2.1.4)

where x0m is a reference point for rotation and displacement integration.

Here, symbolδiL is used to represent the concentrated vectorial measure density on
the defect line L. In particular, when L is a rectifiable curve, δiL is equal toτiδL with
τi the unit tangent vector to L andδL the one-dimensional Hausdorff measure density
concentrated on L.
The disclination and dislocation density tensorsΘ⋆

i j andΛ⋆
i j are measure densities (cf

Evans and Gariepy, 1992; Mattila, 1995) related to the so-called strain incompatibility
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η⋆
i j to be defined later. In general at the meso-scale a dislocation or a disclination

is a defect line (i.e. a singular line for the strain) to whichnon-vanishing Burgers
and/or Frank vectors are attached. The tensorsΛ⋆

i j andΘ⋆
i j are basic physical tools

to model defect density at the meso-scale whileη⋆
i j plays a key role to understand

their behaviour. The displacement jump density and mesoscopic contortion (or lattice
curvature) tensorsα⋆

i j andκ⋆
i j are combinations of these basic density tensors, with

α⋆
i j = Λ⋆

i j when the disclination density tensor vanishes. Moreover, let us also recall
that the macroscopic dislocation and disclination densities Λi j and Θi j are defined
by homogenization from the knowledge of the mesoscopic fields Λ⋆

i j andΘ⋆
i j , whose

analysis is devoted to establish the properties of these homogenised fields.

2.2 Multiple-valued fields and line invariants; distri-
butions as a modelling tool at meso-scale

Notations 2.2.1 In the following sections, the assumed open domain is denoted byΩ
(in practice but not necessarilyΩ is bounded), and the set of defect line(s) is denoted
byL ⊂Ω. When considered alone, a defect line is indicated by L⊂Ω, andΩL is the
chosen symbol forΩ\L, which is also assumed to be open without loss of generality.
Focussing on the meso-scale, symbolx̂ or x̂i denotes a generic point of the defect
line(s), x or xi is a generic point ofΩL and x0 or x0i is a given fixed reference point
of ΩL. When x and̂x are used together,̂x denotes the projection of x onto the defect
line L in a appropriate sense and̂νi := νi(x̂,x) is the unit vector joininĝx to x. The
symbol⊙ε is intended for a set of diameter2ε enclosing the line L. More precisely,
⊙ε is defined as the intersection withΩ of the union of all closed spheres of radiusε
centred on L:

⊙ε := Ω∩
⋃

x̂∈L

B[x̂,ε].

In case L is an isolated line,⊙ε is a tube of radiusε enclosing L. In the sequel, con-
sidering a surface S ofΩ crossed by L at̂x and bounded by the curve C, symbols dC,
dL, and dS will denote the 1D Hausdorff measures on C and L, andthe 2D Hausdorff
measure on S, respectively, withσ̂ j andτ j the unit tangent vectors to C at x and to L
at x̂ (when they exist). In some cases (having fractal curves in mind) the symbols dxk
and dSi := εi jkdx(1)

j dx(2)
k will stand for infinitesimal vectors oriented along C and nor-

mal to S, respectively, with in addition dCl (x) := εlmndxmτn denoting an infinitesimal
vector normal to C whenτn = τn(x̂) exists.

Assumption 2.2.1 (Mesoscopic elastic strain)Henceforth we will assume that the
linear strain E ⋆

mn is a given symmetricC ∞(ΩL,R
3×3)-tensor prolonged by0 on the
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line L, L1-integrable onΩ and compatible onΩL. In other words, the equality

εqlmεkpn∂l ∂pE
⋆
mn = 0 (2.2.1)

is assumed everywhere onΩL.

2.2.1 Distributional analysis of the multiple-valued fields

In general, a multivalued function fromΩL to RN consists of a pair of single-valued
mappings with appropriate properties:

F →ΩL and F →R
N,

where F is the associated Riemann foliation (Almgren, 1986;Knopp, 1996; Remmert,
1996). In the present case of meso-scale elasticity, we limit ourselves to multivalued
functions obtained by recursive line integration of single-valued mappings defined
on ΩL. Reducing these multiple line integrals to simple line integrals, the Riemann
foliation shows to be the set of equivalence path classes inΩL from a givenx0 ∈ ΩL

with the homotopy as equivalence relationship. Accordingly, a multivalued function
will be called of index n onΩL if its n-th differential is single-valued onΩL. No other
kinds of multifunctions are considered in this work, whether L is a single line alone or
belongs to a more complex set of defect lines (with possible branchings, etc).

Notations 2.2.2 The notation∂ (s)
j is used for partial derivation of a single- or multiple-

valued function whose domain is restricted toΩL. Locally around x∈ΩL, for smooth

functions, the meanings of∂ (s)
j and the classical∂ j are the same, whereas on the en-

tire Ω the partial derivation operator∂ j only applies to single-valued fields and must
be understood in the distributive sense. A defect-free subset U of Ω is an open set

such that U∩L = /0, in such a way that∂ (s)
j and∂ j coincide on U for every single- or

multiple-valued function of index 1.

In the following essential definition the strain is considered as a distribution onΩ:

Definition 2.2.1 [Frank tensor] The Frank tensor∂ mω⋆
k is defined on the entire do-

mainΩ as the following distribution:

∂ mω⋆
k := εkpq∂pE

⋆
qm, (2.2.2)

in such a way that

< ∂ mω⋆
k ,ϕ >:=−

∫

Ω
εkpqE

⋆
qm∂pϕdV, (2.2.3)

with ϕ a smooth test-function with compact support inΩ.
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In fact, the tensorial distribution∂ mω⋆
k is the finite part of an integral when acting

against test-functions. Indeed, since∂pE
⋆
qm might be non-L1(Ω)-integrable in view

of its possibly too strong singularity near the defect line,instead of being directly
calculated as an integral,< εkpq∂pE

⋆
qm,ϕ > must be calculated onΩ as the limit

lim
ε→0

(∫

Ω\⊙ε
εkpq∂pE

⋆
qmϕdV +

∫

∂⊙ε∩Ω
εkpqE

⋆
qmϕdSp

)

, (2.2.4)

where the second term inside the parenthesis is precisely added in order to achieve
convergence. One readily sees after integration by parts that expression (2.2.4) is
equal to Eq. (2.2.3) provided lim

ε→0
Ω \⊙ε = ΩL (which is a general hypothesis lim-

iting the acceptable defect lines together with the assumption that L is of vanishing
2D Hausdorff measure). Considering the possibly multivalued (with index 1) rota-

tion vectorω⋆
k , it should be observed from Definition 2.2.1 that∂ mω⋆

k = ∂ (s)
m ω⋆

k on
ΩL. This results from the classical relationship provided by elasticity theory between
infinitesimal rotation and deformation derivatives. However, ∂ mω⋆

k is defined by Eq.
(2.2.2) as a distribution onΩ and therefore concentrated effects on L and its infinites-
imal vicinity are added to∂ (s)

m ω⋆
k , justifying the use of the symbol∂ mω⋆

k instead of
∂mω⋆

k without giving to∂ m the meaning of a derivation operator. In particular, it may

be observed that the identical vanishing of∂ (s)
m ω⋆

k on ΩL does not necessarily imply
that the distribution∂ mω⋆

k vanishes as well. In fact from Eq. (2.2.4), it can be shown
in this particular case that

< ∂ mω⋆
k ,ϕ >= lim

ε→0

∫

∂⊙ε∩Ω
εkpqE

⋆
qmϕdSp =−

∫

Ω
εkpqE

⋆
qm∂pϕdV, (2.2.5)

which is generally non-vanishing. Finally, as soon as the definition of the tensor dis-
tribution ∂ mω⋆

k is given, so are the distributional derivatives of∂ mω⋆
k :

< ∂l ∂ mω⋆
k ,ϕ >=−< ∂ mω⋆

k ,∂l ϕ >=

∫

Ω
εkpnE

⋆
mn∂p∂l ϕdV. (2.2.6)

2.2.2 Rotation and displacement vectors

The rotation vector is defined from the knowledge of the linear strain together with
the rotation at a given reference pointx0. From this construction follows an invariance
property ofω⋆

k as a multifunction (recalling that multivaluedness takes its origin from
the existence of a defect line which renders the strain incompatible on the entireΩ).
Starting from the distributive Definition 2.2.1 of∂ mω⋆

k , the differential form∂ mω⋆
k dξm

is integrated along a regular parametric curveΓ⊂ ΩL with endpointsx0,x∈ ΩL. For
selectedx0 andω⋆

0k, the multivalued rotation vector is defined as

ω⋆
k = ω⋆

k (#Γ,ω⋆
0) = ω⋆

0k +

∫

Γ
∂ mω⋆

k dξm,
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where #Γ is the equivalence class of all regular curves homotopic toΓ in ΩL. Indeed,
from strain compatibility inΩL, i.e. from relation (2.2.1), it is clear thatω⋆

k is a
function of #Γ only. Consider now a regular parametric loop C (in case C is a planar
loop, it is called a Jordan curve) and the equivalence class #C of all regular loops
homotopic to C inΩL. Here, the extremity points play no role anymore and two loops
are equivalent if and only if they can be continuously transformed into each other in
ΩL. The jump of the rotation vectorω⋆

k along #C depends on #C only and is defined
as1

[ω⋆
k ] = [ω⋆

k ](#C) =

∫

C
∂ mω⋆

k dξm. (2.2.7)

The following developments address the displacement field multivaluedness as a mere
consequence of strain incompatibility. The procedure defining the displacement vector
from the rotation vector by means of line integrals is classical in linear elasticity. The
following tensor plays in the construction of the displacement field a role analogous
to ∂ mω⋆

k in the construction of the rotation field:

Definition 2.2.2 [Burgers tensor] For a selected reference point x0 ∈ΩL, the Burgers
tensor is defined on the entire domainΩ as the distribution

∂ l b
⋆
k(x;x0) := E

⋆
kl(x)+ εkpq(xp−x0p)∂ l ω⋆

q(x). (2.2.8)

The Burgers tensor can be integrated in the same way as the Frank tensor along any
parametric curveΓ, providing for selectedx0, ω⋆

0k andu⋆
0k the multivalued displace-

ment vectoru⋆
k of index 2:

u⋆
k = u⋆

k(#Γ,ω⋆
0 ,u⋆

0) = u⋆
0k + εklmω⋆

l (x;Γ)(xm−x0m)+

∫

Γ
∂ l b

⋆
k(ξ )dξl ,

which is a function of #Γ only. It may be observed that∂ l b⋆
k and the vector

b⋆
k = u⋆

k− εklmω⋆
l (xm−x0m)

are related in the same way as∂ mω⋆
k andω⋆

k , including the fact that∂ l b⋆
k = ∂ (s)

l b⋆
k on

ΩL. The jumps ofb⋆
k along #C and ofu⋆

k at x along #C (which depends on #C only)
are defined as

[b⋆
k](#C;x0) = [u⋆

k](x;#C;x0)− εklm[ω⋆
l ](#C)(xm−x0m) =

∫

C
∂ l b

⋆
kdξk.

1let us note that the curve C could be non rectifiable, i.e. of infinite length. In fact, integrals on fractal
curves and the related Stokes’ and Gauss-Green’s theorems are analysed by Harrison and Norton (1992),
where it is shown, by theC ∞-smoothness of the differential form∂ mω⋆

k dxm on ΩL that Eq. (2.2.7) still
holds even when the Hausdorff dimension of C is higher than 1.
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Let us now, for the sake of simplicity, focus on the case of a defect line L which (i)
can itself be represented as a singleC 0, closed or not, parametric line without multiple
points except possibly its extremities and (ii) is isolatedin the sense that each of its
points x̂ is located inside a smooth surfaceS(x̂) bounded by a loopC(x̂) and such
that S(x̂) \ {x̂} ⊂ ΩL. Such a defect line L will be called an isolated dislocation or
disclination. The jump[ω⋆

k ] of the rotation vectorω⋆
k around L is defined as the jump

of ω⋆
k along #C(x̂) and hence is the same for any ˆx and suitableC(x̂). Similarly, the

jump [b⋆
k] of the vectorb⋆

k around L is defined as the jump ofb⋆
k along #C(x̂) and is

also the same for any ˆx and suitableC(x̂), givenx0. In fact, the following result is
well-known (Kleinert, 1989):

Theorem 2.2.1 [Weingarten] The rotation vectorω⋆
k is a multifunction of index 1 on

ΩL whose jumpΩ⋆
k := [ω⋆

k ] around L is an invariant of the defect-line L. Moreover, for
a given x0, the vector b⋆k is a multifunction of index 1 onΩL whose jump B⋆k := [b⋆

k]
around L is an invariant of the defect-line.

Proposition 2.2.1 [Multiple-valued displacement field] From a symmetric smooth lin-
ear strain tensorE ⋆

i j on ΩL and a point x0 where the displacement and rotation are
given, a multivalued displacement field u⋆

i of index 2 can be constructed onΩL such

that the symmetric part of the deformation gradient∂ (s)
j u⋆

i is the single-valued strain
tensorE ⋆

i j onΩL while its skew-symmetric part is the multivalued tensorω⋆
i j :=−εi jkω⋆

k .

From this result, the Frank and Burgers vectors can be definedas invariants of the
single isolated line L.

Definition 2.2.3 [Frank and Burgers vectors] The Frank vector of the line L is the
invariant

Ω⋆
k := [ω⋆

k ], (2.2.9)

while for a given reference point x0 its Burgers vector is the invariant

B⋆
k := [b⋆

k] = [u⋆
k](x)− εklmΩ⋆

l (xm−x0m). (2.2.10)

A defect line with non-vanishing Frank vector is called a disclination while a defect
line with non-vanishing Burgers vector is called a dislocation.

Clearly a disclination should always be considered as a dislocation by appropriate
choice ofx0 while the reverse statement is false sinceΩ⋆

k might vanish. This is why
in the present work, the word “dislocation” means in the general sense a dislocation
and/or a disclination. A pure dislocation is a dislocation with vanishing Frank vector.
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Remark 2.2.1 Two distinct reference points x0 and x′0 define two distinct Burgers vec-
tors, related by

B⋆
k−B′⋆k = εklm(x0m−x′0m)Ω⋆

l ,

in such a way that B⋆kΩ⋆
k is an invariant independent of the arbitrary choice of x0.

Therefore, for a non-zero Frank vector, the vanishing of theBurgers vector depends
on the arbitrary choice of x0.

Definition 2.2.4 (Mesoscopic strain incompatibility) According to Eq. (2.2.1) com-
bined with Eq. (2.2.2), the incompatibility tensor is defined by

η⋆
lk := εlmn∂m∂ nω⋆

k .

The strain field is called compatible on the set U if the associated incompatibility
tensor vanishes on U.

2.3 Distributional analysis of incompatibility for a sin-
gle rectilinear dislocation

2.3.1 The 2D model for rectilinear dislocations

2D elasticity means that the strainE ⋆
i j is independent of the “vertical” coordinatez.

However this assumption introduces no restriction on the dependence of the multival-
ued displacement and rotation fields upon z.

Notations 2.3.1 Henceforth the single defect line will be assumed to be located along
the z-axis. The two planar coordinates will be denoted by x and y or xα . The pro-
jection of x= (xα ,z) on L is x̂ = (0,0,z). By convention, Latin indices i,j,k,l,· · · take
their values from 1 to 3 and are basically used for 3D elasticity, while Greek indices
α,β ,γ,δ , · · · take the values 1 or 2 and are used for 2D elasticity. Symbols(ex,ey,ez)
or (eα ,ez) denote the Cartesian base vectors, while(er ,eθ ,ez) denote the local cylin-
drical base vectors. For a planar curve C, the notation dCα(x) = εαβ dxβ will be used
for the curve normal.

Let us observe that many fields are singular at the origin and that ΩL is in fact the
domain where the laws of linear elasticity will apply. Moreover, the strain can be
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decomposed into three tensors:

E
⋆
i j = δα iδβ jE

⋆
αβ

︸ ︷︷ ︸

planar strain

+
(
δizδ jγE

⋆
γz+ δ jzδiγE

⋆
γz

)

︸ ︷︷ ︸

3D shear

+δizδ jzE
⋆
zz.

︸ ︷︷ ︸

pure vertical compression

The following propositions can be readily proved from Assumption 2.2.1:

Proposition 2.3.1 [2D compatibility] In ΩL, from 2D strain compatibility, there are
real numbers K, aα and b such that







εαγ εβ δ ∂α ∂β E ⋆
γδ = 0,

εαβ ∂αE ⋆
β z = K,

E ⋆
zz= aαxα +b.

(2.3.1)

Lemma 2.3.1 Let C(x̂) denote a family of 2D closed rectifiable curves. Then, in 2D
elasticity, the Frank tensor and the strain verify the relation

lim
C(x̂)→x̂

∫

C(x̂)
xα∂ β ω⋆

κdxβ + εκβ E
⋆
β zdxα = 0,

provided the length of C is uniformly bounded and as long as the convergence C(x̂)→
x̂ is understood in the Hausdorff sense, i.e. in such a way that

max{‖x− x̂‖,x∈C(x̂)} → 0.

Proof. The second compatibility condition of Eq. (2.3.1) is equivalent to

∂γE
⋆
β z− ∂β E

⋆
γz = Kεγβ ,

from which, so far as 2D elasticity is concerned,

∂ β ω⋆
κ := εκγ ∂γE

⋆
β z = εκγ ∂β E

⋆
γz−Kδκβ ,

and
(

xα ∂ β ω⋆
κ + δαβ εκγE

⋆
γz

)

= ∂β

(

xα εκγE
⋆
γz

)

−xαKδκβ .

Since, under the limit assumptions of this lemma,

lim
C(x̂)→x̂

∫

C(x̂)
xαdxκ = 0,

and since the strain is a single-valued tensor, the proof is achieved. �

Lemma 2.3.2 In 2D elasticity the planar Frank vectorΩ⋆
α vanishes.
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Proof. Since

∂ β b⋆
τ = E

⋆
β τ + ετγ(xγ −x0γ)δβ ω⋆

z − ετγ(z−z0)δβ ω⋆
γ ,

the planar Burgers vector simply writes as

B⋆
τ =

∫

C

(

E
⋆
β τ + ετγ(xγ −x0γ)δβ ω⋆

z

)

dxβ − ετγ(z−z0)Ω⋆
γ ,

where C is any planar loop. By Weingarten’s theorems the Burgers vector is a constant
while the integrand is independent ofz, from which the result obviously follows. �

In general, the present theory does not make any use of the linear elasticity constitu-
tive laws and of the momentum and energy conservation laws, since in the framework
of Continuum Mechanics arbitrary body forces and heat supply could be applied. Be-
fore entering into the heart of this chapter, let us recall that three explicit examples of
rectilinear dislocations have been computed in Section 1.6.

2.3.2 Mesoscopic incompatibility for a single defect line

For 2D problems the incompatibility vector contains all theinformation provided by
the general incompatibility tensor. The latter expresses on the one hand the non-
commutative action of the defect line over the second derivatives of the rotation vector
and on the other hand is related to concentrated effects of the Frank and Burgers vec-
tors along the defect line.

Definition 2.3.1 In the 2D case, the mesoscopic incompatibility vector is defined by

η⋆
k := εαβ ∂α ∂ β ω⋆

k . (2.3.2)

A strain field is compatible if the associated incompatibility vector vanishes.

As shown in the following sections, concentration effects on the defect line L will be
represented by means of first- and second-order distributions.

Notations 2.3.2 Recalling Notations 2.3.1,Ωz andΩ0
z stand for the setsΩz := {x∈

Ω such that x= (xα ,z)} and Ω0
z := Ωz\ L, while the radius r= ‖x− x̂‖ is the

distance from a point x insideΩ to L. Then, the 1D Hausdorff measure concentrated on
L is denoted byδL (cf Ambrosio et al. (2000), Evans and Gariepy (1992) and Mattila
(1995) for general definitions and properties on the geometric measure theory).
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In what follows the hypothesis consists in assuming that thestrain radial dependence
in the vicinity of L is less singular than a critical threshold. This is verified for instance
by the wedge disclination whose strain radial behaviour isO(ln r) and by the screw and
edge dislocations whose strains areO(r−1).2 For a straight defect-line L, according to
these examples, the hypotheses on the strain and Frank tensors read as follows:

Assumption 2.3.1 [2D strain for line defects] The strain tensorE ⋆
i j is independent of

the vertical coordinate z, is compatible onΩL in the sense that conditions (2.3.1) hold,
is smooth onΩL and L1-integrable onΩ.

Assumption 2.3.2 [Local behaviour] The strain tensorE ⋆
i j is assumed to be o(r−2)

(ε → 0+) while the Frank tensor is assumed to be o(r−3)(ε → 0+).

Theorem 2.3.1 [Main result for a single defect line] Under Assumptions 2.3.1 and
2.3.2, for a dislocation located along the z-axis, incompatibility as defined by Eq.
(2.3.2) is the vectorial first order distribution

η⋆
k = δkzη⋆

z + δkκη⋆
κ ,

where its vertical component is

η⋆
z = Ω⋆

zδL + εαγ
(
B⋆

γ − εβ γx0β Ω⋆
z

)
∂α δL, (2.3.3)

while its planar components are

η⋆
κ =

1
2

εκαB⋆
z∂α δL. (2.3.4)

Proof. For some small enoughε > 0 and using Notations 2.2.1 a tube⊙ε can be
constructed around L and insideΩ. Assuming that the smooth 3D test-functionϕ has
its compact support containing part of L,Ωε,z denotes the slice ofΩ\⊙ε obtained for
a givenx̂∈ L, i.e.

Ωε,z := {x∈Ωz such that ||xα ||> ε},

while the boundary circle ofΩε,z is designated byCε,z.
N Let us firstly treat the left-hand side of Eq. (2.3.3). Indeed, from Definition 2.3.1
with Eq. (2.2.2), Definition 2.2.1, and Eqs. (2.2.3) and (2.2.4), it follows that

< η⋆
k ,ϕ >=

∫

L
dz lim

ε→0+
Πk(z,ϕ ,ε),

2A function f (ε) is said to beO(g(ε))(ε → 0+) if there existsK,ε0 > 0 s.t. 0< ε < ε0⇒ | f (ε)| ≤

K|g(ε)|. A function f (ε) is said to beo(g(ε))(ε→ 0+) if lim
ε→0+

f (ε)

g(ε)
= 0.
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where

Πk(z,ϕ ,ε) :=−
∫

Ωε,z

εαβ ∂ β ω⋆
k ∂α ϕdS−

∫

Cε,z

εαβ εkγnE
⋆
β n∂α ϕdCγ .

The boundedness of|∂τ ∂δ ϕ | onΩL provides the following Taylor expansions ofϕ and
of ∂α ϕ around ˆx:

ϕ(x) = ϕ(x̂)+ rν̂α∂α ϕ(x̂)+
r2

2
ν̂τ ν̂δ ∂τ ∂δ ϕ (x̂+ γ1(x− x̂)) , (2.3.5)

∂α ϕ(x) = ∂α ϕ(x̂)+ rν̂τ∂τ ∂α ϕ (x̂+ γ2(x− x̂)) , (2.3.6)

with 0 < γ1(x− x̂),γ2(x− x̂)≤ 1.
N Consider the first term of Eq. (2.3.5), notedΠ̂k. By virtue of strain compatibility on
ΩL and Gauss-Green’s theorem, this term writes as

Π̂k(z,ϕ ,ε) :=−
∫

Ωε,z

∂γ

(

εγβ ∂ β ω⋆
k ϕ
)

dS=

∫

Cε
εγβ ∂ β ω⋆

k ϕdCγ .

Since by Notations 2.3.1rν̂α := xα − x̂α = xα , then Eq. (2.3.5) and Assumption 2.3.2
show that, forε→ 0+,

Π̂k =

∫

Cε,z

εγβ ∂ β ω⋆
k

(

ϕ(x̂)+xα∂α ϕ(x̂)
)

dCγ +o(1).

N Consider the second term of Eq. (2.3.5), notedΠ⋆
k. On account of Assumption 2.3.2

and by expansion (2.3.6), this term may be rewritten as

Π⋆
k(z,ϕ ,ε) := −

∫

Cε,z

εαβ εkγnE
⋆
β n∂α ϕdCγ

= −∂α ϕ(x̂)
∫

Cε,z

εαβ εkγnE
⋆
β ndCγ +o(1).

N From Weingarten’s theorem, recalling thatdCγ = εγτ dxτ , the expressionΠk = Π̂k+
Π⋆

k writes as

Πk = ∂α ϕ(x̂)
∫

Cε,z

(

xα ∂ τ ω⋆
k − εαβ εkγnεγτE

⋆
β n

)

dxτ

+ Ω⋆
kϕ(x̂)+o(1). (2.3.7)

N Consider the first term of Eq. (2.3.7), notedΠ′k, and takeδ = γ in the identity

εkδnεγτ = δkz
(
δγδ δnτ − δnγδτδ

)
− δnz

(
δγδ δkτ − δkγδτδ

)
(2.3.8)

in such a way that

Π′k = ∂α ϕ(x̂)
∫

Cε,z

(

xα ∂ τ ω⋆
k − δkzεαβ E

⋆
β τ + δkτ εαβ E

⋆
β z

)

dxτ . (2.3.9)

N The casesk = zandk = κ are treated separately.
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• Whenk = z, Definition 2.2.2 shows that

∂ β b⋆
τ := E

⋆
β τ + ετγ(xγ −x0γ)∂ β ω⋆

z − ετγ(z−z0)∂ β ω⋆
γ

which, after multiplication byετα and using Eq. (2.3.8) withτ,α and z substi-
tuted for k,δ and n, is inserted into Eq. (2.3.9), thence yielding:

Π′z = ∂α ϕ(x̂)
∫

Cε,z

(

ετα ∂ β b⋆
τ +x0α∂ β ω⋆

z +(z−z0)∂ β ω⋆
α

)

dxβ , (2.3.10)

and consequently, from the definitions of the Frank and Burgers vectors,

lim
ε→0+

Π′z =≪
{

εατB⋆
τ − (z−z0)Ω⋆

α −x0αΩ⋆
z

}
∂α δ0,ϕz≫, (2.3.11)

whereδ0 is the 2D Dirac measure located at 0 andϕz(xα) := ϕ(xα ,z), while
symbol≪ ·, · ≫ denotes the 2D distribution by test-function product.

• Whenk = κ , Definition 2.2.2 shows that

∂ β b⋆
z := E

⋆
β z+ εγτ(xγ −x0γ)∂ β ω⋆

τ ,

from which, after multiplication byεκα , it results that:

xα ∂ τ ω⋆
κ =−εκα ∂ τb⋆

z + εκαE ⋆
τz+x0α∂ τ ω⋆

κ +(xκ −x0κ)∂ τ ω⋆
α .

Then, by Lemma 2.3.1 with a permutation of indicesκ andα, Eq. (2.3.9) also
writes as

Π′κ = ∂α ϕ(x̂)
∫

Cε,z

(

−εκα∂ β b⋆
z + εκαE

⋆
β z+x0α∂ β ω⋆

κ −x0κ∂ β ω⋆
α

)

dxβ

+o(1).

On the other hand, from Eq. (2.3.9) and Lemma 2.3.1 (i.e. fromstrain compati-
bility) it follows that:

Π′κ = ∂α ϕ(x̂)
∫

Cε,z

(

−εκβ E
⋆
β zdxα + εαβE

⋆
β zdxκ

)

+o(1)

= ∂α ϕ(x̂)
∫

Cε,z

εακE
⋆
β zdxβ +o(1). (2.3.12)

By summing this latter expression ofΠ′κ with Eq. (2.3.12), from the definitions
of the Frank and Burgers vector it follows that

Π′κ =
1
2

∂α ϕ(x̂)εακ
(
B⋆

z− εγβ Ω⋆
γ x0β

)
+o(1). (2.3.13)

Hence, in the limitε → 0+ Eq. (2.3.13) writes as

lim
ε→0+

Π′κ =≪

{
1
2

εκαB⋆
z−

1
2

εκα εγβ Ω⋆
γ x0β

}

∂α δ0,ϕz≫ . (2.3.14)
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Therefore, the result is proved onΩ0
z, since

lim
ε→0+

Πk(z,ϕ ,ε) = lim
ε→0+

Π′k(z,ϕ ,ε)+≪Ω⋆
kδ0,ϕz≫ . (2.3.15)

N As suggested by Eq. (2.3.5), to obtain the result for the entire domainΩ it suffices to
integrate Eqs. (2.3.10) and (2.3.13) and expressionΩ⋆

kϕ(x̂) over L, in order to replace
δ0 by the line measureδL in Eqs. (2.3.11), (2.3.14) and (2.3.15). By Eqs. (2.3.5),
(2.3.11), (2.3.14) and (2.3.15), the proof is achieved. �

2.3.3 Applications of the main result

Throughout this section(x,y,z) denotes a generic point ofΩL and all tensors are writ-
ten in matrix form in the Cartesian base(ex,ey,ez).

• Screw disclocation.SinceB⋆
γ = Ω⋆

z = 0, Eq. (2.3.4) yields

[η⋆
k ] =

B⋆
z

2





∂yδL

−∂xδL

0



 .

This result is easily verified with use of Eq. (2.2.6). One needs to compute
∫

Ω
εkpnεαβ E

⋆
β n∂p∂α ϕdV, that is to calculate the integral of

B⋆
z

4π





∂y∂xϕ x
r2 + ∂ 2

y ϕ y
r2

−∂ 2
x ϕ x

r2 − ∂x∂yϕ y
r2

0



 .

By integration by parts, using Gauss-Green’s theorem onΩ, and recalling that
test-functions have compact supports and that∂m logr = xm/r2, these integrals
become

−
B⋆

z

4π

∫

Ω







∂yϕ
(

∂x
x
r2 + ∂y

y
r2

)

−∂xϕ
(

∂x
x
r2 + ∂y

y
r2

)

0







dV =
B⋆

z

4π

∫

Ω





−∂yϕ∂ 2
m logr

∂xϕ∂ 2
m logr
0



dV.

Hence, from∆(logr) = 2πδL, with ∆ the Laplacian operator, the first statement
is verified.
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• Edge dislocation.Whereas∂ mω⋆
k identically vanishes onΩL, it is easily seen

that Eqs. (2.3.3) and (2.3.4) withB⋆
z = Ω⋆

z = 0 yield

[η⋆
k ] = B⋆

y





0
0

∂xδL



 .

We must compute[η⋆
k ] =

∫

Ω
εpnkεαβ E

⋆
β n∂p∂α ϕdV. For k = 1 and 2 and with

n 6= 3, the tensorεαβ E ⋆
β n∂p∂α ϕ equalsE ⋆

yx∂z∂yϕ − E ⋆
yy∂z∂xϕ andE ⋆

xy∂z∂xϕ −
E ⋆

xx∂z∂yϕ respectively. By integration by parts, the related integrals vanish. For
k = 3, the integrand is

εpnzεαβ E
⋆
β n∂p∂α ϕ = E

⋆
xx∂y∂yϕ +E

⋆
yy∂x∂xϕ−2E

⋆
xy∂y∂xϕ .

Integration by parts provides the expression
∫

Ω
−

By

2π
∂xϕ∆(logr)dV, achieving

the second verification.

• Wedge disclination.Incompatibility reads

[η⋆
k ] = Ω⋆

z





0
0
δL



 .

We must calculate< η⋆
k ,ϕ >. Fork = 1, k = 2, n 6= 0 andp = 3 the integrand

vanishes. Fork = 3, one computes

εαβ εγτE
⋆
τβ ∂α ∂γ ϕ =

Ω⋆
z(1−ν⋆)

4π
ϕ∆(log

r
R

)+
Ω⋆

z(1−ν⋆)

4π
ϕ∆(log

r
R

)

=
Ω⋆

z

4π
(4πδL),

achieving the third verification.

2.4 Distributional analysis of incompatibility for a set
of isolated dislocations

In the previous section, a single defect line was considered. However, to address
the macro-scale physics, homogenisation must be performedon a set of dislocation
lines whose number tends to infinity in order to define regulardefect density tensors.
Therefore, our goal is to introduce appropriate hypothesesthat can easily be applied
to a set of defect lines and to a regular defect density as well.
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2.4.1 Governing assumptions for the strain and Frank tensors

Besides the strain Assumptions 2.3.1 two measure hypotheses on the strain derivatives
are introduced to replace the local Assumptions 2.3.2 in order to validate Theorem
2.3.1 in a global framework.

Assumption 2.4.1 The strain divergence and trace gradient∂αE ⋆
α i and ∂γE

⋆
κκ are

finite Radon measures onΩ.3

Remark 2.4.1 No assumption could be made on the complete Lebesgue integrable
strain gradient without contradicting the 2D examples of Chapter 1, Section 1.6.3.
On the other hand, it can be shown that the sharp Assumptions 2.4.1 are required to
demonstrate Lemma 2.4.4 and hence Theorem 2.3.1.

Remark 2.4.2 Assumption 2.4.1 is natural in infinitesimal elasticity if one considers
the strain-stress constitutive law and the equilibrium laws. As a consequence, the
stress divergence must be a measure onΩ.

The following Lemmas are needed for the proof of Lemma 2.4.4.

Lemma 2.4.1 • A solenoidal distributional vector field aα onΩz writes as

aα = εαγ ∂γ φ , (2.4.1)

with φ ∈D ′(Ωz).

• A symmetric solenoidal distribution tensor aαβ on Ωz writes as

aαβ = εαγεβ τ ∂γ ∂τ ψ , (2.4.2)

with ψ ∈D ′(Ωz).

Proof.

• First statement. Let φ0 be anyx2-primitive distribution ofa1 (Schwartz, 1957).
Then∂2φ0 = a1 and, from the solenoidal property ofaα , there exists a distribu-
tion G(x1) s.t.∂1φ0+a2 = G(x1). By x1-primitivation ofG(x1), it is easy to find
F(x1) s.t. ∂1F = G(x1), and to verify thatφ = φ0 +F(x1) solves the problem.

3A (finite) Radon measure onΩ is a measure bounded on compact subsets ofΩ.



98 A distributional approach to the geometry of 2D dislocations at meso-scale

• Second statement.From ∂αaαβ = 0, there is a distributionφβ s.t. aαβ =

εαγ∂γ φβ . Thenεαγ ∂γ
(
∂β φβ

)
∂β aαβ = 0 and hence∂β φβ is a constant C or

equivalently∂β (φβ −
1
2Cxβ ) = 0. From Eq. (2.4.1), there exists a distributionψ

such thatφβ −
1
2Cxβ = εβ τ ∂τ ψ , and henceaαβ = εαγ εβ τ ∂γ∂τ ψ + 1

2εαβC. The
symmetry ofaαβ implies that C=0. �

Lemma 2.4.2 • For a given L1(Ωz)-scalar function f, there exists an irrotational
distribution field gβ such that

∂β gβ = f . (2.4.3)

• For a given L1(Ωz)-vector function fβ such that∂β fβ = ∆g where g is a L1(Ωz)
function, there exists a symmetric compatible tensor gαβ on Ωz such that

∂αgαβ = fβ . (2.4.4)

Proof.

• First statement.It is sufficient to consider an ultra-weak solution (Brezis,1983)
of ∆H = f and to definegβ = ∂β H.

• Second statement.By primitivation, there is a non-compatibleL1(Ωz)-field g⋆
αβ

such thatf1 = ∂1g⋆
11, f2 = ∂2g⋆

22 and 0= g⋆
21 = g⋆

12. A necessary condition for
gαβ to exist is that ˆgαβ = gαβ − g⋆

αβ verifies∂α ĝαβ = 0, or by Lemma 2.4.1
that ĝαβ = εαγ εβ τ ∂γ∂τ φ for some gauge distributionφ . In order thatgαβ be
compatible onΩz, φ must satisfy the following equation, equivalent to the 2D
compatibility ofgαβ onΩz:

∆∆φ = ∆g⋆
κκ− ∂β ∂αgαβ = ∆(g⋆

κκ −g). (2.4.5)

Up to a harmonic and hence smooth function onΩz, the solution of Eq. (2.4.5)
is the solution of∆φ = g⋆

κκ−g. Since the right-hand side isL1(Ωz), a solutionφ
exists in the ultra-weak sense and hence the existence of a symmetric compatible
distribution fieldgαβ on Ωz verifying Eq. (2.4.4) follows. �

Lemma 2.4.3 For constant C and Cβ , there are a vector gκ and a symmetric, com-
patible tensor Gαβ onΩz such that

∂κgκ = Cδ0, (2.4.6)

∂αGαβ = Cβ δ0. (2.4.7)



Distributional analysis of incompatibility for a set of isolated dislocations 99

Proof. The solutions are given bygκ = (2π)−1∂κ logr andGαβ =
1
2

(
∂αHβ +∂β Hα

)
,

where

H1 =
C1

2π

(
3
2

logr−
x2

1

2r2

)

−C2
x1x2

4πr2 ,

H2 =
C2

2π

(
3
2

logr−
x2

2

2r2

)

−C1
x1x2

4πr2 .

�

Lemma 2.4.4 Under Assumptions 2.3.1 and 2.4.1, the strain components can be put
in the form:

E
⋆
κz = Eκ +eκ , (2.4.8)

E
⋆
αβ = Eαβ +eαβ , (2.4.9)

where vector Eκ has a vanishing curl onΩz for any given z while vector eκ is o(r−2)
as r→ 0+, and where tensor Eαβ is compatible onΩz for any given z while tensor
eαβ is o(r−2) as r→ 0+.

Proof. By Assumption 2.4.1,∂κE ⋆
κ i is a Radon measure onΩz, and hence writes by

Radon-Nykodým’s decomposition theorem as

∂κE
⋆
κ i = fi + φi , (2.4.10)

where fi ∈ L1(Ωz) and whereφi is a Radon measure onΩz singular with respect to
Lebesgue’s measure. As a mere consequence of the smoothnessof ∂κE ⋆

κ i on Ω0
z, φi is

a concentrated measure onΩz and hence is proportional to the Dirac massδ0,

φi = Ciδ0 = (2π)−1Ci∂ 2
κ logr. (2.4.11)

N First statement.

• By Eqs. (2.4.10), (2.4.11) withi = z, and Lemma 2.4.2, there exists an irrota-
tionalgκ such that

∂κ
(
E

⋆
κz−gκ− (2π)−1Cz∂κ logr

)
= 0,

in such a way that, by Lemma 2.4.1,

E
⋆
κz−gκ− (2π)−1Cz∂κ logr = εκγ ∂γ ψ , (2.4.12)

whereψ is a distribution. Apply the curl operator to Eq. (2.4.12) and take into
account the irrotational property ofgκ in such a way that∆ψ = εκβ ∂β E ⋆

κz. Since
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E ⋆
κz is aL1-vector, its curl is a first-order distribution4 and hence, by the strain

compatibility which ensures the curl ofE ⋆
κz to be a constantK onΩ0

z and a com-
bination of the Dirac mass and its first-order derivatives atthe origin (Schwartz,
1957), writes asK +cδ +cγ∂γδ .

• Now in the resulting equation

∂β

(

εκβ E
⋆
κz− (2π)−1c∂β logr−

K
2

xβ

)

= cγ∂γ δ , (2.4.13)

the term on the left-hand side is the divergence of aL1-vector, and hence Eq.
(2.4.13) has no distributional solution unlesscγ = 0.

• It results that∆ψ = K +(2π)−1c∆(logr) provides a gauge fieldψ which writes
as

ψ = h+(2π)−1clogr, (2.4.14)

where h is a solution of∆h = K on Ωz. It is easily verified that the curl ofψ is
o(r−2) asr → 0+.

• DefiningEκ = gκ +(2π)−1Cz∂κ logr andeκ = εκγ∂γ ψ in Eq. (2.4.12) achieves
the first statement proof.

N Second statement.

• Let us prove that the divergence offi is the Laplacian of anL1(Ωz) function. In
fact, sinceη⋆

z writes as

η⋆
z = ∂α

(

∂αE
⋆
κκ − ∂βE

⋆
αβ

)

, (2.4.15)

it is from Assumption 2.4.1 a concentrated first-order distribution writing as a
combination of the Dirac mass and its first-order derivatives. Hence:

∂β fβ = ∂α ∂β E
⋆
αβ − ∂β φβ = ∆E

⋆
κκ −η⋆

z − ∂β φβ = ∆E
⋆
κκ − ĉδ0− ĉγ∂γ δ0

= ∆
(
E

⋆
κκ −clogr−cγ∂γ logr

)
, (2.4.16)

whereĉ, ĉγ ,c,cγ are constants.

4Following Schwartz (1957), a distribution is of order 1 if itdefines a linear continuous map onC 1
c (Ω).
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• From Eqs. (2.4.10), (2.4.7), (2.4.4) and Lemma 2.4.2, thereexists a compatible
gκβ such that

∂κ

(

E
⋆
κβ −gκβ −Gκβ

)

= 0, (2.4.17)

in such a way that, by Lemma 2.4.1,

E
⋆
κβ −gκβ −Gκβ = εκγ εβ τ ∂γ ∂τA, (2.4.18)

for some gauge fieldA∈D ′(Ωz) verifying, by the compatibility ofgκβ andGκβ
onΩz, the relation

η⋆
z = ∆∆A on Ωz. (2.4.19)

Hence, since the left-hand side writes as a combination of derivatives ofδ0 of
order lower or equal to 1, the field A is the solution of∆A =

(
a+aγ∂γ

)
logr

with constanta,aγ , up to a smooth harmonic function onΩz. It follows that

A =
(
a+aγ∂γ

)(
r2

4 (logr−1)
)

is aC 0(Ωz) solution of Eq. (2.4.19) such that:

∂κ ∂β A is o(r−2) as r→ 0+. (2.4.20)

• The proof is complete with the definitionsEκβ = Gκβ +gκβ andeκβ = εκγεβ τ ∂γ ∂τA
in Eqs. (2.4.18) and (2.4.20). �

2.4.2 Mesoscopic incompatibility for a set of isolated defect lines

Theorem 2.4.1 [Main 2D result] Under Assumptions 2.3.1 and 2.4.1, for a setL of
isolated dislocations parallel to the z-axis and located atthe positions xLβ , L ∈ L ,
incompatibility as defined by Eq. (2.3.2) is the vectorial first order distribution

η⋆
k = δkzη⋆

z + δkκη⋆
κ , (2.4.21)

where

• its vertical component is

η⋆
z = ∑

L∈L

(

Ω⋆
zδL + εαγ

(

B⋆
γ + εβ γ(x

L
β −x0β )Ω⋆

z

)

∂α δL

)

, (2.4.22)

• its planar components are

η⋆
κ = ∑

L∈L

1
2

εκα B⋆
z∂α δL. (2.4.23)
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Proof. From Lemma 2.4.4 the strainE ⋆
β n (n = α or z ) is decomposed in compatible

parts (Eβ andEαβ ) ando(r−2) parts (eβ andeαβ ) to which the demonstration may be
limited by linearity. Since from Eqs. (2.4.14) and (2.4.20)the gradients∂γ eβ ,∂γ eαβ
areo(r−3) for r → 0+, the proof of Theorem 2.3.1 can be followed for everyL ∈L

as soon asE ⋆
β z is replaced byeβ andE ⋆

β τ by eβ τ . However, since the dislocations are

located at positionsxL
β instead of 0, an additional shiftxL

β is required in Eq. (2.4.22).�

2.4.3 Mesoscopic defect densities in 2D incompatible elasticity

Since the tensorsΘ⋆
ik,Λ

⋆
ik,α

⋆
ik vanish for i6=z, the 2D densities for an ensembleL of

rectilinear dislocations write as follows5:

Definition 2.4.1

Θ⋆
k := ∑

L∈L

δkzΩ⋆L
z δL (2.4.24)

Λ⋆
k := ∑

L∈L

B⋆L
k δL, (2.4.25)

α⋆
k := α⋆

zk = Λ⋆
k− δkαεαβ Θ⋆

z(xβ −x0β ). (2.4.26)

Moreover, in the 2D case, the contortion tensor writes as:

κ⋆
i j = δizα⋆

j −
1
2

α⋆
z δi j . (2.4.27)

The following result expresses the incompatibility in terms of κ⋆
i j :

Theorem 2.4.2 Under Assumptions 2.3.1 and 2.4.1, the mesoscopic strain incompat-
ibility for a setL of rectilinear dislocations writes as

η⋆
k = Θ⋆

k + εαβ ∂α κ⋆
kβ , (2.4.28)

or equivalently asη⋆
k = Θ⋆

k + εkα l ∂α κ⋆
zl. �

5Various notations are used in the literature to represent the defect densities. In particular, Nye (1953),
Kröner (1980) and Kleinert (1989) give different definitions of the dislocation density and contortion tensors
(without considering disclinations in the first two cases).We here follow Kröner’s and Kleinert’s notations
for α⋆

i j and Nye’s original definition ofκ⋆
i j , with Nye’s α⋆

i j here denoted byα⋆
ji . It should be recalled that

the term "contortion" was introduced by Kondo (1952).
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Proof. Consider any straight dislocationL ∈ L located at a givenxL ∈ Ω. From
Theorem 2.4.1, incompatibility writes as

η⋆
k = δkz

(
Ω⋆

zδL + εαγ
(
B⋆

γ + εβ γ(x̂β −x0β )Ω⋆
z

)
∂α δL

)

+ δkκ
1
2

εκαB⋆
z∂α δL. (2.4.29)

Taking into account Eqs. (2.4.24), (2.4.25), (2.4.26), and(2.4.27), and the relation

∂α
(
(xβ −x0β )δL

)
= ∂α

(

(xL
β −x0β )δL

)

= (xL
β −x0β )∂α δL,

it results from Theorem 2.4.1 that incompatibility can be written in the alternative
formulation

η⋆
k (xL) = Θ⋆

k(x
L)+ εαβ ∂α κ⋆

kβ (xL), (2.4.30)

or equivalently asη⋆
k (xL) = Θ⋆

k(x
L)+ εkα l ∂α κ⋆

zl(x
L). The result follows after summa-

tion onL ∈L and using Eqs. (2.4.24), (2.4.25), (2.4.26), and (2.4.27). �

In a next step, the tensor∂ j∂ l u⋆
k is defined on the entireΩ in a similar way as∂ jω⋆

k :

Definition 2.4.2

∂ j∂ l u
⋆
k := ∂ jE

⋆
kl + εkpl∂ jω⋆

p. (2.4.31)

By Proposition 2.2.1, the displacement fieldu⋆
k is a multivalued function of index 2,

which is obtained onΩL by recursive line integration of∂ (s)
j ∂ (s)

l u⋆
k = ∂ (s)

j

(
E ⋆

kl + ω⋆
kl

)

and hence by recursive integration of∂ j∂ l u⋆
k.

Remark 2.4.3 In the situation where, for a particular selection of the reference point,
the dislocations have vanishing Burgers vectors, the disclination density equals the
incompatibility

εαβ ∂α ∂ β ω⋆
k = Θ⋆

k = η⋆
k . (2.4.32)

Using an arbitrary reference point, this expression is certainly false in the general
case where disclinations coexist with dislocations. Moreover, the tensor∂ j∂ l u⋆

k does
not provide relevant information in terms of defect densities sinceεi jl ∂ j∂ l u⋆

k = 0 on
Ω.

The mesoscopic vectors and tensorsΘ⋆
k,Λ

⋆
k,α

⋆
k ,κ⋆

k andη⋆
k are concentrated distribu-

tions on the defect lines which provide all the information on dislocation and discli-
nation densities. However, homogenisation to the macro-scale still requires to clarify
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their link with the multivalued rotation and displacement fields. In order to resolve
this problem, the tensors∂ jω⋆

k and∂ j∂ l u⋆
k are completed by appropriate concentrated

effects in the defect lines, without however modifying their relationship with the mul-
tivalued displacement and rotation fields defined inΩL.

Definition 2.4.3

ðβ ω⋆
k := ∂ β ω⋆

k −κ⋆
kβ , (2.4.33)

ðαðβ u⋆
k := ∂ α ∂ β u⋆

k− εkpβ κ⋆
pα = ∂αE

⋆
kβ + εkpβ ðα ω⋆

p. (2.4.34)

Theorem 2.4.3 The vector and tensor distributionsðβ ω⋆
k andðαðβ u⋆

k verify:

MESOSCOPIC DISCLINATION DENSITY Θ⋆
k = εαβ ∂αðβ ω⋆

k , (2.4.35)

MESOSCOPIC DISLOCATION DENSITY α⋆
k = εαβ ðαðβ u⋆

k. (2.4.36)

Proof. The first statement is a mere consequence of Eq. (2.4.28) while the second one
follows from Eq. (2.4.33) by simple calculations, noting that∂ mω⋆

m = 0 onΩ and that

α⋆
k = κ⋆

zk−κ⋆
ppδzk. (2.4.37)

�

Remark 2.4.4 Eqs. (2.4.35) and (2.4.24) directly show that
∫

S
εαβ ∂αðβ ω⋆

k dS=

∫

S
Θ⋆

kdS= ∑
L∈LC

Ω⋆L
k ,

where the domain S is bounded by the counterclockwise-oriented Jordan curve C,
which encloses once each defect line of the subsetLC of L . Similarly, Eqs. (2.1.2)
and (2.4.26) show that

∫

S
εαβ ðα ðβ u⋆

kdS =

∫

S

(
Λ⋆

k− δkα εαβ Θ⋆
z(xβ −x0β )

)
dS,

= ∑
L∈LC

(

B⋆L
k − δkα εαβ Ω⋆L

z (xL
β −x0β )

)

.

Remark 2.4.5 The vector∂ l ω⋆
z does not verify Stokes’ theorem, neither in the clas-

sical sense, sinceεαβ ∂α ∂ β ω⋆
z is singular at xL, nor in a measure theoretical sense,

sinceεαβ ∂α ∂ β ω⋆
z is not a measure but a first-order distribution given by Eq. (2.4.22).

As often observed in the literature, even in an inappropriate context, a formal use of
Stokes’ theorem may give a correct final result. We here prefer to avoid any confusion
and hence to mention that, in view of a clarification of Stokes’ theorem in the context
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of defective crystals, the following formula holds and can be proved as a consequence
of the previous definitions:

∫

C
ðl ω⋆

z dxl =

∫

SC

εαβ ∂αðl ω⋆
z dS. (2.4.38)

2.5 Macroscopic analysis

2.5.1 A first approach to homogenisation from meso- to macro-
scale

The mesoscopic results given in the previous sections are now homogenised (cf Chap-
ter 1, Section 1.7.1 and following). Indeed, in the context of linear elasticity, the
macroscopic elastic strainEi j is obtained by averaging the mesoscopic stressσ⋆

i j (and
from the known elastic constitutiv laws) and hence the macroscopic elastic incompat-
ibility ηik is obtained by averaging the mesoscopic incompatibilityη⋆

ik. Moreover the
defect densities are homogenised and the macroscopic counterparts ofΘ⋆

k,Λ
⋆
k,α

⋆
k and

κ⋆
i j write asΘk,Λk,αk, andκi j , with

αk = κzk−κppδzk and κi j = δizα j −
1
2

αzδi j . (2.5.1)

Definition 2.5.1 (Macroscopic Frank and Burgers tensors)The Frank and Burgers
vectors crossing a macroscopic surface S are defined as

Ωk(S) :=
∫

S
ΘkdS, (2.5.2)

Bk(S) :=
∫

S
ΛkdS. (2.5.3)

By homogenisation of Eqs. (2.4.33) and (2.4.34), the macroscopic counterparts of
Definition 2.4.3 write as follows:

Definition 2.5.2

ðβ ωk := εkpq∂pEqβ −κkβ , (2.5.4)

ðαðβ uk := ∂αEkβ + εkpβ ðα ωp, (2.5.5)

whereEkβ andκkβ define the macroscopic elastic strain and contortion.
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Moreover, the macroscopic counterpart of Theorem 2.4.2 (i.e. the fundamental equa-
tion “inc E = Θ + curl κ” of the continuum theory of defects by Kröner (1980)6)
together with Theorem 2.4.3 now follow from homogenisationof the mesoscopic de-
fect densities and from Definition 2.5.2:

Theorem 2.5.1

KRÖNER’S IDENTITY ηk = Θk + εαβ ∂α κkβ , (2.5.6)

MACROSCOPIC DISCLINATION DENSITY Θk = εαβ ∂αðβ ωk, (2.5.7)

MACROSCOPIC DISLOCATION DENSITY αk = εαβ ðαðβ uk. (2.5.8)

Remark 2.5.1 By Stokes’ theorem, if S is a region enclosed by a curve C, which might

have only fractal regularity (Harrison and Norton, 1992), thenΩk(S) =

∫

C
ðβ ωkdxβ .

Moreover, in the absence of disclinations, Bk(S) =
∫

S
αkdS.

The macroscopic density tensorsΛk andκi j , as obtained from the single-valued meso-
scopic densities, have a geometrical interpretation (Kröner, 1980; Anthony, 1970)
which will be discussed in the following section. Indeed,αk is directly related to the
torsion of a body submitted to an incompatible purely elastic deformation to which a
non-Riemannian connexion is attached due to the contortionκi j .

2.5.2 The non-Riemannian macroscopic body

The following geometric objects are introduced after homogenisation of the well-
defined mesoscopic elastic strain and defect densities, in order to provide the model
of a macroscopic body endowed with a law of parallel displacement together with
internal torsion accounting for the defective crystal structure.

Definition 2.5.3

ELASTIC METRIC TENSOR: gi j := δi j −2Ei j (2.5.9)

DISLOCATION TORSION: Tk;i j := −
1
2

εpi jΛpk (2.5.10)

SYMMETRIC CHRISTOFFEL SYMBOLS: Γ̃k;i j :=
1
2

(
∂igk j + ∂ jgki− ∂kgi j

)

CONNEXION CONTORTION: ∆Γk;i j := Tj ;ik +Ti; jk−Tk; ji (2.5.11)

NON SYMMETRIC CHRISTOFFEL SYMBOLS:Γk;i j := Γ̃k;i j −∆Γk;i j . (2.5.12)

6Note that different sign conventions for the rotation vector and incompatibility apply in Kröner’s work.
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Remark 2.5.2 The metric of the actual configurationR(t) is δi j . Therefore, as re-
quired (cf Section 2.1 and Chapter 1, Section 1.3.5) the reference configurationR0 is
nowhere used to introduce the above objects.

Since small displacements are considered, no distinction is to be made between upper
and lower indices.

Lemma 2.5.1 The tensor gi j defines a Riemannian metric. The symmetric Christoffel
symbols̃Γk;i j define a symmetric connexion compatible with this metric, while Tk;i j and
∆Γk;i j are skew-symmetric tensors w.r.t. i and j and i and k, respectively. Moreover,
the components of Tk;i j for i = z or j = z vanish in the 2D case.

Proof. The first statements follow from basic definitions (Dubrovinet al., 1992;
Schouten, 1954) while the last one follows from the fact that, in the 2D case,αpk(xL)
andΘpm(xL) for L ∈L are proportional toτpδL(xL) with τp standing for the tangent
vector to the defect line. �

Proposition 2.5.1 The Cristoffel symbolsΓk;i j define a non-symmetric connexion com-
patible with the metric gi j and whose torsion writes as Tk;i j .7

Proof. It is easy to verify (Dubrovin et al., 1992) thatΓk;i j is a connexion sincẽΓk;i j

is a connexion and∆Γk;i j is a tensor. Denoting by∇k (resp.∇̃k) the covariant gradient
w.r.t. Γk;i j (resp.Γ̃k;i j ), and recalling that a connexion is compatible with the metric gi j

if the covariant gradient ofgi j w.r.t. this connexion vanishes, we find by Eq. (2.5.12)

∇kgi j : = ∂kgi j −Γl ;ikgl j −Γl ; jkgli

= ∇̃kgi j + ∆Γl ;ikgl j + ∆Γl ; jkgli , (2.5.13)

where in the right-hand side, the 1st term vanishes by Lemma 2.5.1 while the 2nd

and 3rd terms cancel each other since∆Γl ; jkgli = ∆Γi; jk = −∆Γ j ;ik. It results that the
connexion torsion, i.e. the skew-symmetric part of∆Γ j ;ik w.r.t. i and k, writes as

1
2

(
∆Γ j ;ik−∆Γ j ;ki

)
=−

1
2

(
∆Γi; jk−∆Γk; ji

)
=

1
2

((
∆Γk;i j −∆Γi;k j

)
+

(
∆Γk; ji −∆Γk;i j

)
−
(
∆Γi; jk−∆Γi;k j

))
. (2.5.14)

Observing that the 1st term in the right-hand side of Eq. (2.5.14) writes as∆Γk;i j while,
by Definition 2.5.3 (Eq. (2.5.11)), the left-hand side and the two remaining terms of

7In the literature, a so-called Bravais’ crystal is a macroscopic body endowed with a lattice where parallel
displacement along the crystallographic lines is defined bythe connexionΓk;i j of Proposition 2.5.1 and
where the metric is not defined by Eq. (2.5.9), but by the motion of an internal observer who would measure
his own displacement by counting the atomic lattice steps, without feeling the body torsion (Kröner, 1980).
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the right-hand side of Eq. (2.5.14) are equal toTj ;ik,Tk; ji and−Ti; jk, respectively, the
proof is complete. �

The following result shows∆Γk;i j as directly linked to the contortionκi j .

Proposition 2.5.2 In the 2D case, the contortion tensor∆Γk;i j writes in terms ofκi j

as

∆Γk;i j = δkκ
(
δiα δ jβ εκα κzβ

)
+ δiαδ jzεατ κτκ + δizδ jβ εβ τ κτκ

− δkzδiα δ jβ εαβ κzz.

Proof. For k = z, by Definition 2.5.3, the last statement of Lemma 2.5.1, and Eq.
(2.5.1), it is found that∆Γz;i j = ∆Γz;αβ δiα δ jβ , with

∆Γz;αβ = Tz;αβ =−
1
2

εαβ αz = −εαβ κzz

= −
1
2

εατ δτβ αz = εατ κτβ .

Fork = κ , by Definition 2.5.3 and the last statement of Lemma 2.5.1, itis found that

∆Γκ ;i j = δiα δ jβ
(
Tκ ;αβ +Tβ ;ακ +Tα ;β κ

)
+ δiαδ jzTz;ακ + δizδ jβ Tz;β κ ,

with Tz;ξ κ = εξ τ κτκ and Tξ ;τν = −
1
2

ετν
(
αξ + εξ γΘz(xγ −x0γ)

)
. Since the combi-

nation of the terms inΘz vanish in∆Γκ ;i j , the proof is completed by observing that
εαβ ακ + εκααβ = (εακ ετν )ετβ αν = εακ αβ = εακ κzβ . �

The following definition introduces two differential formsrelated, on the one hand
(by Definitions 2.5.2 and 2.5.3, and Theorem 2.5.1 and Proposition 2.5.1) to the ho-
mogenisation of the well-defined mesoscopic defect measures and, on the other hand,
as shown by the forthcoming theorem, to macroscopic incompatible rotation and dis-
tortion vectors.

Definition 2.5.4 The following differential forms are introduced:

dω j := ðβ ω jdxβ , (2.5.15)

dβkl :=−Γl ;kβ dxβ . (2.5.16)

In the literature the existence of an elastic macroscopic distortion field is generally pos-
tulated (Mura, 1987; Head et al., 1993; Cermelli and Gurtin,2001, 2002; Koslowski
et al., 2002; Ariza and Ortiz, 2005) and the global distortion decomposition in elastic
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and plastic parts follows8. The point of view of the present work is to avoid this kind
of a-priori decomposition, which we believe cannot be rigorously justified. Never-
theless, the following theorem introduces rotation and distortion fields (which are not
the global rotation and distortion related to the macroscopic strain) in the absence of
disclinations. In contrast with the classical literature where it is basically postulated
that dislocation density is the distortion curl, this relationship is here well-proved.

Theorem 2.5.2 [Bravais rotation and distortion fields] If the macroscopicdisclina-
tion density vanishes, there exists rotation and distortion fields defined as

BRAVAIS ROTATION ω j(x) := ω0
j +

∫ x

x0

dω j , (2.5.17)

BRAVAIS DISTORTION βkl(x) := Ekl(x
0)− εkl jω0

j +

∫ x

x0

dβkl, (2.5.18)

with βkl = Ekl− εkl jω j , and whereω0
j is arbitrary and the integration is made on any

line with endpoints x0 and x. Moreover,

∂α βkβ = ðαðβ uk and εαβ ∂α βkβ = αk. (2.5.19)

Proof. By Definition 2.5.3, the symmetric part of the connexion writes as

−Γ(l ;k)β dxβ =−
1
2

∂β gkldxβ =−
1
2

∂mgkldxm = ∂mEkldxm = dEkl,

while, by Definition 2.5.3 and Proposition 2.5.2, the skew-symmetric part writes as

−Γ[l ;k]β = −
1
2
(∂kglβ − ∂lgkβ )+ ∆Γl ;kβ = ∂kElβ − ∂lEkβ + ∆Γl ;kβ .

Observing, by Definitions 2.5.2 and 2.5.4 and Proposition 2.5.2, thatdω j = ðβ ω jdxβ
= − 1

2εlk j Γ[l ;k]β dxβ , it results thatdβkl = dEkl − εkl j dω j . Under the assumption of
a vanishing macroscopic disclination density, the existence of well-defined Bravais
rotation and distortion fields follows from Eqs. (2.5.15) and (2.5.19), Theorem 2.5.1,
and Remark 2.5.1. Moreover, since∂α βkβ = ∂αEkβ − εkβ jðα ω j , by Eq. (2.5.5), this
expression equalsðα ðβ uk, completing the proof by Eq. (2.5.8). �

Remark 2.5.3 Referring to “Bravais” instead of “elastic” rotation and distortion
fields is devoted to highlight that these quantities do not have a purely elastic meaning

8In fact, the distortion is often considered as a constitutive variable in dislocation models (Davini, 1986;
Gurtin, 2002; Ariza and Ortiz, 2005).
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Remark 2.5.4 The Bravais distortion does not derive from a Bravais displacement
in the presence of dislocations. In fact, around a closed loop C, even if the macro-
scopic disclination density vanishes, the displacement differential as defined by duk :=
βkαdxα verifies by Theorem 2.5.2 the relationship:

∫

C
duk =

∫

S
εβ α∂β βkαdS= αk(S). (2.5.20)

Remark 2.5.5 Eq. (2.5.17) indicates that symbolð in Eq. (2.5.15) becomes a true
derivation operator in the absence of disclinations.

Remark 2.5.6 Proposition 2.5.1 defines an operation of parallel displacement ac-
cording to the Bravais lattice geometry. The parallel displacement of any vector vi

along a curve of tangent vector dx(1)
α is such that dx(1)

α ∇αvi = 0 and hence that the

components of vi vary according to the law d(1)vi = −Γi; jβ v jdx(1)
β (Dubrovin et al.,

1992). This shows the macroscopic Burgers vector and dislocation density together
with the Bravais rotation and distortion fields as reminiscences of the defective crystal

properties at the nanoscale. In fact, if dx(1)
ν ,dx(2)

ξ are two infinitesimal vectors with

the associated area dS:= ενξ dx(1)
ν dx(2)

ξ , it results from Eq. (2.5.10), Remark 2.5.1,
and the skew symmetry of Tk;αβ that, in the absence of disclinations,

dBk = αkdS=−εαβ Γk;αβ dS=−Γk;αβ (dx(1)
α dx(2)

β −dx(1)
β dx(2)

α ),

whose right-hand side appears as a commutator verifying therelation

dBk = εαβ ðαðβ ukdS=−εαβ d(α)(dx(β )).

2.6 Concluding remarks

In this work we have developed a 2D theory to analyse dislocated single crystals at
the meso-scale by combining distributions with multivalued kinematic fields. The dis-
tributions are basically concentrated along the defect lines, which in turn form the
branching lines of the multivalued fields. As a consequence of this analysis, a basic
theorem relating the incompatibility tensor (as derived from the deformation field) to
the Frank and Burgers vectors of the defect line has been established. This theory
provides a framework for the homogenisation of the medium properties from meso-
to macro-scale. In particular the macroscopic dislocationdensity is defined without
stipulating an a-priori distorsion decomposition into elastic and plastic parts (which
does not exist, actually). The classical relationship between Bravais distortion and
dislocation densities, instead of being a definition, now appears as a result taking its
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origin from the meso-scale analysis. Moreover, the torsionand contortion tensors,
which both describe the defective macroscopic crystal, arenow properly understood
as averages of concentrated mesoscopic tensors. Since the latter are the differentials
(in an appropriate sense) of multivalued mesoscopic fields,we have shown how meso-
scopic multivaluedness is recovered in the geometric properties of the non-Riemannian
macroscopic crystal. In particular, in contrast with the mesoscale (where defects are
due to the multivaluedness of the rotation and displacementfields) the macroscopic
Burgers vector now appears as the commutator of a non-closeddifferential operator
related to the body torsion.

Extension to the 3D case is the topic of Chapter 3, were the handling of non-rectilinear
curves will be required in the framework of the geometric-measure theory. This should
eventually make it possible to consider a set of defect curves, freely occupying the
crystal with possible intersections and accumulation region–forming so-called dislo-
cation clusters.





Chapter 3

Extension of the distributional
approach to 3D dislocations

3.1 Introduction

This chapter is devoted to extend the results of Chapter 2 to the 3D case, by applying
the method developed in Chapter 2 in order to validate Kröner’s formulas in the 2D
case. However, in a first step, we will restrict to the case of aLipschitz line, and sub-
sequently generalise the result to a set which is composed ofpossibly infinitely many
lines, forming so-called 0D clusters. The application of the distributional approach to
the 3D case will highlighten new formulas relating strain incompatibility to the Frank
and Burgers vectors. These formulas, as compared to the “incE = Θ+ curl κ” for-
mula, will exhibit two terms in the right hand-side which arerelated to the disclination
and the dislocation densities, respectively (through the contortion tensor), both being
weighted by a factor taking into account the line orientation, curvature and torsion.
Global strain assumptions for these formulas are simply obtained by following the 2D
case without the need for any new assumption of any kind on theelastic strain. The
structure of this chapter follows the structure and methodsof the 2D case, but the
mathematical tools required, and the computational techniques appear to be slightly
more complex.
The missing part of this chapter is the absence of homogenisation from meso-to macro-
scale, which would show new macroscopic defect densities taking into account the
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mesoscopic aspects of the 3D lines and clusters.1

3.2 Geometrical analysis of the defect line L

This section is a discussion on the defect-line assumptionsin order to determine the
existence conditions for a tube surrounding the line L whosenormal sections do not
intersect. Let us recall that for a smooth curve the classical Frenet’s formulas read

τ ′m = χνm, ν ′p =−χτp− ζσp, σ ′l = ζνl , (3.2.1)

where the derivation is intended with respect to the naturalarc parameter along L, and
whereτi ,νi andσi denote the unit tangent vector, and the two natural normal vectors,
respectively, whileχ andζ stand for the line intrinsic curvature and torsion.

Assumption 3.2.1 Let us assume that the defect-line L is a simple2 regular Lipschitz
curve contained inΩ where the setΩ is open, that is, a curve satisfying the following
requirements:

i. An admissible defect-line L is parametrically describedby a continuous map-
ping

x̂i : [0,1]→Ω

where its restriction to the open interval ]0,1[ takes its values inΩ.

ii. The tangent vectorτi exists everywhere and is Lipschitz continuous on∈ [0,1].

iii. If x̂i(t) = x̂i(t ′) then t= t ′ or {t,t ′} = {0,1}. Moreover if{t,t ′} = {0,1} then
x̂i(0) = x̂i(1) ∈Ω andτp(0) = τp(1).

The Lipschitz condition (ii) states that there is a uniform constant K which is the
infinum of all reals C>0 such that for everyt,t ′ ∈ [0,1],||τi(t)− τi(t ′)|| ≤C|t ′− t|. By
Frenet’s two first formulas the Lipschitz conditions on the tangent vector guarantees
the curvatureχ to be bounded at those points of L where they are defined, that is almost
everywhere on L (Lelong-Ferrand, 1963). Since the curve is Lipschitz continuous, the
natural continuous and strictly increasing length parameter s(t) ∈ [0;L] whereL < ∞

1Let me express my best thanks to Thierry Depauw and Jean Van Schaftingen for valuable discussions
about some specific technical points of this chapter.

2“Simple” means that there are no distinct values of the length parameter other than the start- and end-
points whose images may coincide on L.
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will be used in the sequel, with the non-restrictive assumption that the length of the
curve |L| be equal to 1. Moreover, symbol ˆxi = x̂s

i = x̂i(s) (or x̂) will always refer to a
point of L ∈ Ω, while Cε (x̂s) denotes the circle of radiusε centered at ˆxs and whose
plane is perpendicular to the tangent vectorτi(s) to L at x̂s.

3.2.1 Existence of a regular tube

Proposition 3.2.1 For every simple regular Lipschitz closed defect-line L andfor ev-
ery x̂∈ L there existsδ > 0 with δ independent of̂x such that the closed disks Dδ (x̂)
and Dδ (x̂′) for x̂ 6= x̂′ have an empty intersection.

Proof. We need prove that there is aδ > 0 such that for everyt ′ 6= t ∈ [0,1] with
x̂′i := x̂i(t ′) close to ˆxi := x̂i(t) andx̂ 6= x̂′, the closed disc of radiusδ perpendicular to
τ ′i := τi(t ′) at x̂′i belongs toΩ and does not intersect the closed disc of radiusδ per-
pendicular toτi := τi(t) at x̂i . Firstly, since the tangent vector is Lipschitz continuous,

the curvatureχ(t) := ||
dτi

dt
|| exists almost everywhere on L and||

dτi

ds
||∞ = ||χ ||∞ < ∞,

whereK = ||χ ||∞ is the uniform Lipschitz constant of the tangent vectorτi . Moreover,
let us define the set D as the intersection of the planesΠ′ andΠ, perpendicular toτi(t ′)
andτi(t) at x̂ andx̂′, respectively.
Two preliminary steps and the main statement will now be proved.

Proof steps. • (step1): ∃η > 0, s.t.∀(t ′ 6= t) ∈ [0;1[, if M := min{|t− t ′|,1−|t−
t ′|} ≤ η thenΠ′ andΠ are distinct (i.e. D is a line or the empty set).

• (step2): Lettingε > 0, then∀(t ′ 6= t)∈ [0;1[ s.t.M := min{|t− t ′|,1−|t− t ′|}≥
ε, ∃η > 0 such thatC′δ (x̂′)∩Cδ (x̂) = /0 for everyδ < η .

• (M): ∃δ > 0,∀(t ′ 6= t) ∈ [0;1[, Cδ (x̂′)∩Cδ (x̂) = /0.

Proof of (step1). If t ′ 6= t andΠ′ = Π, then the vector ˆxi − x̂′i belongs toΠ′ = Π and
hence(x̂i− x̂′i)τ ′i = 0. Define∆τi(t) := τi(t)− τi(t ′) wheret ′ ≤ t ′, in such a
way that, from the Lipschitz assumption,||∆τi(t)|| ≤ K(t − t ′) and hence for
t ′ ≤ τ ≤ t ′,

∆τi(τ) = τi(τ)− τi(t
′) = ωi(τ)K(τ − t ′) with ω := ω2

i (τ)≤ 1, (3.2.2)

whereωi is a continuous function. Since

x̂i− x̂′i =
∫ t

t′
τidτ =

∫ t

t′

(
τi(t
′)+ ∆τi

)
dτ = τ ′i (t− t ′)+ ωi(t

⋆)K(t⋆− t ′), (3.2.3)
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where 0≤ t ′ ≤ t⋆ ≤ t < 1, it results that its projection onτ ′i writes as

(x̂i− x̂′i)τ
′
i = (t− t ′) [1+ ΘK]

where the scalarΘ = τ ′i ωi(t⋆) t−t′
t⋆−t′ verifies 0≤ |Θ| ≤ 1 and is non-negative, by

continuity of the tangent vectors, for ˆxi close enough to ˆx′i , that is, for M close
enough to 0, thereby proving (step1).

Proof of (step2). Basically, the property that the curve be simple and its compactness
prove the statement. It is enough to prove the existence of aη > 0 such that
the open balls centered at ˆx′i and x̂i with radiusη do not intersect. Letε >
0 and Eε := {(t ′,t) such thatM ≥ ε} and m = inf

Eε
||x̂− x̂′||. Assume that m

vanishes. Then from thoset ′,t corresponding to a sequence{(x̂′i , x̂i)}i≥1 such
that||x̂i− x̂′i|| → 0 asi→ ∞, one extracts a subsequence{(t ′i ,ti)}i≥1 converging
to (t ′∞,t∞) ∈ [0,1]. Clearlyx̂(t ′∞) = x̂(t∞) which, since the line is simple, implies
by Eq. (3.2.3) that eithert ′∞ = t∞, or (t ′∞,t∞) = (0,1), or (t ′∞,t∞) = (1,0), hence

contradicting the relationM ≥ ε. Taking η :=
m
2

> 0 achieves the proof of

(step2).

Proof of (M). Let ε := min{η , 1
K }. From the second step, it is sufficient to consider

the caseM ≤ ε, while from the first step, the only relevant situation is thecase
where D is a line. All other situations trivially give the result. The planeΣ is
defined (on the right of Figure 3.1) as the plane spanned byτ ′i andτi . Consider
the picture on the left of Figure 3.1 and defined′i (resp. di) as the vector from
x̂′i (resp. from ˆxi) to D. Moreover letfi := x̂i− x̂′i , while ei is the projection offi
on the line D, in such a way thatfi −ei is the projection offi on Σ. Moreover,
di−d′i = fi −ei and sinced′i ⊂ Π′ anddi ⊂ Π, it results thatd′i τ ′i = diτi = 0 in
such a way thatdiτ ′i = fiτ ′i . Since the unit vectorsτi andτ ′i are not perpendicular
to each other, the decompositiondi = ατ ′i + β τi follows, whereατ ′i τi + β = 0
andα + β τ ′i τi = fiτ ′i , and with

α =
fiτ ′i

1− (τ ′i τi)2 and β =
−τ ′i τi f jτ ′j
1− (τ ′i τi)2 .

In order to prove(M), we need to compute the square of the distance(di)
2 =

α2 + β 2 + 2αβ (τ ′i τi) and show that it is bounded from below by a constant
independent oft. Using Eq. (3.2.2), we firstly compute an accurate expression
of τ ′i τi . Sinceτ2

i = (τ ′i + ∆τi)
2 = 1+ 2τ ′i ∆τi + (∆τi)

2 = 1, it results that 0=
2ωiτ ′i K(t− t ′)+ ω2

i K2(t− t ′)2, in such a way that 2ωiτ ′i = −ω2
i K(t− t ′), and

hence that

τ ′i τi = 1+ ωiτ ′i K(t− t ′) = 1−
1
2

ωK2(t− t ′)2. (3.2.4)
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From Eqs. (3.2.4) and (3.2.2), the square norm ofdi writes as:

d2
i =

( fiτ ′i )2

1− (τ ′i τi)2 =
(1−Θ K

2 (t− t ′))2

Θ̃K2− Θ̃2

4 K4(t− t ′)2
≥ δ :=

(
1− K

2 ε
)2

K2 ,

whereδ > 0 sinceε < 2
K . Since a uniform lower estimateδ has been found such

����

τ ′i

ei

d′i

D

τ ′i

D

fi −ei

d′i
d′′i

fi

3Dview 2Dview : planeΣ

x̂′

x̂ τi

di

τi

Figure 3.1: The sections of the tube do not intersect.

that, for every ˆxi ∈ L in the vicinity of any given ˆx′i ∈ L, the diskDδ (x̂) is con-
tained inΩ and has an empty intersection withDδ (x̂′), the proof is completed.
�

Remark 3.2.1 If the line L is open, let us denote by Lη the portion of the line corre-
sponding to the interval[η ;1−η ] for some givenη > 0. The statement of Proposition
3.2.1 still holds for Lη instead of L. By the arbitrariness ofη we can, in the remaining
of this discussion, consider the case of an open line as well as the case of a closed
line.

Definition 3.2.1 In the sequel, considering a surface S ofΩ crossed by L at̂xi and
x̂i only, and bounded by the curve C, symbols dC, dL, and dS will denote the 1D
Hausdorff measures on C and L, and the 2D Hausdorff measure onS, respectively,
with σ̂ j and τ j the unit tangent vectors to C at xi (when it exists) and to L at̂xi . In

some cases (having fractal curves in mind) the symbols dxk and dSi := εi jkdx(1)
j dx(2)

k
will stand for infinitesimal vectors oriented along C and normal to S, respectively, with
in addition dCl (x) := εlmndxmτn denoting an infinitesimal vector normal to C.
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Definition 3.2.2 We define⊙ε,η , the tube of radiusε around the line Lη as

⊙ε,η :=
⋃

x̂∈Lη

Dε (x̂)
⋂

Ω.

Selectingε > 0 according to Proposition 3.2.1 and Remark 3.2.1, let us observe that
if the line is a closed loop the tube⊙ε := ⊙ε,0 of radiusε around the line L has the
same topology as a torus, while if the line is open⊙ε,η has the same topology as a
cylinder. Moreover, by the regularity of the domain boundary ∂Ω, for anyη > 0, an
ε > 0 can be found in such a way that⊙ε,η ⊂Ω. The boundary of the disk∂Dε(x̂) is
denoted by Cε(x̂) or Cε .

3.2.2 Geometrical properties of the defect line L

Definition 3.2.3 (Radial distance)The radial distance r of a point x (or xi) in ΩL to
the line L is the minimal distance‖x− x̂‖ from x tox̂ (or x̂i) in L. For this particular x,

we defineνi(x̂,x) :=
xi− x̂i

||x̂−x||
as the unit vector joininĝx to x, in such a way that r is

the positive number verifying

xi = x̂i + rνi(x̂,x). (3.2.5)

let us remark that in⊙ε,η the vectorνi(x̂,x) is orthogonal toτi(x̂). In the case where
the pointx̂ is uniquely defined for a given x in the vicinity of the defectline (which will
generally be the case since the tube is used for local properties around L), the vector
νi(x̂,x) will be denoted without risk of confusion byν̂i(x).

Planar curvature

Definition 3.2.4 (Planar curvature) Given x∈ ⊙ε,η and the associated̂νi(x), the
planar curvature of L for x is defined as

χ(x̂,x) = χ(x̂)νi(x̂)ν̂i(x), (3.2.6)

whereχ(x̂) is the line intrinsic curvature at x.

Definition 3.2.5 (Projection plane and line) For x∈ΩL, the planeΣ(x) is defined as
the plane whose unit normal vector atx̂∈ L writes as

σ̂i(x) := σi(x̂,x) := εi jkτ j(x̂)ν̂k(x). (3.2.7)
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Then we introducẽL as the projection of L onΣ, whose (non unit) tangent vector reads

τ̃k = τk− σ̂kσ̂pτp. (3.2.8)

In what follows,x̃t stands for the projection of̂xt := x̂(t) on L̃, while ν̃i stands for the
(non-unit) normal vector at̃xt ∈ L̃ defined as

ν̃i(x̃
t) := εi jkσ j(x̂,x)τk(x̃

t). (3.2.9)

Lemma 3.2.1 The planar curvature of L on for x0 equals to the curvature of̃L.

Proof. For some givenx0 ∈ ⊙ε,η , let us consider the projection planeΣ(x0), where
x̂0 stands for the projection ofx0 on L, and let a point of̃L be denoted by ˜xt , and
x̂0 = x̂(t0), where 0≤ t0≤ 1. By Frenet’s first formula and from Eq. (3.2.8), it follows
that

d
dt

τ̃k = χ (νk− σ̂kσ̂pνp) (3.2.10)

in such a way that

d
dt

ν̃i(x̃
t)|t=t0 =

d
dt

(
εi jkσ j(x̂0,x0)τ̃k(x̃

t)
)

|t=t0
= χ(x̂0)εi jkσ j(x̂0,x0)νk(x̂0).

Since by Eq. (3.2.7)εi jkσ j (x̂0,x0)νk(x̂0) = −ν j(x̂0)ν j (x̂0,x0)τi(x̂0), it results from
Definition 3.2.4 that

d
dt

ν̃i(x̃
t )|t=t0 =−χ(x̂0,x0)τi(x̂0), (3.2.11)

while the unit vectorνi(x̃t) is such that

νi(x̃
t) := α(t)ν̃i(x̃

t) (3.2.12)

with |α| ≥ 1. It remains to verify that the curvatureχ(x̂0,x0) is the curvaturẽχ(x̂0) of
the planar curvẽL at x̂0. Firstly note that

dt̃
dt |t=t0

= 1

while, by Frenet’s first and second formulas for a planar curve, that

d
dt̃

ν̃i(x̃
t) = εi jkσ j(x̂0,x0)χ̃(x̃t)νk(x̃

t ), (3.2.13)

d
dt̃

νi(x̃
t) = −χ̃(x̃t)τi(x̃

t) (3.2.14)
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It results from Eqs. (3.2.12), (3.2.13) and the unit property of νi(x̃t ), that

dα
dt |t=t0

=

(

ν̃i(x̃
t )

d
dt

νi(x̃
t)+ νi(x̃

t)
d
dt

ν̃i(x̃
t )

)

|t=t0

= 0. (3.2.15)

Sinceα = ν̃i(x̃t)νi(x̃t), it follows from Eq. (3.2.9) and from the fact thatσi(x̂0) =
σi(x̂0,x0) (since the line lies inΣ(x0)), thatα(t0)= 1, and hence by Eqs. (3.2.12),(3.2.14)
and (3.2.15), that

−χ̃(x̂0)τi(x̂0) = = α(t0)
dν̃i

dt
(x̂0)+

dα
dt

(t0)ν̃i(x̂0) =
dν̃i

dt
(x̂0)

which by Eq. (3.2.11) proves the statement. �

Jacobian of the tube

Let s andω denote the curvilinear coordinates associated withx ∈ ⊙ε as chosen to
verify the relations

νi ν̂i(x) = cosω , and σi ν̂i(x) = sinω (3.2.16)

in such a way that̂χ(x̂,x) = χ(x̂)cosω . Let us still denote bŷνi(x) and σ̂i(x) the
vectorsνi(s,ω) = νi(x̂,x) andσi(s,ω) = σi(x̂,x), respectively. By Eqs. (3.2.5) and
(3.2.16), it results that

∂xi

∂s
(s,ω) = τi(s)+ ε

∂νi(s,ω)

∂s
= τi(s)− ε(χ(s)cosωτi(s)+ ζ (s)cosωσi(s)− ζ (s)sinωνi(s))

∂xi

∂ω
(s,ω) = ε (−sinωνi(s)+cosωσi(s)) ,

in such a way that, by Eq. (3.2.11), the metric tensorgi j writes as the matrix (Dubrovin
et al., 1992):

[gi j ] =

[
(1− εχ(x̂,x))2 + ε2ζ 2 −ε2ζ

−ε2ζ ε2

]

.

Providedε <
1
K

, whereK is the Lipschitz constant of the curve, the discriminant of

the metric tensor, that is, the square root of the determinant of gi j writes as

g := ε(1− εχ(x̂,x)) > 0. (3.2.17)
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Definition 3.2.6 For a fixedε > 0, the line Lε ⊂ ∂⊙ε is defined as the set{xi ∈ ⊙ε :
xi = x̂i + ενi(x̂) wherex̂i ∈ L}. This line is described by means of the curvilinear
coordinate s’, with the length element dL(x) (ds’) on Lε defined as3

ds′ = dL(x) := (1− εχ(x̂,x))dL(x̂), (3.2.18)

where dL(x̂) := ds is the Lebesgue measure density on L, while the tangent vector on
Lε is given by

τε
i (x) = τi(x̂). (3.2.19)

Moreover, dC(x) denotes the Hausdorff measure density on Cε(x), symbol dxk denotes
an infinitesimal vector oriented along Cε(x), and

dCl = εlmndxmτn(x̂)

stands for an infinitesimal vector normal to Cε(x).

ε

τ
ε

Lε

L

Cε(x̂)

x

x̂ dL(x̂)

dL(x) = (1−|χ(x̂,x)|ε)dL(x̂)

x′ dL(x′) = (1+ |χ(x̂,x′)|ε)dL(x̂)

ν

dL(x̂)dσ(x)

Figure 3.2: Curvature of the tube wrapped around L.

Lemma 3.2.2 In the vicinity of the line L, the following relation expressed in the gen-
eral base holds:

∂ j τ̂ε
i (x) = χ(x̂)νi(x̂)τ j(x̂)+oi j (1). (3.2.20)

Proof. For x in the vicinity of L, there exists a unique projection ˆx on L, defining
τi ,νi andσi at x̂∈ L. Since∂τ s′ = 1 while ∂νs′ = ∂σ s′ = 0, it results that∂ js′ = τ j ,

3Note that s’ is a function of x.
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and hence from Eqs. (3.2.18), (3.2.19) and the first Frenet’sformula (Eq. (3.2.1)), it
immediately results that

∂ j τ̂ε
i = (1− εχ̂)χνiτ j , (3.2.21)

proving the statement by Eq. (3.2.6) and the boundedness of the line curvature. �

In the sequel of the chapter we make use of a local Cartesian base given by{νi(x̂s),
σi(x̂s), τi(x̂s)} at x̂s∈ L, where s is the curvilinear abscissa on L, and a corresponding
coordinate system given by{xs

1,x
s
2,x

s
3}, wherexs

3 = zs is the coordinate of the axis
spanned byτi(x̂t). Greek subscripts always refer to the planar coordinatesxs

1 or xs
2 of

the axes spanned byνi(x̂s) andσi(x̂s), respectively. By analogy with the planar case

we also introduce the polar coordinatesrs =
√

xs2
1 +xs2

2 and θs = arctan
xs

2

xs
1
, where

subscript s indicates that the arc coordinates is fixed. Moreover, partial derivation
w.r.t. s will be denoted by∂s, and partial derivations w.r.t.rs,θ s,zs by ∂rs,∂θs,∂zs,
respectively. In general the notation∂i refers to partial derivation w.r.t. theith coor-
dinate of a 3D Cartesian base and coordinate system which, unless specified, is the
general{e1,e2,e3}-system attached to the origin. The notation∂̂i will, in turn, be used
for partial derivation w.r.t. the local Cartesian system attached to ˆxs∈ L.

3.3 3D elasticity of the dislocated crystal

In this section, the crystal is dislocated by a single Lipschitz defect line and 3D linear
elasticity applies everywhere away from the dislocation line.

3.3.1 Defect invariants and density tensors

In the following crucial definition the strain is consideredas a distribution onΩ, where
either the global Cartesian base{e1,e2,e3}, or the local Cartesian base{νi(x̂s),σi(x̂s),
τi(x̂s)} is considered, and where, for the sake of simplicity, the same notationE ⋆

i j is
adopted in all the following sections.
Let us firstly recall general notions and properties holdingfor any set of dislocation
linesL including the case of a single lines L.

Definition 3.3.1 [Frank and Burgers tensor] The Frank tensor∂ mω⋆
k is defined on the

entire domainΩ as the following distribution:

∂ mω⋆
k := εkpq∂pE

⋆
qm, (3.3.1)
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in such a way that

< ∂ mω⋆
k ,ϕ > := −

∫

Ω
εkpqE

⋆
qm∂pϕdV

= lim
ε→0

(∫

Ω\⊙ε
εkpq∂pE

⋆
qmϕdV+

∫

∂⊙ε∩Ω
εkpqE

⋆
qmϕdSp

)

,

with ϕ a smooth test-function with compact support inΩ. Moreover, for a selected
x0 ∈ΩL, the Burgers tensor is defined on the entire domainΩ as the distribution

∂ l b
⋆
k(x) := E

⋆
kl(x)+ εkpq(xp−x0p)∂ l ω⋆

q(x). (3.3.2)

Definition 3.3.2 [Frank and Burgers vectors] The Frank vector of the line L is the
invariant

Ω⋆
k := [ω⋆

k ], (3.3.3)

where the brackets here mean the jump of the considered quantity along a curve mak-
ing a single loop around the defect line L. Moreover, the Burgers vector is defined
as

B⋆
k := [b⋆

k] = [u⋆
k](x)− εklmΩ⋆

l (xm−x0m). (3.3.4)

Theorem 3.3.1 [Weingarten] The rotation vectorω⋆
k is a multifunction of index 1 on

ΩL whose jumpΩ⋆
k := [ω⋆

k ] around L is an invariant of the defect-line L. Moreover,
the vector b⋆k is a multifunction of index 1 onΩL whose jump B⋆k := [b⋆

k] around L is
an invariant of the defect-line.

Let us also recall the definition of the geometric density tensors as:

Definition 3.3.3

DISCLINATION DENSITY: Θ⋆
i j := Ω⋆

j δiL (3.3.5)

DISLOCATION DENSITY: Λ⋆
i j := B⋆

j δiL (3.3.6)

DISPLACEMENT JUMP DENSITY: α⋆
i j := Λ⋆

i j + ε jlmΘ⋆
il (xm−x0m) (3.3.7)

CONTORTION: κ⋆
i j := α⋆

i j −
1
2

α⋆
mmδi j , (3.3.8)

where x0m is a reference point for rotation and displacement integration andδiL = τiδL

for a Lipschitz curve L.

Notations 3.3.1 The notation∂ (s)
j is used for partial derivation of a single- or multiple-

valued function whose domain is restricted toΩL. Locally around x∈ΩL, for smooth
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functions, the meanings of∂ (s)
j and the classical∂ j are the same, whereas on the en-

tire Ω the partial derivation operator∂ j only applies to single-valued fields and must
be understood in the distributive sense. A defect-free subset U of Ω is an open set

such that U∩L = /0, in such a way that∂ (s)
j and∂ j coincide on U for every single- or

multiple-valued function of index 1.

Proposition 3.3.1 [Multiple-valued displacement field] From a symmetric smooth lin-
ear strain tensorE ⋆

i j onΩL and a point x0 where the displacement is given, a multival-
ued displacement field u⋆

i of index 2 can be constructed onΩL such that the symmetric

part of the deformation gradient∂ (s)
j u⋆

i on ΩL is the single-valued strain tensor

E
⋆
i j :=

1
2

(

∂ (s)
j u⋆

i + ∂ (s)
i u⋆

j

)

,

while its skew-symmetric part is the multivalued rotation tensor

−εi jkω⋆
k := ω⋆

i j :=
1
2

(

∂ (s)
j u⋆

i − ∂ (s)
i u⋆

j

)

.

3.3.2 3D strain compatibility

Let us now fix the arc parameter s, and consider the corresponding local Cartesian base
{νi(x̂s),σi(x̂s),τi(x̂s)} attached to ˆxs ∈ L, with the associated Cartesian coordinates
denoted as{xs

i }. Symbol∂i here has the meaning of∂∂xs
i

and symbol∂α the meaning

of ∂
∂xs

α
with α = 1 or α = 2. The strainE ⋆

i j will be expressed in the components of the

base{νi(x̂s),σi(x̂s),τi(x̂s)} and fori = 3, will be written asE ⋆
s j. In a first step, some

notations and assumptions are made.

Notations 3.3.2 The planar sections ofΩ are introduced by fixing the arc parameter
s and defining

Ωs := {xi ∈Ω such that (xi− x̂i(s))τi(x̂
s) = 0},

while

Ωs
0 := {xi ∈Ωs such that (xα − x̂α(s))2 = rs > 0}.

Moreover, the setΩs
ε is defined as

Ωs
ε := {xi ∈Ωs such that ||xs

α ||> ε},

while the boundary circle ofΩs
ε is designated by Csε .



3D elasticity of the dislocated crystal 125

Assumption 3.3.1 The strain local behaviour inΩL is assumed to be of the following
form:

E
⋆
αβ ∼

êαβ

rs
+ ê′αβ logrs+hαβ (3.3.9)

E
⋆
αs ∼

êαs

rs
+ ê′αslogrs+hαs (3.3.10)

E
⋆
ss ∼ ê′sslogrs+hss, (3.3.11)

whereêαs = êσ̂α with ê, a function of s only, and wherêeαβ andê′i j are functions of
θs and s only, while hi j is a smooth symmetric tensor onΩ. As a consequence of Eqs.
(3.3.9) (3.3.11) it results that

E
⋆
α j is o(r−2

s ) (3.3.12)

E
⋆
ss is o(r−1

s ), (3.3.13)

as rs→ 0.

Definition 3.3.4 The 3D mesoscopic strain incompatibility tensor onΩ is defined by

η⋆
lk := εlmn∂m∂ nω⋆

k = εlmnεkpq∂m∂pE
⋆
qn, (3.3.14)

while its restriction toΩs is denoted bŷη⋆
lk(x̂

s) or more briefly byη̂⋆
lk.

The general 3D strain compatibility condition in the local Cartesian base{νi(x̂s),
σi(x̂s),τi(x̂s)} reads:

η⋆
lk = εqlmεkpn∂l ∂pE

⋆
mn = 0 (3.3.15)

in ΩL, where three different cases are identified.

Let k = sand q = s. It results that

η̂ss= εαβ εγτ ∂α ∂γE
⋆
β τ = 0 (3.3.16)

is the 2D compatibility inΩs.

Let k = κ and q = s. It results that

εαβ εκ pn∂α ∂pE
⋆
β n = εαβ εκν ∂α

[

∂νE
⋆
β s− ∂zsE

⋆
β ν

]

= 0

in ΩL, and hence that

∂ν

(

εαβ ∂αE
⋆
β s

)

= εαβ ∂α ∂zsE
⋆
β ν (3.3.17)

∂αE
⋆
β s− ∂zsE

⋆
αβ = Kβ α(s)+ ∂β φα (3.3.18)
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in ΩL, whereKβ α(s) only depends on s andφα is an (arbitrary) gauge field. It
results from strain symmetry that

∂ sω⋆
s = εαβ ∂αE

⋆
β s = K(s)+ εαβ ∂β φα , (3.3.19)

whereK(s) := εβ αKαβ (s).

Let k = κ and q = α. It results that

εαβ εκγ

(

∂ 2
zsE

⋆
β γ + ∂zsβ ∂γE

⋆
ss− ∂zs∂β E

⋆
γs− ∂zs∂γE

⋆
β s

)

= ∂ 2
zsE

⋆
β γ + ∂β ∂γE

⋆
ss− ∂zs∂β E

⋆
γs− ∂zs∂γE

⋆
β s = 0 (3.3.20)

in ΩL.

On properties of the strain and Frank tensors

Lemma 3.3.1 From Assumption 3.3.1 it results that the displacement writes as

u⋆
α = ûα logrs+hα and u⋆s = ûs logrs+hs, (3.3.21)

on Ωs, whereûα , ûs depend onθ and s only, while hi is smooth onΩs.

Proof. Let u⋆
r ,u

⋆
θ ,u⋆

s denote the displacement components in the cylindrical baseas-
sociated to{νi(x̂s),σi(x̂s), τi(x̂s)} with the related coordinatesrs,θs, zs. By Assump-

tion 3.3.1, the radial componentE ⋆
rr = ∂rsu

⋆
r writes as

êrr

rs
+ ê′rr logrs + hrr whereêrr

depends onθs andzs only, andhrr is smooth onΩs, immediately proving, by primiti-
vation, thatu⋆

r = ûr logrs+hr , whereûr depends onθs andzs only andhr is smooth on
Ω. The remaining of the proof immediately follows from Assumption 3.3.1 and from

the formulasE ⋆
θ r =

1
rs

∂θ u⋆
r −

uθ
rs

andE ⋆
ss= ∂zsu⋆

s. �

Lemma 3.3.2 Consider the local Cartesian base{νi(x̂s),σi(x̂s),τi(x̂s)}. From 3D
compatibility onΩs

0, it results from Assumption 3.4.1 that

2∂sE
⋆
β s− ∂β E

⋆
ss is o(r−1

s ) (3.3.22)

∂ sω⋆
k is o(r−2

s ) (3.3.23)

∂ sω⋆
κ + εκβ ∂zsE

⋆
β s is o(r−1

s ). (3.3.24)
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Proof. For a fixed arc parameter s let us consider the 2D set

Λs = {(xs
1,x

s
2) : 0 < rs < ∞,θ 1

s < θs < θ 2
s }∩ΩL,

where 0≤ θ 1
s ,θ 2

s ≤ 2π with θ 2
s −θ 1

s 6= 2π in such a way thatΛs is a defect-free subset
of ΩL.

Proof of Eq. (3.3.22). Observe from Proposition 3.3.1 that

2∂sE
⋆
β s− ∂βE

⋆
ss= ∂s∂

(s)
β u⋆

s− ∂β ∂ (s)
s u⋆

s + ∂s∂
(s)
s u⋆

β ,

onΛs, which by the smoothness ofu⋆
k onΛs, i.e. fromεi jk∂i∂

(s)
j u⋆

k = εi jk∂i∂ ju⋆
k =

0, shows that 2∂sE
⋆
β s− ∂β E ⋆

ss = ∂ 2
s u⋆

β , thereby proving Eq. (3.3.22) by Eq.
(3.3.21).

Proof of Eqs. (3.3.23) and (3.3.24). Observe that Eq. (3.3.23) withk = κ and Eq.
(3.3.24) immediately follow from Assumption 3.4.1. For theremaining asser-

tions, observe from Proposition 3.3.1 and from the relation∂ sω⋆
s = ∂ (s)

s ω⋆
s =

∂sω⋆
s on Λs that

∂s∂
(s)
τ u⋆

β = ∂s

(

E
⋆
β τ + ω⋆

β τ

)

= ∂sE
⋆
β τ − εβ τ∂sω⋆

s ,

proving Eq. (3.3.23) withk = s, under the strain and displacement field local
assumptions (Eqs. (3.3.9) and (3.3.21)).

Sinceθ 1
s ,θ 2

s can be selected arbitrarily in[0,2π ] providedθ 2
s −θ 1

s 6= 2π , Eq. (3.3.22)-
(3.3.24) have been proved inΩL. �

Lemma 3.3.3 Let xs be a selected point on the line L and consider the local base
attached tôxs. IfC(x̂s) denote a family of 2D closed curves inΩs, then, in 3D elasticity,
it results from Assumption 3.4.1 that the Frank tensor and the strain verify the relation

lim
C(x̂s)→x̂s

∫

C(x̂s)
xs

α ∂ β ω⋆
κdxβ + εκβ E

⋆
β sdxα = 0,

provided the length of C is uniformly bounded and as long as the convergence C(x̂)→
x̂s is understood in the Hausdorff sense, i.e. in such a way that

max{‖ x− x̂s ‖, x∈C(x̂s)}→ 0

Proof. Since

∂γE
⋆
β s− ∂β E

⋆
γs = εγβ ∂ sω⋆

s ,
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it results that

∂ β ω⋆
κ := εκγ ∂γE

⋆
β s− εκγ∂zsE

⋆
β γ = εκγ ∂β E

⋆
γs− ∂sω⋆

s δκβ − εκγ∂zsE
⋆
β γ ,

and hence that
(

xs
α∂ β ω⋆

κ + δαβ εκγE
⋆
γs

)

= ∂β

(

xs
α εκγE

⋆
γs

)

−xs
α∂ sω⋆

s δκβ −xs
αεκγ ∂zsE

⋆
β γ .

Let us now multiply the right-hand side bydxβ and integrate the result overC(x̂s).
Under the limit assumptions of this lemma, since the strain is single-valued and since
∂ sω⋆

s and∂zsE ⋆
αβ areo(r−2

s ) asrs→ 0, the statement is proved. �

Corollary 3.3.1 Let x̂s be a selected point on the line L and consider the local base
attached tox̂s. Then

∫

Cs
ε
E

⋆
β sdxβ =

1
2

B̂⋆
s +

1
4

(
εγτ x0γ Ω̂⋆

τ
)
+o(1). (3.3.25)

Proof. From the Burgers tensor definition in the local Cartesian base, it results that

xα ∂ β ω⋆
k −xs

k∂ β ω⋆
α = εknα ∂ β b⋆

n− εknαE
⋆
β n+xs

0α∂ β ω⋆
k −xs

0k∂ β ω⋆
α , (3.3.26)

in such a way that, by Lemma 3.3.3 and fork = κ ,

− εκαB⋆
s +

∫

Cs
ε

εκαE
⋆
β sdxβ +xs

0αΩ⋆
κ −xs

0κΩ⋆
α +o(1) =

=
∫

Cs
ε

εαβ E
⋆
β sdxκ − εκβ E

⋆
β sdxα =

∫

Cs
ε

εγτ εακ εγβ E
⋆
β sdxτ =

∫

Cs
ε

εακE
⋆
β sdxβ ,

thereby proving the statement since
∫

Cs
ε

εακE
⋆
β sdxβ =

1
2

(εακB⋆
s +x0αΩ⋆

κ −x0κΩ⋆
α)+o(1).

�

3.4 Governing assumptions for the strain and Frank
tensors

Let us now fix the arc parameter s and consider the corresponding local Cartesian base
{νi(x̂s),σi(x̂s),τi(x̂s)}. Besides the strain Assumptions 3.4.1 two measure hypotheses
on the strain derivatives are introduced in order to replacethe local Assumption 3.3.1
and to validate Kröner’s identities in the global frameworkof a crystal dislocated by
the effect of several Lipschitz defect lines.
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Assumption 3.4.1 The strainE ⋆
i j is assumed to be a symmetric tensor of bounded

L1-norm inΩ.

Remark 3.4.1 By the strain smoothness outside L, the strain componentsE ⋆
i j and their

derivatives∂zsE ⋆
i j show to be of bounded L1-norm in Ωs for every givenx̂s ∈ L and

relatedΩs.

Assumption 3.4.2 The strain divergence and trace gradient∂kE
⋆
kl and∂kE

⋆
pp are finite

Radon measures onΩ.4,5

The following Lemmas are needed for the proof of Proposition3.4.1.

Lemma 3.4.1 • A solenoidal distributional vector field aα onΩs writes as

aα = εαγ ∂γ φ , (3.4.1)

with φ ∈D ′(Ωs).

• A symmetric solenoidal distribution tensor aαβ on Ωs writes as

aαβ = εαγεβ τ ∂γ ∂τ ψ , (3.4.2)

with ψ ∈D ′(Ωs).

Proof. The proof can be found in Chapter 2, Section 2.4.1.

Lemma 3.4.2 For constant C and Cβ , there are a vector gκ and a symmetric compat-
ible tensor Gαβ onΩs such that

∂κgκ = Cδ0, (3.4.3)

∂αGαβ = Cβ δ0. (3.4.4)

Proof. The proof can be found in Chapter 2, Section 2.4.1.

Lemma 3.4.3 If the symmetric distribution tensor Ei j verifies the compatibility con-
dition Eq. (3.3.15) onΩ, there exists a vectorial distribution field Ui such that

Ei j =
1
2

(∂iU j + ∂ jUi) . (3.4.5)

4A Radon measure onΩ is a measure bounded on compact subsets ofΩ (Evans and Gariepy, 1992;
Mattila, 1995; Ambrosio et al., 2000).

5Assumption 3.4.2 is natural in infinitesimal elasticity if one considers the strain-stress constitutive law
and the equilibrium laws. As a consequence, the stress divergence must be a measure onΩ.
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Similarly, if the symmetric distribution tensor Eαβ verifies the compatibility condition
Eq. (3.3.16) onΩs, there exists a vectorial distribution field Uα such that

Eαβ =
1
2

(
∂αUβ + ∂βUα

)
. (3.4.6)

Proof. Sinceεqlm∂l
(
εkpn∂pEmn

)
= 0, it results thatεkpn∂pEmn = ∂mφk for some dis-

tributionφk, which from the symmetry property ofEmn, turns out to be divergence-free
and hence writes asφk = εkpn∂pϕn for some distributionϕn. Sinceεkpn∂p (Emn− ∂mϕn)

= 0 it results thatEmn= ∂mϕn+∂nϕ ′m for some distributionϕ ′m. PosingUi =
ϕi

2
=

ϕ ′i
2

proves the statement. The proof of the second statement is similar. �

Lemma 3.4.4 Let the tensor Eα i be such that Eαβ is a Radon measure on the open set
U ⊂Ωs. If Eα i verifies the compatibility conditions Eqs. (3.3.16)-(3.3.17) on U, then

εαβ ∂αEβ s =
1
2

εαβ ∂zs∂αUβ (3.4.7)

is a Radon measure on U with Uβ , the displacement field provided by Lemma 3.4.3.

Proof. Let ψ ∈ Cc(U) and h be theC 2
c (U)-solution of∆h = ψ on U in such a way

thatψν := ∂νh verifies∂νψν = ψ and∂α ψν ∈ Cc(U). The form

≪ εαβ ∂αEβ s,ψ ≫ = −≪ ∂ν
(
εαβ ∂αEβ s

)
,ψν ≫

=−≪ εαβ ∂α ∂zsEβ ν ,ψν ≫ = ≪ εαβ ∂zsEβ ν ,∂α ψν ≫

is linear and continuous inψ = ∂ν ψν since≪ εαβ ∂zsEβ ν ,∂α ψν ≫ is, from the strain
assumption, linear and continuous in∂α ψν . The proof is achieved by use of Eq.
(3.4.6), sinceενβ ∂ν ∂βUβ = 0 in the distribution sense.

Lemma 3.4.5 • For a given L1(Ωs)-scalar function f and a given Radon measure
µ , there exists a distribution gβ such that

∂β gβ = f (3.4.8)

εαβ ∂αgβ = µ . (3.4.9)

Moreover, if the restriction ofµ onΩs
0 is smooth, there exists a L1(Ωs)-function

kα such thatµ = ∂αkα .

• For a given L1(Ωs)-vector function fβ such that∂β fβ = ∆g where g is a L1(Ωs)
function, there exists a symmetric compatible tensor gαβ on Ωs such that

εαβ ∂αgβ = f . (3.4.10)
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Proof.

First statement. Consider first an ultra-weak solution (Brezis, 1983) of

∆H = f , (3.4.11)

and define the particular solutiong⋆
β = ∂β H of Eq. (3.4.8). Sinceg⋆

β is defined
in the distributive sense up to a curl distributionεβ γ ∂γA, Eq. (3.4.9) is verified
by solving

∆A =−µ . (3.4.12)

Sinceµ is a Radon measure, Eq. (3.4.12) has a solution in an ultra-weak sense,
and it suffices to takegβ = g⋆

β + εαγ ∂γA. Now, since the restriction ofµ on Ωs
0

is smooth, the measureµ writes by Radon-Nýkodym’s theorem asµ = h+ φ ,
where h isL1(Ωs) andφ is concentrated at the origin. Henceφ is as a Dirac
mass writing asφ = cεαβ ∂α εγβ ∂γ logr, while theL1(Ωs)-function h defines a
linear and continuous form onW1,p(Ωs) for a givenp > 2, hence writing, by its
Hölder characterisation, as∂αhα wherehα is L1(Ωs). It results that

εαβ ∂αgβ = ∂α εαβ
(
εγβ hγ +cεγβ ∂γ logr

)
, (3.4.13)

in such a way that the definition ofkα := εαβ
(
εγβ hγ +cεγβ ∂γ logr

)
proves the

first statement.

Second statement. The proof can be found in Chapter 2, Section 2.4.1. �

Proposition 3.4.1 Under Assumptions 3.4.1 and 3.4.2, the strain components can be
put in the form:

E
⋆
αβ = Eαβ +eαβ (3.4.14)

E
⋆
αs = Eαs+eαs (3.4.15)

E
⋆
ss = Ess+ess, (3.4.16)

where Eαβ ,Eαs and Ess are compatible onΩ, with eα j =
êα j

rs
+ ê′α j logrs + hα j and

ess = êsslogrs + hss, and whereêi j , ê′α j are functions ofθs and s only, while hi j is a
smooth tensor onΩ.

Proof of a preliminary result. By Assumption 3.4.2,∂kE
⋆
ki is a Radon measure onΩs,

and hence writes by Radon-Nykodým’s decomposition theorem(cf Chapter 1,
Section 1.10.2) as

∂kE
⋆
ki = f i + φi , (3.4.17)
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where f i ∈ L1(Ωs) and whereφi is a Radon measure onΩs singular with re-
spect to Lebesgue’s measure. By Assumption 3.4.1 and Remark3.4.1,∂zsE ⋆

si is
L1(Ωs) and hence

∂αE
⋆
α i = fi + φi ,

where fi ∈ L1(Ωs). As a mere consequence of the smoothness of∂αE ⋆
α i on Ωs

0,
φi is a concentrated measure onΩs and hence is proportional to the Dirac mass
δ0, i.e.

φi = Ci(s)δ0 = (2π)−1Ci(s)∂ 2
κ logrs. (3.4.18)

Proof of Eq. (3.4.14). • Let us prove that∂β fβ is the Laplacian of anL1(Ωs) func-
tion. In fact, sinceη⋆

ss writes as

η⋆
ss= ∂α

(

∂αE
⋆
κκ − ∂β E

⋆
αβ

)

, (3.4.19)

where the term inside the parenthesis is by the previous Assumptions a
Radon measure,̂η⋆

ss is in turn a first-order distribution concentrated on
x̂s, hence writing as a combination of the Dirac mass and its first-order
derivatives (Schwartz, 1957), i.e.

∂β fβ = ∂α ∂β E
⋆
αβ − ∂β φβ = ∆E

⋆
κκ−η⋆

ss− ∂β φβ = ∆E
⋆
κκ− ĉδ0− ĉγ∂γ δ0

= ∆
(
E

⋆
κκ −clogr−cγ ∂γ logr

)
, (3.4.20)

whereĉ, ĉγ ,c,cγ are functions of the curvilinear parameter s only, thereby
proving the statement.

• From Eqs. (3.4.18), (3.4.4), (3.4.10) and Lemma 3.4.5, there exists a com-
patiblegκβ such that

∂κ

(

E
⋆
κβ −gκβ −Gκβ

)

= 0, (3.4.21)

in such a way that, by Lemma 3.4.1,

E
⋆
κβ −gκβ −Gκβ = εκγεβ τ ∂γ ∂τA, (3.4.22)

for some gauge fieldA ∈ D ′(Ωs) verifying, by the compatibility ofgκβ
andGκβ on Ωs, the relation

η⋆
ss= ∆∆A on Ωs. (3.4.23)

Therefore, since the left-hand side writes as a combinationof derivatives
of δ0 of order lower or equal to 1, the field A is the solution of∆A =
(
a+aγ∂γ

)
logrs with a,aγ functions of s only, up to a smooth harmonic
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function onΩs. It follows thatA =
(
a+aγ∂γ

) ( r2
s
4 (logrs−1)

)

is, up to

a smooth harmonic function onΩs, a C 0(Ωs) solution of Eq. (3.4.23)
verifying the relation:

εκγ εβ τ ∂γ ∂τA =
êκβ

rs
+ ê′κβ logrs+hκβ , (3.4.24)

whereêκβ andê′κβ are a functions ofθ and s only andhκβ is smooth on
Ωs.

• The proof of the first statement is complete with the definitions Eκβ :=
Gκβ + gκβ andeκβ := εκγ εβ τ ∂γ ∂τA in Eqs. (3.4.22) and (3.4.24). It re-
sults from Assumption 3.4.1 thatE ⋆

κβ , eκβ andEκβ areL1(Ωs)∩C ∞(Ωs
0)-

symmetric compatible tensors. Moreover, from Lemma 3.4.3 there exists
distribution fieldsUα on Ωs anduα := u⋆

α −Uα on Ωs
0 such that

Eκβ =
1
2

(
∂κUβ + ∂βUκ

)
(3.4.25)

eκβ =
1
2

(
∂κuβ + ∂β uκ

)
, (3.4.26)

noting in passing thatuα andu⋆
α are multivalued andeκβ is incompatible

at the origin.

Proof of Eq. (3.4.15). • By Eqs. (3.4.18), (3.4.18) withi = s, and Lemma 3.4.5
(Eq. (3.4.8)) withEαβ andUα as found above, there exists a fieldgκ such
that

∂κ
(
E

⋆
κs−gκ− (2π)−1C(s)∂κ logrs

)
= 0,

and, by Lemma 3.4.5, such that

εβ κ ∂β gκ =
1
2

∂zsεαβ ∂αUβ = εαβ ∂αEβ s, (3.4.27)

where the RHS is a measure by Lemma 3.4.4. Therefore, by Lemma3.4.1,

E
⋆
κs−gκ− (2π)−1C(s)∂κ logrs = εκγ ∂γψ , (3.4.28)

whereψ is a distribution. Apply the curl operator to Eq. (3.4.28) and take
into account that, from Eq. (3.4.27),

∂νεβ κ ∂β gκ =
1
2

∂zsεαβ ∂α ∂νUβ = εαβ ∂α ∂zsEβ ν , (3.4.29)

and hence, by Eqs. (3.4.28) and (3.4.29) and the compatibility condition
Eq. (3.3.17), that

∂νεβ κ ∂β (E ⋆
κs−gκ) = εαβ ∂α ∂zs

(

E
⋆
β ν −Eβ ν

)

= εαβ ∂α ∂zseβ ν =
1
2

∂zsεβ κ ∂β ∂ (s)
ν uκ (3.4.30)
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on Ωs
0. It follows that

εβ κ ∂β

(

E
⋆
κs−gκ−

1
2

∂zsuκ

)

= K(zs) (3.4.31)

on Ωs
0, for some scalar function K depending only onzs. Let us remark

that, from Lemma 3.3.1 and the first statement of this Lemma, it results
thatuκ = ûκ logrs+hκ .

• Since the LHS of Eq. (3.4.31) is a distribution6 on Ωs which is constant
on Ωs

0, it results from Schwartz (1957) that

εβ κ∂β

(

E
⋆
κs−gκ−

1
2

∂zsuκ

)

= K(zs)+ ∑
p≥0

cα(s)∂ (p)
α δ0 (3.4.32)

onΩs, where∂ (p)
α denotes p-order derivatives withα ∈N2 such that|α|=

p. Now, by Lemma 3.4.5, Eq. (3.4.32) rewrites as

∂β

(

εβ κE
⋆
κs−kβ − εβ κ

1
2

∂zsuκ

)

= K(zs)+ ∑
p≥0

cα(s)∂ (p)
α δ0, (3.4.33)

where the term inside the parentheses is aL1-vector, hence showing that
cα(s) = 0 unlessα = 0.

• Applying the curl operator to Eq. (3.4.28) shows by Eq. (3.4.32) that

∆
(

ψ−
c0(s)
2π

logrs

)

=
1
2

∂zsεβ κ∂β uκ +K(zs), (3.4.34)

providing a gauge fieldψ which writes as

ψ = h+
c0(s)
2π

logrs+ εβ κ∂β

(

ûκ(θ ,s)
r2
s

8
(logrs−1)

)

, (3.4.35)

where the smooth h is a solution of∆h = K(zs)+ εβ κ∂β hκ on Ωs. There-

fore, εκγ ∂γ ψ writes as
êκs(s)

rs
+ e′κs logrs + hκs, wherehκs is smooth on

Ωs.

• By Eq. (3.4.29), it results that

2εβ κ∂β gκ − ∂zsεβ κ ∂βUκ = B(zs), (3.4.36)

where the scalar function B is constant onΩs. Defining Eκs := gκ +
1
2εκαxαB(zs) andeκs := εκγ∂γ ψ +(2π)−1C(zs)∂κ logrs−

1
2εκαxαB(zs) in

Eq. (3.4.28) achieves the proof of the second statement.

6Defined for every test-functionψ ∈D ′(Ωs) as−
∫

Ω\S

(

E
⋆
κs−

1
2

∂zsuκ

)

εβκ ∂β ψdV+ < gκ ,εβκ ∂β ψ >,

where S is an arbitrary cut set passing by the origin, which rendersuκ single-valued onΩ\ S (and hence the
distribution is single-valued onΩs), while having no effect on the value of the integral, since Sis chosen of
vanishing Lebesgue measure.
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• It results from Eq. (3.4.36) that equation

2gκ − ∂zsUκ +
1
2

εκαxαB(zs) = ∂κUs, (3.4.37)

has a unique distribution solutionUs, in such a way thatEκs writes as

Eκs =
1
2

(∂zsUκ + ∂κUs) . (3.4.38)

Proof of the third statement. The definitions

Ess := ∂sUs and ess := E
⋆
ss−Ess (3.4.39)

provide a compatibleEi j on Ωs. Moreover, sinceEi j identically verifies the
compatibility condition Eq. (3.3.20), it results from Eq. (3.3.20), Eqs. (3.4.14)-
(3.4.16) and Eq. (3.4.39) thatess verifies the relation:

∂β ∂γ ess= ∂zs∂β

(
êγs

rs
+ ê′γslogrs+hγs

)

+ ∂zs∂γ

(
êβ s

rs
+ ê′β slogrs+hβ s

)

− ∂ 2
zs

(
êβ γ

rs
+e′β γ logrs+hβ γ

)

hence writing asess := êsslogrs+hss, whereêss is a function ofθs andzs only,
while hss is smooth onΩs, thereby completing the proof. �

3.5 Mesoscopic incompatibility for an isolated 3D de-
fect line

Lemma 3.5.1 [Preliminary 3D result] For a 3D defect line verifying Assumption 3.2.1
and under Assumptions 3.4.1 and 3.4.2, let us fix a pointx̂s∈ L. Planar incompatibility
in the local Cartesian base, as defined in Definitions 3.3.1 and 3.3.4, hence verifies the
relations

η̂⋆
ακ = η̂⋆

κα = 0, (3.5.1)

η̂⋆
ss = Ω̂⋆

sδx̂s + εαγ
(
B̂⋆

γ − εγ pq(x̂
s
p−xs

0p)Ω̂
⋆
q

)
∂̂α δx̂s, (3.5.2)

η̂⋆
sκ = η̂⋆

κs = Ω̂⋆
κδx̂s +

1
2

εκα

(

B̂⋆
s− εβ γ(x̂

s
β −xs

0β )Ω̂⋆
γ

)

∂̂α δx̂s, (3.5.3)

whereΩ̂⋆
i , B̂⋆

i , and∂̂ j denote the Frank and Burgers vectors, and the derivation oper-
ator in the local Cartesian base.
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Proof. By Proposition 3.4.1, the remaining part of the strain in theexpression of
incompatibility is the soleo(r2)-part of Eqs. (3.4.14)-(3.4.16), in such a way that the
global Assumptions 3.4.1 and 3.4.2 can be reduced to the soleAssumption 3.3.17.
Let ϕ , as a function of the coordinates(xs

1,x
s
2,z

s), denote any 3D test-function.

Proof of Eq. (3.5.1). By definition of incompatibility onΩs and Definition 3.3.2, in-
tegration by parts shows that

< η̂⋆
ακ ,ϕ > := < εα lm∂l ∂ mω⋆

κ ,ϕ >

= lim
ε→0

(

−

∫

Ωs
ε

εα lm∂ mω⋆
κ ∂l ϕdS−

∫

Cs
ε

εα lmεκ pnE
⋆
mn∂l ϕdCp

)

,

where the first and second terms inside the parenthesis are denoted byπε (α,κ)
andπ⋆

ε (α,κ), respectively, while their sum is written as

πε(α,κ) = πε (α,κ)+ π⋆
ε (α,κ). (3.5.4)

After integration by parts ofπε and from strain incompatibility onΩL, it results
that

πε(α,κ) =

∫

Cs
ε

εαβ ∂ sω⋆
κ ϕdCβ and π⋆

ε (α,κ) =−

∫

Cs
ε

εα li εκγE
⋆
is∂l ϕdCγ .

Computation of πε(α,κ). This term writes as

πε(α,κ) :=
∫

Cs
ε

εαβ ∂ sω⋆
κ ϕεβ τdxτ

which by Assumption 3.3.1 rewrites as

πε(α,κ) = −
∫

Cs
ε

∂ sω⋆
κ
(
ϕ(x̂s)+ (xs

γ − x̂s
γ)∂γ ϕ(x̂s)

)
dxα +oακ(1).

and also, using the relationxs
γ − x̂s

γ = εν̂γ (x) and by Eqs. (3.3.23) &
(3.3.24) (Lemma 3.3.2), as

πε(α,κ) := Πε(α,κ)+oακ(1),

with

Πε(α,κ) = ϕ(x̂s)

∫

Cs
ε

εκβ ∂zsE
⋆
β sdxα = ϕ(x̂s)∂zsAκα , (3.5.5)

whereAακ =

∫

Cs
ε

εαβ E
⋆
β sdxκ .

7Let us recall that the strain components are here, for the sake of simplicity, still denoted byE ⋆
i j . More-

over, the subscripti = zs is denoted byi = s, while i = 1 or 2 is denoted by a Greek subscripti = α ,β ,γ
etc
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Computation of π⋆
ε (α,k). By Eq. (3.3.11) (Lemma 3.3.1), it results that

π⋆
ε (α,κ) :=

∫

Cs
ε

εα li E
⋆
is∂l ϕdxκ = Π⋆

ε(α,κ)+oακ(1)

where

Π⋆s
ε (α,κ) := −

∫

Cs
ε

εαβ E
⋆
β s∂zsϕdxκ =

= −∂zs

(∫

Cs
ε

εαβ E
⋆
β sϕdxκ

)

+

∫

Cs
ε

εαβ ∂zsE
⋆
β sϕdxκ ,

= ∂zs (ϕ(x̂s)Aακ)+ ϕ(x̂s)∂zsAακ +oακ(1). (3.5.6)

Computation of πε(α,κ). By Eq. (3.3.10),Aακ = ê(s)πεακ in such a way that
both Aακ and ϕ(x̂s) are independent ofzs (they only depends on s but
∂zss= 0 in the local base at ˆxs). Therefore, from Eqs. (3.5.5) and (3.5.6),
it results thatπε(α,κ) writes asπε(α,κ) = Πε(α,κ) + oακ(1), where
Πs

ε(α,κ) = Πε(α,κ)+Π⋆
ε(α,κ) = oακ(1), thereby completing the proof

of the first statement, by lettingε→ 0.

Proof of Eqs. (3.5.2) & (3.5.3). By definition of incompatibility onΩs and Definition
2.5.17, integration by parts shows that

η̂⋆
sk := < εαβ ∂α ∂ β ω⋆

k ,ϕ >

= lim
ε→0

(

−

∫

Ωs
ε

εαβ ∂ β ω⋆
k ∂α ϕdS−

∫

Cs
ε

εαβ εkpnE
⋆
β n∂α ϕdCp

)

,

where the first and second terms inside the parenthesis are denoted byπε(s,k)
and π⋆

ε (s,k), respectively, while their sum is written asπε(s,k) = πε (s,k) +
π⋆

ε (s,k). After integration by parts ofπε and by strain incompatibility onΩL, it
results that

πε(s,k) :=
∫

Cs
ε

εαβ ∂ β ω⋆
k ϕdCα and π⋆

ε (s,k) := −

∫

Cs
ε

εαβ εkpnE
⋆
β n∂α ϕdCp.

Computation of πε(s,k). This term writes as

πε(s,k) :=
∫

Cs
ε

∂ β ω⋆
k ϕdxβ

which by Assumption 3.3.1 and sincexγ − x̂s
γ = εν̂γ (x), rewrites as

πε (s,k) := Πε(s,k)+ok(1),

where

Πε(s,k) = ϕ(x̂s)Ω̂⋆
k + ε∂γϕ(x̂s)

∫

Cs
ε

ν̂γ∂ β ω⋆
k dxβ .
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Computation of π⋆
ε (s,k). By Lemma 3.3.1, it results that

π⋆
ε (s,k) := −

∫

Cs
ε

εαβ εkγnεγτE
⋆
β ndxτ ∂α ϕ(x̂s)+ok(1),

and hence thatπ⋆
ε (s,k) := Π⋆s

ε (s,k)+ok(1), where,

Π⋆s
ε (s,k) := εαβ ∂α ϕ(x̂s)

∫

Cs
ε

(

E
⋆
β sδkτ −E

⋆
β τδks

)

dxτ .

Computation of πε(s,k). From the preceding calculations, it results thatπε(s,k)
writes as

πε(s,k) := Πε(s,k)+ok(1),

where

Πs
ε(s,k) := Πε(s,k)+ Π⋆

ε(s,k).

By slightly adapting the proof of the 2D result as treated in Chapter 2
(in particular by considering non-vanishingΩ⋆

α and writting the equations
in the local Cartesian system attached to the point ˆxs

β ∈ L), Eqs. (3.5.2)-
(3.5.1) follow, thereby achieving the proof of all statements. �

3.5.1 The 3D expression of Kröner’s formulas at the mesoscale.

Let us recall Tee definitions and prove the following global result, for an arbitrary 3D
Lipschitz defect line inΩ.

Theorem 3.5.1 [Main 3D result] Under Assumptions 3.4.1 and 3.4.2, for a 3D de-
fect line verifying Assumption 3.2.1, incompatibility as defined by Eq. (3.3.14) is the
vectorial first order distribution

η⋆
mn = Gmni j(x̂

s)Θ⋆
i j (x̂

s)+Hmni j(x̂
s)ε jlk∂l κ⋆

ik(x̂
s) (3.5.7)

where< δiL ,ϕ >=
∫

L
ϕ(x̂s)τidL(x̂s) for any test-functionϕ , and where the geometri-

cal tensors Gmni j and Hmni j write as

Gmni j :=

[(
1
2

τnτ j + νnν j + σnσ j

)

δmi

]

m↔n
(3.5.8)

Hmni j :=

[

−
1
2

τmτnδi j + τnτ jδmi

]

m↔n
, (3.5.9)

with the subscript[Smn]m↔n indicating that the expression symmetric part Smn+ Snm

is taken.
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Proof. By Proposition 3.4.1, the remaining part of the strainE ⋆
i j in the expression of

incompatibility is the soleo(r2
s)-part of Eqs. (3.4.14)-(3.4.16), in such a way that the

global Assumptions 3.4.1 and 3.4.2 might be reduced, by Proposition 3.4.1 to the sole
Assumption 3.3.1. By definition of incompatibility, integration by parts shows that

< η⋆
mn,ϕ >: = < εmlq∂l ∂ qω⋆

n ,ϕ >=− lim
ε→0

(∫

Ω\⊙ε
εmlq∂ qω⋆

n∂l ϕdV

−

∫

∂⊙ε
εmlqεnpkE

⋆
qk∂l ϕdSp

)

, (3.5.10)

where the first and second terms inside the parenthesis writeasπε (m,n) andπ⋆
ε (m,n)

while their sum writes as

πε(m,n) = πε(m,n)+ π⋆
ε (m,n).

By integration by parts ofπε and strain incompatibility onΩL, it follows that

πε(m,n) =

∫

∂⊙ε
εmlq∂ qω⋆

nϕdSl

π⋆
ε (m,n) = −

∫

∂⊙ε
εmlqεnpkE

⋆
qk∂l ϕdSp.

By Definition 3.2.6, let us write the relations
∫

∂⊙ε
dSl (x) =

∫

Lε

∫

Cs
ε
dL(x)dCl (x) which,

from Lemma 3.2.1, rewrites as

∫

∂⊙ε
dSl (x) =

∫

L
dL(x̂s)

∫

Cs
ε
(1− εχ̂)dCl (x), (3.5.11)

for everyε > 0. Hence, by the boundedness of the line curvature and ofη̂⋆
mn on Ωs

and the line concentration property ofη̂⋆
mn, it results from Eqs. (3.5.10) and (3.5.11),

that

< η⋆
mn,ϕ >=

∫

L
η⋆

mn(x̂
s)ϕ(x̂s)dL(x̂s),

whereη⋆
mn(x̂

s) is the incompatibility onΩs, here expressed in the global Cartesian
frame. Since from Lemma 3.5.1η⋆

mn(x̂
s) is known in the local Cartesian frame (de-

noted byη̂⋆
mn and given in Lemma 3.5.1 by Eqs. (3.5.1)-(3.5.3)), it suffices to express

η̂⋆
mn in the global Cartesian coordinate system. The matrix required for change the

coordinates from the local Cartesian system attached to a point x̂s of the line L to the
global Cartesian system is given by:

ai j := νiδ j1 + σiδ j2 + τiδ j3,
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in such a way that

Ω̂⋆
l = a jl Ω⋆

j (3.5.12)

B̂⋆
l = a jl B

⋆
j (3.5.13)

∂̂l = a jl ∂ j (3.5.14)
(

xs
β −xs

0β

)

= a jβ
(
x j −x0 j

)
, (3.5.15)

wherea jl = (δl1ν j + δl2σ j + δl3τ j). Incompatibility hence writes as

< η⋆
mn,ϕ > =

∫

L
amian jη̂⋆

i j (x̂
s)ϕ(x̂s)dL(x̂s)

=

∫

L
(τmτnη̂⋆

ss+(τmνnδκ1 + τmσnδκ2)m↔n η̂⋆
sκ)dL(x̂s)

wherem↔ n indicates as before the symmetrisation of the term as performed by
interchanging m and n in the expression inside the parenthesis. From Eqs. (3.5.1)-
(3.5.3), let us consider the following 4 cases:

First term: η̂⋆(1)
sl = Ω̂⋆

l δx̂s. After some computations, it results that

η⋆(1)
mn (x̂s) =

(
1
2

τmτnτ j + τmνnν j + τmσnσ j

)

m↔n
Ω⋆

j δx̂s. (3.5.16)

Second term: η̂⋆(2)
sl = δlsεαγ B̂⋆

γ ∂̂α δx̂s + δlκ
1
2εκα B̂⋆

s∂̂α δx̂s. After some computations, it
results that

η⋆(2)
mn (x̂s) =

1
2

(τm(τnσiν j − τnσ jνi + τiσ jνn− τiσnν j))m↔nB⋆
i ∂ jδx̂s

= −
1
2

εkuvεv jl τl τu (τmεnik)m↔n B⋆
i ∂ jδx̂s. (3.5.17)

Third term (a): η̂⋆(3a)
sl = δlsεαγ εβ γ

(

(x̂s
β −xs

0β )Ω̂⋆
s− (ẑs−zs

0)Ω̂
⋆
β

)

∂̂α δx̂s. After some com-

putations, it results that

η⋆(3a)
mn (x̂s) = τmτn(x̂

s
i −x0i)Ω⋆

k [ν j(νiτk−νkτi)+ σ j(σiτk−σkτi)]∂ jδx̂s

= τnτl εl ji εipqτmΩ⋆
p(x̂

s
q−x0q)∂ jδx̂s. (3.5.18)

Third term (b): η̂⋆(3b)
sl =−δlκ

1
2εκα εβ γ (x̂

s
β −xs

0β )Ω̂⋆
γ ∂̂α δx̂s. After some computations,

it results that

η⋆(3b)
mn (x̂s) =

1
2

(
τmεn jl

)

m↔n τl τiεipqΩ⋆
p(x̂

s
q−x0q)∂ j δx̂s. (3.5.19)
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The combination of Eqs. (3.5.18) & (3.5.19) together with the identity

1
2

τl
(
τmτnεil j − τmτiεnl j

)
=−

1
2

τl τmεnikεkuvτuεv jl

results in the following expression:

Third term.

η⋆(3)
mn (x̂s) = η⋆(3a)

mn (x̂s)+ η⋆(3b)
mn (x̂s) =

= −
1
2

τl τmεnikεkuvεv jl τuεipqΩ⋆
p(x̂

s
q−x0q)∂ jδx̂s. (3.5.20)

By the definitions of the dislocation and disclination densities (viz. Eqs. (3.3.5) &
(3.3.6)), Eq. (3.2.20) and identityεnikεkuv= δnuδiv−δnvδiu, it results that Eqs. (3.5.16),
(3.5.17) and (3.5.20) rewrite as

η⋆
mn =

[(
1
2

τnτ j + νnν j + σnσ j

)

Θ⋆
m j +

1
2

εn jl τl τm∂ j
(
Λ⋆

ii + εipq(x̂
L
q−x0q)Θ⋆

ip

)

−
1
2

(
εi jl τl τm∂ j

(
Λ⋆

ni + εipq(x̂
L
q−x0q)Θ⋆

np

))
]

m↔n
. (3.5.21)

By Eq. (3.2.20) the last term is symmetric, and hence Eq. (3.5.21) rewrites as

η⋆
mn =

[(
1
2

τnτ j + νnν j + σnσ j

)

Θ⋆
m j

]

m↔n
+

1
2

εm jlτl τn∂ j
(
Λ⋆

ii + εipq(x̂
L
q−x0q)Θ⋆

ip

)

−
(
εk jl τl τm∂ j

(
Λ⋆

nk+ εkpq(x̂
L
q−x0q)Θ⋆

np

)

−
1
2

εk jl τl τm∂ jδkn
(
Λ⋆

ii + εipq(x̂
L
q−x0q)Θ⋆

ip

)
)

.

By Eqs. (3.3.5)-(3.3.8) the two last terms rewrite as the contortion curl in the following
manner:

τmτl εl jk∂ jκ⋆
nk,

while, fromα⋆
ii =−2κ⋆

ii , the second term rewrites as

τnτl εl jm∂ jκ⋆
ii = τnτl εl jk∂ jκ⋆

mk− τnτl εl jk∂ jα⋆
mk

= τnτl εl jk∂ jκ⋆
mk− τmτnεl jk∂ jα⋆

lk

= τnτl εl jk∂ jκ⋆
mk− τmτnεl jk∂ j (κ⋆

lk + κ⋆
ii δlk)

= τnτl εl jk∂ jκ⋆
mk− τmτnεl jk∂ jκ⋆

lk,

in such a way that (3.5.21) rewrites as

η⋆
mn(x̂

s) = Gmni j(x̂
s)Θ⋆

i j (x̂
s)+Hmni j(x̂

s)εilk∂l κ⋆
jk(x̂

s),
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where the geometrical tensorsGmni j andHmni j read as

Gmni j(x̂
s) :=

[(
1
2

τnτ j + νnν j + σnσ j

)

δmi

]

m↔n

Hmni j(x̂
s) :=

[

−
1
2

τmτnδi j + τnτiδm j

]

m↔n
.

thereby proving the statement.

Remark 3.5.1 In the 2D case, the lines are rectilinear along the z-axis andhence
τi = δi3,νi = δi1,σi = δi2, in such a way that G3ni j = δn3δi3δ j3 + δi3δnκ δ jκ , while
H3ni j = δi3δ j3δn3δm3. Therefore, sinceΩ⋆

κ andκ⋆
αs vanish in the 2D case, it follows

that:

η⋆
3n = Θ⋆

3n + εαβ ∂α κ⋆
nβ ,

according to the results of Chapter 2.

3.6 Incompatibility of a discrete family of 3D disloca-
tions

In this section, we will consider a family of 3D Lipschitz defect linesL ⊂ Ω, such
that

i. either all lines ofL are isolated or there is a finite number of contact points
between these lines;

ii. or there is a “OD dislocation cluster ” in the sense that one of the lines ofL can
be approached infinitely closely by a subset ofL .

Definition 3.6.1 A Lipschitz defect line L∈L embedded in its tube⊙L
ε is isolated if

lim
ε→0
⊙L

ε ∩L = {L}.

If the latter condition is not verified, the set L said to be a 0Dcluster and will be
denoted byL. In this case there exists a collection of isolated Lipschitz defect lines

L j ⊂Ω such thatL⊂
∞⋃

j=1

L j .
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3.6.1 The case of an infinity of isolated dislocations

When the defect regionL consists of a finite number of isolated dislocations lines
of arbitrary orientation the results extend in a straightforward manner by summing
the densities of each line. If two lines intersect, the results also extend, by slightly
adapting the proof of the single line situation: in fact it suffices to consider a small
ball centered at the intersection points, to apply the result obtained for a single line
except for the portion located inside the ball, and to let theradius of the ball tend to 0.
In the case of infinitely many lines without accumulation regions, the summation of the
incompatibility tensors of each single isolated line can also be performed. However,
since the Burgers vector of a family of dislocations is defined by encircling this family
inside a closed loop along which the total Burgers tensor is integrated, it should be
noted that the following condition must hold: for every dislocation subsetL ′ of L ,

the Burgers vectors of this subsetB⋆
k(L

′) :=
∞

∑
j=1

B⋆
k(L j), L j ∈L ′, must be of finite

norm. This condition restricts the possible situations where the crystal is filled with
infinitely many dislocations.

3.6.2 Analysis of the 0D clustering

The purpose of this section is to show how the theory developed for isolated disloca-
tions and disclinations extends in a natural manner to the simplest case of a dislocation
cluster. Let us consider a 0D clusterL ∈L . By definition, there is a setTL

ε of radius
ε > 0 containing bothL and an infinite family of Lj ’s (1≤ j < ∞). Moreover,TL

ε
and the family are chosen such that no defect line of the family is crossing the bound-
ary of TL

ε (this can be obtained either by just removing any line which crosses∂TL
ε ,

or by changingε, or by following the ‘escaping” line withTL
ε ). Consider now any

non-isolated ˆxL ∈ L and define the set

ΩL (x̂) := {x∈Ω s.t. (xi− x̂L
i )τi(x

L ) = 0}, (3.6.1)

in such a way that ˆxL = lim
j→∞

x̂L j (in the Hausdorff sense) where ˆxL j ∈ L j
⋂

ΩL ⊂ TL
ε ,

and define a sequence ofε j > 0 (1≤ j < ∞), andε > 0 such that

• D(x̂L j ,ε j)⊂ D(x̂L ,ε)

• D(x̂L j ,ε j)∩L = {x̂L j},

whereD(x, r) denotes the open disk of radiusr centred atx, hence such that the con-
verging sequence consists of isolated points strictly contained in a bounded set of
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radiusε. Define now

Aε :=
∞⋃

j=1

D(x̂L j ,ε j ) (3.6.2)

and

AL
ε := D(xL ,ε)\Aε (3.6.3)

which both have bounded areas and verify ˆxL ∈ Aε , while AL
ε is a defect free sub-

set ofΩL . SinceAL
ε has not necessarily a regular boundaryCε(x̂L ) (in the sense of

rectifiability properties, finite perimeter, etc) it is necessary to introduce the theory of
line integrals along non smooth curves as developed by J. Harrison (1999) (see also
(Harrison and Norton, 1992)).

3.6.3 Generalized Gauss-Green theorems and fractal clusters

The objective here is to give a very general version of Gauss-Green’s8 formula
∫

∂A
(pdx+qdy) =

∫

A
(∂yp− ∂xq)dS, (3.6.4)

where A is a subset ofR2 andp,q are smooth functions on A. Usual validations of Eq.
(3.6.4) require the set A to have a finite perimeter (Evans, 1992), anyhow depending
on the link between regularity (that is, measure) of∂A and differentiability of p and
q (Harrison and Norton, 1991). Here we restrict ourselves tothe plane and seek to
validate Eq. (3.6.4) for a∂A that could be non-rectifiable, as for instance if∂A is
a fractal curve. Let us remark that the forthcoming statements are proved under the
requirement that the left- and right-hand side of Eq. (3.6.4) be defined independently
of each other, while integration is still intended in the Lebesgue sense. Since in 1935
H. Whitney (1935) (see also Harrison (1991, 1999)) constructed a famousC 1(R2,R)-
function which appears to be “not constant on a connected setof critical points”, that
is, which verifies∇ f ≡ 0 on a (continuous) arcγ, even though f is increasing along
γ. In particular, the fact thatf (γ(0)) = 0 and f (γ(1)) = 1, implies a failure of the

Fundamental Theorem of Calculus (“FTC”) “
∫

γ
d f = f (γ(0))− f (γ(1))”. Of course,

the reason for this failure is the too highHausdorff dimension9 of γ w.r.t. the regularity
of f. For instance, there exists curves whose ranges containthe entire 2-dimensional
unit square. These space-filling curves are known asPeano curvesand a such curve
is illustrated on Figure 3.3. The relevance of this discussion in the context of line-

8The general Stokes theorem would involve a setA∈ R3 whose “Hausdorff-dimension” is less than 3.
9The Hausdorff dimension is defined asdim(γ) := inf{t : H t(γ) = 0}.
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Figure 3.3: Example of a 2 dimensional (space-filling) Peanocurve.

defect analysis appears as soon as one considers the implication of such a counter-
example for the computation of the mesoscopic Frank and Burgers vectors as jumps
of f = ω⋆

k or f = b⋆
k. For an “isolated” defect-line, neither Greens’ theorem, nor the

FTC pose any kind of problem, since the Burgers circuit can always be taken smooth,
while the Frank and Burgers tensors are smooth as well. But for clustering defect-
lines instead, one ought to show that any Burgers vector as computed along a circuit
enclosing an infinite collection of infinitely many nearby dislocations is the infinite
sum of the single Burgers vectors of these lines. Actually, by the Frank and Burgers
tensors smoothness away from the defect-line, the only issue is to find an optimal
version of Eq. (3.6.4) accounting for the largest possible domains of integration, that
is, allowing for pathological clustering processes. This class of domains is given by
the so-calledchainletswhich are obtained by density ofpolyhedral chains, themselves
defined as equivalence classes ofsimplicial chains(the equivalence relation permitting
the cancellation of the overlap region of two simplicial chains), that is, finite sums of
oriented convex envelopesσ j of points in the plane. In fact, let us simply write the
chainlet A as

A = lim
k→∞

k

∑
j

a jσ j , (3.6.5)

wherea j ∈R. Chainlets appearing as domains of integration have the great advantage
of being governed by an intuitive geometric construction ascompared to the evaluation
of a domain dimension. Let us denote byA r

2 the space of chainlets in the plane,
weighted with the 2-dimensional Lebesgue measure, and obtained by completion w.r.t.
to an r-norm which will not be given here10, but which is chosen in such a way thatA r

2
will contain more and more strange and pathological limit points asr ∈ Z+ increases.

10Cf the paper of J. Harrison (1999) which develops the whole theory and the references therein.
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By a continuity property, it can be shown that, for smooth p and q, the integral over a
chainlet A as given by

∫

A
(∂yp− ∂xq)dS:= lim

k→∞

∫

Ak

(∂yp− ∂xq)dS,

is well-defined, and that∂A = lim
k→∞

∂Ak belongs toA r+1
1 , thereby proving Eq. (3.6.4),

which classically holds for the simplicial chainAk, for any givenr > 0 and for any
chainlet A inA r

2 .
The well-known “Von Koch snowflake” illustrated in Figure 3.4 is a fractal curve
which belongs toA 1

2 . If a dislocation line pierces the barycenter of each of the tri-

Figure 3.4: The snowflake as a sum of (oriented) simplexes (trian-
gles) whose overlapping region has been cancelled (dotted lines).

angles arising in the construction of the snowflake, this curve is afractal clusterof
dislocations and the above mentioned Greens’ theorem allowus to define an equiva-
lent Burgers vector for that region (cf Section 3.6.2 of Chapter 3).
On Figure 3.5(a) the simulation of a clustering process where dislocations move to
each other is shown, while Fig. 3.5(b) shows the case of a growing cluster of disloca-
tions, exhibiting fractal (or almost fractal) curves.

3.6.4 Incompatibility of a 0D cluster

It appears that the setsA0 andAL
0 are chainlets as defined by completion using Eq.

(3.6.5). Therefore, the Frank and Burgers vectors alongC(xL ,ε) and ∂A coincide
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(a) (b)

Figure 3.5: (a) Simulation of defect-line clustering (snapshot of dislocation network
evolution using the Paradis code; from Science & Technologyreview, November 2005;
(b) Growing dislocations in saphire exhibit very complex geometric structures.

since, by the extended Green’s theorem withpdx+ qdy= ∂ β ω⋆
l dxβ , it results that

∫

AL
η⋆

k dSvanishes11. Let us recall the necessary condition for OD clusters that

B⋆
k(L ) := B⋆

k(C(xL ,ε)) =
∞

∑
j=1

B⋆
k(L j ) < ∞

Ω⋆
k(L ) := Ω⋆

k(C(xL ,ε)) =
∞

∑
j=1

Ω⋆
k(L j ) < ∞

in such a way thatL can be considered as an isolated Lipschitz line with Burgersand
Frank vectorsB⋆

k(L ) andΩ⋆
k(L ), respectively.

Incompatibility is therefore given by the following extended version of Theorem 3.5.1.

Theorem 3.6.1 [Extended 3D result] Under Assumptions 3.4.1 and 3.4.2, fora col-
lectionL of 3D defect lines verifying Assumption 3.2.1 and with possible 0D clus-
tering regions, incompatibility as defined by Eq. (3.3.14) is the vectorial first order
distribution

η⋆
mn = ∑

L∈L

(
Gmni j(x̂

L)Θ⋆
i j (x

L)+Hmni j(x̂
L)ε jlk ∂l κ⋆

ik(x̂
L)
)

11Since dislocations of the same sign might not always be able,for energetical reasons, to form any
cluster, the 0D cluster often consists of an ensemble of dislocations of opposite sign.
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where< f δiL ,ϕ >=

∫

L
f ϕ(x̂s)dL(x̂s) for any test-functionϕ , L1(L,H 1)-integrable

function f and defect line L∈L , and where the geometrical tensors Gmni j and Hmni j

write as

Gmni j :=

[(
1
2

τnτ j + νnν j + σnσ j

)

δmi

]

m↔n

Hmni j :=

[

−
1
2

τmτnδi j + τnτ jδmi

]

m↔n
.

Let us remark that the cluster fine structure is considered with more accuracy for small
values ofε.

3.7 Conclusive remarks

The results developed in this chapter did not require the introduction of any new con-
cept. The same basic tools from geometric measure theory as in Chapter 2 have been
used, while slightly adapting the mathematical technique,since the proof complexity
increased quite much as a consequence of the treatment of thefull 3D strain together
with Lipschitz (instead of rectilinear) defect lines. On the other hand, restrictions have
been introduced on the defect line regularity. In fact requiring the tangent vector to
be Lipschitz continuous is equivalent to requiring the defect line to be described by
means of aW1,∞ function of the arc parameters. Moreover the line is assumed to
be “simple” and its dimension will always be 1, therefore preventing the model from
fractal curves, such as “space-filling” curves for instance. This is not a major restric-
tion at this stage, since there is no specific interest in the defect line class per se, but
rather in its completion class (in some appropriate sense which is beyond the scope of
this work), which could have been reached by an even smootherclass of curves (as
analytical curves for instance).
However, the developments showed gauge fields in the treatment of global strain as-
sumptions. In fact, the occurrence of gauges is very naturalin the study of defective
crystals, as a reminiscence of field multivaluedness.
The main interest of these developments is found in the “new”formulas relating strain
incompatibility to defect densities, as showing the effective role played by the defect
line curvature and torsion, by means of concentrated terms including the line tangent
together with its normal vectors.
It would be even more interesting to obtain the macroscopic counterpart of these quan-
tities by homogenisation in order to be able to compare our “new” result with Kröner’s
general formula. This is a work under investigation.



Part III

Point-defect dynamics in single
crystals





Chapter 4

Dynamic prediction of
point-defect formation in silicon
crystals

The silicon1 (Si) single crystals used for device manufacturing are not ideal crystals,
although they exhibit a high degree of perfection. Intrinsic point-defects, i.e. self in-
terstitials and vacancies, impurity atoms and defect clusters or micro-voids are present
in the crystal lattice at finite temperature due to energeticand entropic reasons. Under-
standing the behaviour of self-interstitials and vacancies in Si crystals during growth is
of fundamental importance, as they are the basic building blocks for grown-in defects.

From a technological viewpoint, a major issue in Czochralski (CZ) Si growth is to
reduce the defect density to the lowest possible level, especially when the aim is to
produce defect-free crystals. Accordingly the effort paidfor the last years to under-
stand the mechanisms governing the formation and evolutionof self-interstitials (I)
and vacancies (V) in the growing crystal has brought reasonably good physical models
on the basis of the Voronkov theory (1982). However numerical experiments reveal a
very high sensitivity of the defect distribution in the crystal both to the material param-
eters governing point-defect diffusion and recombinationand to the thermal gradient

1Silicon is a group IV element with four valence electrons, two in the 3s-state and two in the 3p-state.
The unit cell contains eight tetrahedral coordinated sitesin the diamond structure, which can be described
as two interpenetrating face-centered cubic (fcc) lattices displaced along the [111] direction by one-fourth
of the diagonal length.
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in the crystal along the solidification front. Therefore very accurate numerical tools
are needed when the objective is to improve the crystal growth process on the basis of
defect modeling.

4.1 Point-defects and grown-in defect modeling

4.1.1 Interstitial and vacancy equilibrium concentrations

Statistical thermodynamics can be used to calculate the concentration of point-defects,
eg vacancies and interstitials (cf Fig. 4.1), in thermal equilibrium within a crystal. The
spontaneous formation of point-defects aboveT = 0[K] occurs because their presence
decreases the Gibbs free energy (Glicksman, 2000), as givenby

Gf
I ,V = H0−TS0 +nI ,V

(

∆H f
I ,V −T∆Sf

I ,V

)

−kbT lnW, (4.1.1)

where the first two terms represent the Gibbs free energy of the point-defects-free
crystal, the third term stands for the formation free energyfor interstitials or vacancies
(which stems primarily from the energy of the free electronsand from the crystal
frequency changes, as associated with the first and second term inside the parentheses,
respectively (Shewmon, 1989)), while the last term is the configurational entropy, as
expressed by Boltzmann’s formula for the random mixing of the nI interstitials and
nV vacancies among the N lattice sites (withnI ,nV << N). The underlying atomic
reaction for a pure crystal consisting of a lattice of atoms Xis the so-calledFrenkel
reaction, where an atom leaves a lattice by simultaneously creating avacancy V and
an interstitial I (Philibert, 1988; Dornberger, 1998):

X = I +V, (4.1.2)

clearly showing that the formation of vacancies and interstitials is balanced in the crys-
tal bulk. However, due to boundary and microdefect effects in the formation and anni-
hilation of point-defects (eg if the solid crystal is adjacent to gas or liquid phases), the
formation enthalpies and entropies slightly differ between vacancies and interstitials.
In fact, related to these boundary mechanisms is the so-called Schottkymechanism,
where a bulk lattice atom jumps to an interstitial site (thereby creating a vacancy) and
diffuses to the surface, where it is added to the lattice, or,vice-versa, where a boundary
lattice atom jumps to a bulk interstitial site (Philibert, 1988; Dornberger, 1998). Bulk
sources or sinks for point-defects are microdefects (as eg clusters, voids and disloca-
tions loops) (Falster and Voronkov, 2002; Kulkarni et al., 2004.) and need to be taken
into account for accurate formation enthalpies and entropies. The (thermodynamic)
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(a)

(b) (c)

Figure 4.1: (a) Elementary cell of crystalline silicon, where a=0.543 [nm] is the lattice
constant; (b) Two-dimensional schematic representation of a neutral single vacancy;
Two dimensional representation of a free silicon self-interstitial (c)-left, and a dumb-
bell configuration (c)-right; from Dornberger (1998).

equilibrium concentrations of point-defects as defined by

Ceq
I ,V :=

neq
I ,V

N
,

can be computed by the minimization of G in Eq. (4.3.39) w.r.t. nI ,V (Shewmon, 1989;
Philibert, 1988), resulting in the Arrhenius-type formulaCeq

I ,V = exp(−∆Gf
I ,V) where

∆Gf
I ,V = ∆H f

I ,V −T∆Sf
I ,V .

However, let us remark that since point-defects are formed during the transient solid-
ification process at the solid/liquid interface, thermodynamic equilibrium shows to be
a simplifying assumption (Dornberger, 1998).
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Non-dimensional expressions of the equilibrium concentrations

Letting the temperature-dependent formation enthalpies and entropies be expressed by

the linear expressionsH f
I ,V = H f 0

I ,V +H f 1
I ,VT andSf

I ,V = kb

(

Sf 0
I ,V +Sf 1

I ,VT
)

, respectively,

effective enthalpies and entropies are defined as

H
f
I ,V = H f 0

I ,V +kbSf 1
I ,VT2

m,

S
f
I ,V = Sf 1

I ,VTm,

in such a way that the non-dimensional expressions of equilibrium concentrations
reads:

Ceq
I ,V = Cm

I ,V exp[−
H

f
I ,V

kbTm
(
Tm

T
−1)+S

f
I ,V(1−

T
Tm

)(
Tm

T
−1)], (4.1.3)

where the various parameter are given in a comparison Table in Section 4.4 compiled
with a set of data from the crystal-growth literature.
Nowadays, after controversial discussions and considering the known presence of self-
interstitial and vacancy related defects detected in silicon crystals, it is accepted by
most researchers that vacancies and self-interstitials are simultaneously present in
silicon crystals under thermal equilibrium not too far fromthe melting temperature
(Dornberger, 1998; Tan & Gösele, 1985).

4.1.2 Transport of interstitials and vacancies

Obviously there is no convection inside the solid crystal and the transport is here cre-
ated by the uniform vertical motion of the crystal with respect to the furnace (and the
solidification interface), the pulling rate being denoted by V. The transport affects all
atoms, of lattice or interstitial nature, and the vacanciesas well. In addition, let us
remark that convection in the liquid phase plays a prominentrole, since it governs
the melting interface shape and determines the rate and typeof impurity penetration
inside the solid phase. Moreover, since the crystal is cooled while being pulled, the
hot region just above the interface is the most critical region in terms of the variety
and rate of diffusion, recombination, creation and incorporation mechanisms. In con-
trast the “upper region”, termed as the “far field” in the sequel is “frozen” in terms of
diffusion and recombination, and hence only submitted to transport without any other
modification of the concentration isolines.
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4.1.3 Recombination of interstitials and vacancies

The recombination rate clearly depends on the point-defectdiffusivities, in the sense
that high diffusivities will enhance the recombination mechanism. A linear law will
here be assumed. Moreover, since recombination is a mechanism which globally re-
leases energy while decreasing entropy, exponential laws of the Arrhenius type are
introduced in the recombination rate expression to allow for the increasing energy and
decreasing entropy contributions. The final expression writes as

KIV = Km
I ,V

DI +DV

Dm
I +Dm

V
exp

[

−
H

r

kbTm
(
Tm

T
−1)

]

exp

[

S
r
(

Tm

T
−1

)(

1−
T
Tm

)]

, (4.1.4)

where the equivalent enthalpies and entropies are defined asfollows

H
r

= Hr +kbT2
mSr;1

S
r

= TmSr;1.

4.1.4 Diffusion of interstitials and vacancies

The diffusion of interstitials and vacancies is driven by concentration gradients in
the crystal and the flux of the diffusing species is basicallyin the direction of lower
concentration. The diffusive flux is proportional to diffusion constants depending on
temperature and concentration but as the concentration of point-defects is in practice
lower than 1 ppma the concentration dependence can be neglected (Dornberger, 1998;
Brown and Maroudas, 1991). Diffusivities can be computed theoretically or experi-
mentally, both approaches suffering from the following drawbacks:

• The theoretical approach requires an accurate statisticalanalysis of the corre-
lated atomic jumps and a description of the nano-physics accounting for a va-
riety of diffusion mechanisms (where the predominance of a particular mecha-
nism depends on the considered temperature range), mostly away from thermo-
dynamic equilibrium. Moreover, the calculation of the formation or migration
enthalpies and entropies relies on postulated diffusion and formation mecha-
nism in the crystal bulk or boundary, which may interact and cancel each other.
Even employing atomistic simulations (such as eg electronic density functional
theory-DST), which offer the advantage of letting a particular mechanism be
isolated, there is too much uncertainty to provide all the parameters completely
independently of experiments. In particular, atomistic simulations are hand-
icapped by the inaccuracies caused by the crudeness of available interatomic
potentials (Sinno et al; 1998.).
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• The experimental approach for studying the properties of intrinsic point-defects
can be based on self- or foreign- atom diffusion experiments(see Section 4.2.3),
for properties in or away from thermodynamic equilibrium, respectively. Even
though the experiments (as based on gold, zinc or iridium diffusion (Bracht
et al., 1995; Lerner and Stolwijk, 2005), positron annihilation, or the use of
radioactive isotopes) are carefully realised, there is always a deep lack of data
for high temperature (ie, close to melting point) diffusivities and equilibrium
concentration values.

Let us also mention “ab-initio” calculations, which also suffer from approximated in-
teratomic potentials and are limited to small atomistic systems and short simulation
times (Sinno et al., 1998). These difficulties justify to recall in the forthcoming chap-
ter some basic properties of the diffusion in solids, enlighting as much as possible the
successive approximations and postulates used when tryingto determinate the diffu-
sion coefficients.
They also explain why a new material data set based on updatedvalues from the exper-
iments by Lerner and Stolwijk (2005) will be considered in grown-in crystal processes
without contradicting some unquestionable observations,such as the OSF-ring equi-
librium and the V/G criterion (see Sections 4.6 and 4.7.2).

4.2 The mechanisms of diffusion

Diffusion occurs by means of molecular-scale entities moving sporadically over dis-
tances and directions determined by the internal structureof the material. These erratic
motions are considered as elements of constrained random walks (limited to few direc-
tions, precisely specified by the material crystallography), because the probability of a
motion occurring in a given direction and distance is biasedby details of the material
ultrastructure and the interatomic forces (Glicksman, 2000). However, the hypothe-
sis of random walk (independence of the successive jumps) isnot always appropriate,
since the successive jumps of a particle can be, or not independent, depending on the
nature of the particle and the jump mechanism. When these motions are not inde-
pendent, the jumps are called correlated (cf Section 4.2.3); the jump frequencies of
the particle in the different jump directions deviate from the probabilities calculated
on the basis of a purely random walk, and the deviations depend on the nature of the
preceding jump (Philibert, 1988). Figure 4.2 recalls the most simple mechanism by
which migration can take place.
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Figure 4.2: Scheme of the principal diffusion mechanisms: 1) direct exchange, 2)
ring mechanism, 3) vacancy mechanism, 4) interstitial mechanism, 5) interstitialcy
mechanism, 6) crowdion; from Philibert (1988).

4.2.1 Atomic analysis of diffusion

The analysis of random walk is not a simple problem, since it requires to go back and
forth between the observed macroscopic diffusion coefficients and the jump frequen-
cies and jump distances of the diffusing atoms. This analysis transforms the study of
diffusion from the question of how fast a system will homogenise into the construc-
tion of a tool for studying the atomic processes involved in avariety of reactions in
solids, and for studying defects in solids (Shewmon, 1989).In fact the atomic theory
of diffusion provides an expression for the diffusive flux J of a foreign- or a self-atom
as proportional to:

• the concentration gradient (assuming that concentration varies slowly w.r.t. the
position),

• the diffusion coefficient D, itself basically dependent on

– a geometrical factorg dependent on the crystallographic nature of the lat-
tice,

– the probabilityω that a given atom (being an interstitial or a lattice site)
will jump to a neighbour site,

– the probabilityp that a particular diffusion mechanism occurs at this neigh-
bour site (cf next paragraph).
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The flux of the defect A (in a lattice X) hence writes as

Fick’s law: JAX =−DAX∇CA,

where

DAX = gAXωAXpAX (4.2.1)

is in general a second rank tensor depending essentially on temperature. Forself-
diffusion, ie the migration of a self-interstitial atom I, the coefficients write asDI ,gI ,ωI

andpI . By the conservation of these migrating self-atoms, the diffusion of I implies
the diffusion of its counterpart defect, the vacancy V, for which DV ,gV ,ωV and pV

symbols are used. Self-diffusion and the particular diffusion mechanisms involved at
the atomic scale are briefly described in Section 4.2.3.

4.2.2 General expression for the flux and the diffusion equation

The flow of particles within the medium can, in fact, be due to two causes: one is the
effect of a concentration gradient, and the other one is the action of a driving force.
Under the influence of such an external force the particles move with a certain average
velocity v, which gives rise to a fluxvC. Thus the general expression for the flux is
(Philibert, 1988):

J =−D∇C+vC, (4.2.2)

where the first term on the right-hand side is called the Fickian flux and the second
term the drift (or mass flow). The general diffusion equation(with respect to the
crystal) is a second-order partial differential equation reading as

∂C
∂ t

=−∇ ·J = ∇ · (D∇C−vC) . (4.2.3)

The relation between drift and diffusion is provided by the so-calledNerst-Einstein
equation

v
D

=
F

kbT
, (4.2.4)

where F is a driving force, whose nature and analytical expression can only be de-
termined from an analysis governed by the thermodynamics ofirreversible processes
(Philibert, 1988). In bulk crystal growth, thermal diffusion turns out to be a non-
negligible phenomenon (see Section 4.7.2) modelled as a driving thermomigration
force given by

F =−
Q∗

T
∇T = Q∗T∇

1
T

, (4.2.5)
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where the significance of the heat of transportQ∗ is not obvious at all (cf Section 4.7
and Philibert (1988)).
It should be noted that Fick’s law appears as presenting somelimits since it is writ-
ten for a continuous medium and hence neglects the discontinuous structure of real
materials (which include dislocations), and since, for short times or in the presence
of a large gradient, the linear equation seems to represent agross oversimplification
(Philibert, 1988).

4.2.3 Basic features of bulk diffusion in silicon crystals

Diffusion of intrinsic point-defects in silicon has been extensively studied since it has
major influence on their aggregation into grown-in defects.Moreover, self-interstitials
and vacancies control the diffusion of dopants which is an important process in device
manufacturing. The conceptually simplest mechanisms of bulk diffusion in crystals
are the so-calleddirect mechanisms(labeled “1”, “2” and “4” on Fig. 4.9), where
the interstitial mechanism (“4”) is presumably responsible for the diffusion of for-
eign atoms (such as hydrogen for instance) in silicon, whilethe two others have not
been observed so far (Frank and Gösele, 1984.). By contrast,indirect diffusionof
self- or foreign-atoms requires intrinsic defects as diffusion vehicles. The best known
indirect diffusion mechanisms are thevacancy mechanism(labeled “3” on Fig. 4.9)
which controls self-diffusion in silicon below about 1270 [K]. The counterpart of the
vacancy mechanism is the interstitialcy (orkick-out mechanism) which dominates self-
diffusion in silicon above about 1270 [K] and plays a prominent role in the diffusion
of several substitutional solutes (such as boron or galliumfor instance) (Frank and
Gösele, 1984.). Notice thatself-diffusionis precisely the simultaneous combination of
these two mechanisms (cf Section 4.2.3). The general mechanisms of bulk diffusion in
crystals should include the formation of, and migration to or from point-defects aggre-
gates such as “clusters” and “voids”. Since their formationoccurs at low temperature,
the preceding simple and isolated mechanisms can be considered as predominant near
and above the solid-liquid solidification interface.
For this reason, it should be remarked that microdefect simulations should be per-
formed by employing time-dependent models, since transient mechanisms play a key
role in the crystal upper part, where microdefects are forming (cf Section 4.5).

Vacancy mechanism and vacancy diffusivity

J. Frenkel introduced the concept of lattice vacancy in the early 1940s, which pro-
gressively became accepted as one of the most important forms of thermally induced
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(a) (b)

Figure 4.3: Successive jumps for the vacancy (a) and kick-out mechanisms (b). In
the case of a tagged (tracer) atom (dashed point) these jumpsare correlated; from
Philibert, 1988.

equilibrium lattice defects in crystals (Glicksman, 2000). If a lattice site is not oc-
cupied, a nearest-neighbour atom (ie a lattice or a substitutional impurity atom) can
jump onto this site, and the vacancy will appear on the site the atom has just vacated
(Philibert, 1998). The vacancy itself diffuses by thisvacancy mechanismto the oppo-
site direction of the lattice atom (Figs. 4.3(a) and 4.2). Large-size dopants (such as
antimony) in silicon diffuse predominantly via vacancies (Dornberger, 1998).
Lattice vacancies may be of thermal or stoichiometric origin (see Section 4.1.1). The
interchange of a vacancy with one of its nearest-neighbour atoms requires local dis-
tortion of the lattice (see Fig. 4.4), the activation volume∆Vm

V of which is a measure
of the lattice dilation that accommodates the exchange between the diffuser and the
vacancy. Note that activation volumes for vacancy-atom interchanges are typically
several percents of the atomic volume, in such a way that the distortion energy is large
compared with the strain energy caused by interstitial motion of light atoms (Glicks-
man, 2000). On the other hand, aHelmoltz free energy∆Fm

V is required for reaching
the activated state from the ground state, in such a way that theGibbs free energy of
activationreads (for a system at constant pressure P)∆Gm

V = P∆Vm
V + ∆Fm

V (Philib-
ert, 1998). In a crystal of a pure element, the vacancy can jump toward any of its
nearest-neighbour at any time; its successive jumps are indeed independent of each
other, in such a way thatpV=1 and hence Eq. (4.2.1) reads asDV = gVωV , where
gV is a factor taking into account the lattice constant, the finegeometry of the lattice
structure and atomistic details of the diffusion process (Frank and Gösele, 1984) and
whereωV = νV exp(−∆Gm

V/kbT) with νV , theDebye frequency. More refined models
provide an additional activation entropic term taking intoaccount the difference be-
tween the entropies of vibration of the ground- and activated states (Philibert, 1998).
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Figure 4.4: Local lattice distortion and activation volumes for vacancy-atom inter-
changes; from Glicksman (2000).

Kick-out mechanism and interstitial diffusivity

If an atom jumps from interstitial to interstitial site, this interstitial point-defect is
said to diffuse by the direct interstitial mechanism (labeled “4” in Fig. 4.2) (Philibert,
1998). If the atom may, as pictured in the “5” th mechanism of Fig. 4.2, jump either
to a substitutional or an interstitial position, the atom diffuses by akick-out mecha-
nism. Contrarily to the vacancy, this lattice defect is not well localised, but spreads
out among a number of align atoms (cf Fig. 4.2) (Glicksman, 2000). The interchange
quasi-chemical reaction involving self-interstitials (or a foreign atom such as Au in a
silicon for instance, cf Frank and Gösele (1984) reads as

As+ I ⇋ Ai , (4.2.6)

where As and Ai denote the self- (or foreign-) interstitial in substitutional and inter-
stitial position, respectively. From left to right and right to left, reaction Eq. 4.2.6
corresponds to the filled and to the dashed arrow of mechanism“5” on Fig. 4.2, re-
spectively. Notice that the real situation is somewhat morecomplex than what the
drawing of Fig. 4.2 suggests because the jumps of the two atoms are not necessar-
ily collinear (Philibert, 1988). The activation energy∆Gm

I for an interstitial is higher
that for a vacancy since it requires the same energy as for vacancy migration (by Eq.
(4.1.2)) plus an additional amount accounting for the interstitial to “kick-out” a lattice
atom by the kick-out reaction (4.2.6). In a crystal of a pure element, the probability
for a self-interstitial with enough free energy to kick-outone of its neighbours ispI =1,
while ωI = νI exp(−∆Gm

I /kbT) with the Debye frequencyνI .
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Non-dimensional expression of point-defects diffusivities

Let the temperature-dependent migration (or activation) enthalpies and entropies be

given by the linear expressionsHm
I ,V = Hm0

I ,V + Hm1
I ,VT and Sm

I ,V = kb

(

Sm0
I ,V +Sm1

I ,VT
)

,

respectively. Define the effective enthalpies and entropies as

H
m
I ,V = Hm0

I ,V +kbSm1
I ,VT2

m,

S
m
I ,V = Sm1

I ,VTm,

in such a way that in a non-dimensional form, these diffusivities write as

DI ,V = Dm
I ,V exp[−

Hm
I ,V

kbTm
(Tm

T −1)], (4.2.7)

where the different parameters are given in a comparison table in Section 4.4 compiled
with data from the crystal-growth literature.

Coupled dissociative mechanism

The typical coupled mechanism for self- or foreign- diffusion in silicon is the so-
calleddissociative mechanisminvolving substitutional, interstitial and vacant lattice
sites according to the law

As ⇋ Ai +V, (4.2.8)

which in the case of self-diffusion in silicon is nothing else than the Frenkel reaction
Eq. (4.1.2).

Self-diffusion

Self-diffusion means the diffusion of an Si self-atom in a silicon lattice both by the
kick-out mechanism

I +Si⇋ Si+ I , (4.2.9)

and by the Frenkel reaction

Si⇋ I +V, (4.2.10)

which shows that supersaturation of self-interstitials cannot be maintained without the
undersaturation of vacancies, and vice-versa. If the Frenkel reaction were instanta-
neous (which is not the case, even at high temperature, in view of the presence of
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a barrier against self-interstitial–vacancy recombination and a high activation barrier
against the spontaneous formation of Frenkel pairs in the bulk (Frank and Gösele,
1984), reaction Eq. (4.2.10) would maintain the local equilibrium:

CICV = Ceq
I Ceq

V . (4.2.11)

Note that high recombination rates, leading Eq. (4.2.11) tobe very approximately
satisfied, are enhanced by the presence of dislocations and micro-defects. Moreover,
in experiments involving high dislocation densities, kick-out and Frenkel reactions can
hardly be distinguished (Frank and Gösele, 1984). By incorrect custom the diffusion of
an isotope Si∗, usually, but not necessarily radioactive, is referred to as self-diffusion
(Philibert, 1988). In this case however, the probabilitiesp∗V or p∗I for vacancy- or
interstitial-assisted diffusion to occur are equal to the probability that Eqs. (4.2.6) or
(4.2.8) take place, respectively, and hence that Si∗ finds a vacancy or an interstitial as
neighbour, in such a way thatp∗V = exp(−∆Gf

V)(kbT) andp∗I = exp(−∆Gf
I )/(kbT).

Therefore the tracer self-diffusion coefficient under thermal equilibrium writes as

DT = ∑
K=I ,V

fKgKνK exp(−∆GSD
K /kbT) = ∑

K=I ,V
fKDKCeq

K , (4.2.12)

where∆GSD
K = ∆Gf

K + ∆Gm
K while fK with K = I ,V denotes the correlation factors,

allowing for the fact that successive vacancy or interstitial jumps are not independent
(cf Fig. 4.2.3), noting in passing that correlation factorsfor interstitials are slightly
more intricate to compute than for vacancies (Philibert, 1988). Following Frank and
Gösele (1984), Bracht et al. (1995), and Lerner and Stolwijk(2005), by carefully
analysing available data for diffusion of foreign atoms in silicon, it is possible to sep-
arate the contributionsDVCeq

V andDIC
eq
I but not to split the factors ofDKCeq

K (Frank
and Gösele, 1984).
This remark will appear as crucial in Section 4.7.2, where a new material data set
with higher equilibrium concentrations and lower diffusivities will be confronted to
the classical values used in the crystal growth community.

4.2.4 The physics of thermo-diffusion

In Section 4.2.2 the Fick’s law of diffusion was introduced as a postulate, while the
drift terms where added without justifying the nature of thedriving forces. Since
diffusion is by nature an irreversible process, it is the Thermodynamics of Irreversible
Processes that should provide a complete and general approach to the problem (Philib-
ert, 1988; Degroot and Masur, 1984). Let us here analyse the case of the diffusion of
vacancies and self-interstitials in a pure silicon crystal. The rate of entropy creation in
this case writes asσ = JqXq +JIXI +JVXV , whereJI ,V are the interstitial and vacancy
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fluxes [m−2s−1] (expressed in a frame of reference moving with an average atomic ve-
locity (Philibert, 1988)), verifying, by Frenkel reaction, the relationJI +JV = 0. The
termJq denotes the heat flux whileXI ,V andXq are the thermodynamic forces associ-
ated to the interstitial, vacancy and heat fluxes. It resultsthat, for a vacancy-assisted
diffusion of interstitials,σ = JqXq +JI (XI −XV) and hence that the fluxes are written
in terms of the assumed linear Onsager relations (cf eg Degroot and Masur (1984)) as

JI = V−1 (LII (XI −XV)+LIqXq) (4.2.13)

JV = V−1 (LVI (XI −XV)+LVqXq) (4.2.14)

Jq = V−1 (LqI (XI −XV)+LqqXq) , (4.2.15)

whereLAB are called the “phenomenological coefficients”, whose diagonal terms have
the meaning of defect mobility and thermal conductivity, while the off-diagonal terms
describe interaction phenomena such as thermomigration (Philibert, 1988) and V here
denotes the volume of the crystal (not to be confused with thesame symbol used to
denote vacancies). Moreover, the forces are classically written as

XI ,V = −∇
µI ,V

T
=−

∇T µI ,V

T
−hI ,V∇

1
T

(4.2.16)

Xq = ∇
1
T

, (4.2.17)

wherehI ,V =−
(∂ µI ,V/∂T)T−µI ,V

T2 , and with the chemical potentials2

µSi,I ,V = µ0
Si,I ,V +kbT logNSi,I ,V ,

wherenV represents the number of vacancies contained in the crystal, while the total
number of atoms isn = nSi+ nI + nV with nSi, the number of lattice atoms, andnI ,V

the number of interstitial and vacancies, respectively. MoreoverNSi,I ,V will denote the
density

nSi,I ,V
n . Let us now briefly analyse the case of thermo diffusion of interstitials

by the vacancy mechanism. Therefore we introduce the chemical potential of lattice
atoms, denoted asµSi with NSi≃ 1 and consider a region of oversaturation of intersti-
tials, in such a way thatµ0

Si andµ0
I can be assumed as independent of the concentration

and hence such that∇T µSi≃ ∇T µ0
Si = ∇T µ0

I = 0, while

∇T µI =
kbT
NI

∇TNI . (4.2.18)

On the other hand, if the density of vacancy sources and sinksis high enough, that is,
under the assumption of instantaneous equilibrium, it results that

µV = 0 = ∇T µV . (4.2.19)

2The chemical potential of a thermodynamic system is the amount by which the Gibbs free-energy of the
system would change if an additional particle were introduced, with temperature and pressure held fixed,
i.e. µV := ∂G

∂nV |T,p
.
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Then, for a vacancy-assisted diffusion of interstitials, and from the linear assumption
(Philibert, 1984) that

LIq = LII Q
∗
I and LVq = LVVQ∗V , (4.2.20)

where the “heats of transport”Q∗I ,V are introduced, ie, the contribution of the heat flux
to the I- and V fluxes, respectively, it results from Eqs. (4.2.16)-(4.2.20) that

JI =
1
V

(LII (XI −XV)+LIqXq) =
1
V

(

−
1
T

∇T(µI − µV)LII + ∇
1
T

(LIq−hI +hV

)

=
LII

V

(

−
kb

nI
∇TnI + ∇

1
T

(Q∗I −hI +hV)

)

.

It can be shown (Philibert, 1984) that the diffusion coefficients write as

LII =
nI

kb
DI and LVV =

nV

kb
DV ,

in such a way that

JI =−DI ∇TCI +CIDI Q
∗∗
I ∇

1
T

, (4.2.21)

where thereduced heat of transport Q∗∗I for interstitials has been defined.
For the diffusion of vacancies, the roles are inverted with respect to the previous anal-
ysis, in the sense that now self-interstitial and lattice atoms in thermodynamic equi-
librium are associated with for (oversaturated) vacancy diffusion. The vacancy flux
writes as

JV =
LVV

V

(

−
kb

nV
∇TnV + ∇

1
T

(Q∗V− µV + µI )

)

,

and hence

JV =−DV∇TCV +CVDVQ∗∗V ∇
1
T

. (4.2.22)

Following (Philibert, 1984) very little is known either about the theoretical or about
the experimental values of the reduced heats of transportQ∗∗I ,V .
Altough in the crystal growth literature (cf eg Sinno et al. (1998), Ebe (1999), Voronkov
and Falster (2002)) controversial values and signs are usedfor Q∗∗I ,V , it is however gen-
erally accepted that, in absolute value, the reduced heats of transport should not exceed
the formation enthalpies. Most often these quantities are neglected in point-defect
models.
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4.3 Model equations and asymptotic analysis

Since the equilibrium concentrations, point-defect diffusivities and recombination rates
depend on temperature, the simulation model has two aspects. A first key issue relates
to the thermal modelling of the crystal, including the effect of melt convection in the
liquid phase and radiation in overall the furnace, as brieflyrecalled in Section 4.3.1.
On the other hand, the model equations for point-defects transport, diffusion and re-
combination follow the discussion of Sections 4.1 and 4.2 and will be given in Section
4.3.1, while time-dependent simulations will be performedand discussed in Section
4.5. Let us recall that, as the concentrations of intrinsic point-defects are lower than
10−6/m3, the equilibrium concentrations, diffusivities and recombination rates can be
assumed as independent of concentration. Therefore, any cross effects are neglected,
and point-defect and thermal simulations can be decoupled,in such a way thatCeq

I ,Ceq
V

andKIV are calculated (cf Tables 4.2 & 4.3) by using the temperaturedistributions ob-
tained from the thermal simulations (Dornberger, 1998). Moreover, let us remark that
thermodiffusion of intrinsic point-defects has been neglected in the thermal model, but
is not a priori negligible in the point-defect model, as shown in Section 4.7.

4.3.1 Thermal and point-defect models

A key role is played by the thermal modelling of the crystal growth process, devel-
oped by N. Van den Bogaert and F. Dupret (1997) and further discussed by Dornberger
(1998). Using the FEMAG simulation software, fully time-dependent numerical sim-
ulations have been performed in order to predict the global heat transfer in the furnace,
the solid-liquid interface shape, and the resulting distribution of self-interstitials and
vacancies in the crystal. All the system transients have been accurately taken into ac-
count including the effects of crystal and crucible vertical motion, of the heat capacity
of the furnace constituents, of the solidification front thermal inertia, and of the in-
herently time-dependent defect governing laws. In order toaccelerate the simulation
computing time, the effect of the melt flow on the heat transfer has been modelled by
means of an equivalent thermal conductivity, which is devoted to sum up in a sim-
plified way the contributions of (i) heat convection, (ii) convective heat mixing, and
(iii) heat diffusion (cf Section 4.6). More accurate results could be obtained by using
a detailed turbulent flow model provided good model tuning beperformed. Global
time-dependent simulations have been performed to calculate the heat transfer on this
basis. However only the results obtained inside the crystalare shown on Fig. 4.5. The
following parameters were used:

• Pull rate: 0.53 mm/min
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• Crystal diameter: 150 mm (6”)

• Melt equivalent thermal conductivity: 110 W/mK.

T [K]

1620
1560
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1020
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900
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720

Figure 4.5: Temperature field in the crystal at several growth stages.

On the other hand, a system oftransport-diffusion-reactionPDE’s (henceforth called
theSinno-Dornberger modelfor point-defect simulation) has been shown to be adapted
for our purpose. Details for the construction of this model have been discussed in Sec-
tions 4.1 and 4.2. The model writes as

DCI

Dt
= ∇ ·

(

DI ∇CI +
Q∗∗I DI

kbT2 CI ∇T

)

−KIV (CICV −Ceq
I Ceq

V ), (4.3.1)

DCV

Dt
= ∇ ·

(

DV∇CV +
Q∗∗V DV

kbT2 CV∇T

)

−KIV (CICV −Ceq
I Ceq

V ) (4.3.2)

where subscripts I and V indicate self-interstitials or vacancies, respectively, whileCeq
I

andCeq
V denote the corresponding equilibrium concentrations. Letus recall that the

kinetic coefficientKIV associated with the Frenkel recombination mechanism writes
as

KIV = Km
I ,V

DI +DV

Dm
I +Dm

V
exp[−

H
r

kbTm
(
Tm

T
−1)], (4.3.3)

the Fickian diffusivities as

DI ,V = Dm
I ,V exp[−

H
m
I ,V

kbTm
(
Tm

T
−1)], (4.3.4)
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and the equilibrium concentrations (where referring to thegeneral expression of Sec-
tion 4.1.1, the entropic term has here been dropped) as

Ceq
I ,V = Cm

I ,V exp[−
H

f
I ,V

kbTm
(
Tm

T
−1)]. (4.3.5)

Moreover, symbols∇ and

D
DT

=
∂
∂ t

+V
∂
∂z

denote the gradient and material derivation operators (with z indicating the vertical di-
rection), andkb the Boltzmann constant (kb = 8.61 10−5 [eV/K]), while Q∗∗I ,V stands for
the reduced heats of transport associated with interstitial or vacancy thermo-diffusion
(or thermal drift) whose precise meaning has been discussedin Section 4.7. The
boundary conditions are of two kinds. Along the solidification interface, equilibrium
concentrations are imposed, while the concentration normal fluxes are set to zero along
the crystal wall (equilibrium concentrations should normally be imposed in this latter
case in order to account for the Schottky defect generation mechanism; however this
will generate unacceptably thin and sharp concentration boundary layers along the
crystal wall, and hence this effect is here neglected without significant loss of accu-
racy in the remaining domain). To facilitate model comparisons, it is of the utmost
importance to use unambiguous expressions of the coefficientsCeq

I ,V , Div, andKIV as a
function of temperature. This is the role of the material data compilation of Tables 4.2
& 4.3.

4.3.2 Matched asymptotic analysis

The following sections aim at rewriting the model equationsin a non-dimensional
form in order to determine by means of matched asymptotic analysis (cf eg Bender
& Orzac) three regions in the crystal, each of which being affected by particular PD
evolution mechanisms. The original idea for this development arise from the work of
Voronkov (1982).
To this end, Eqs. (4.3.1) & (4.3.2) will be analysed in a 1D semi-infinite simplified

geometry (0≤ z< ∞) and under the quasi-steady assumption. Therefore we set

D
Dt

= V
∂
∂z

, (4.3.6)

while from the 1D assumption,

∇ = ∂z. (4.3.7)
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Non dimensional variables and numbers

Define the variables

∆ := CI −CV (4.3.8)

Π := CICV > 0 (4.3.9)

Πeq := Ceq
I Ceq

V > 0 (4.3.10)

and the constant

Πeq
m := Cm

I Cm
V > 0, (4.3.11)

and introduce the dimensionless variables

C′I ,V :=
CI ,V

Πeq1/2
m

> 0 (4.3.12)

C
′eq
I ,V :=

Ceq
I ,V

Πeq1/2
m

> 0 (4.3.13)

∆′ := C′I −C′V (4.3.14)

Π′ := C′IC
′
V > 0, (4.3.15)

in such a way that

C′I = ∆′/2+(∆′2/4+ Π′)1/2 (4.3.16)

C′V = −∆′/2+(∆′2/4+ Π′)1/2 (4.3.17)

C′I +C′V = (∆′2 +4Π′)1/2. (4.3.18)

In view of the forthcoming developments, introduce also thetwo dimensionless vari-
ables

ξ :=
−∆

2Πeq1/2
m

and (4.3.19)

τ :=
H

f
I +H

f
V

kbTm

(
Tm

T
−1

)

, (4.3.20)

in such a way that

C
′eq
I ,V = C

′m
I ,Ve−τ/2 (4.3.21)

Πeq = Πeq
m e−τ > 0. (4.3.22)

It will be firstly assumed thatτ ∈ [0;∞[, while this hypothesis will be discussed at a
later stage. Moreover,DI ,V = Dm

I ,Ve−pI ,Vτ , while the following definitions introduce
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non-dimensional material numbers3:

pI ,V :=
H

m
I ,V

H
f
I +H

f
V

> 0, (4.3.23)

pr :=
H

r

H
f
I +H

f
V

here assumed> 0, (4.3.24)

qI ,V :=
−Q∗∗I ,V

H
f
I +H

f
V

= r̂I ,V pI ,V , (4.3.25)

dI ,V :=
Dm

I ,V

Dm
I +Dm

V
> 0, with dI +dV = 1. (4.3.26)

Moreover, G denotes the norm of the axial temerature gradient at the interface, with

Refs I ,V pI ,V pr

Sinno et al. (1998) I 0.121 0 < pr < 1
Sinno et al. (1998) V 0.059

Kulkarni et al. (2004) I 0.112 0 < pr < 1
Kulkarni et al. (2004) V 0.05

Table 4.1: Non-dimensional coefficients.

γ(z) :=
d (1/T)

dz
(4.3.27)

whereγ(0) = G/T2
m > 0, while γ̃(τ) is defined from the relation

γ(z) =−
1

T2

dT
dz

= γ̃(τ)
G
T2

m
, (4.3.28)

and is assumed to be regular, bounded between 2 positive constants, and such that
lim
τ→0

γ̃ = γ̃0, while its asymptotic behaviour forz→ ∞ will be discussed later.

The characteristic distance L is introduced as

L :=
kbTm

H
f
I +H

f
V

Tm

G
, (4.3.29)

which using the the current SD model parameter, is estimatedas being of the order 1
[cm]. It can be observed on Fig.4.5 that the “effective” characteristic length is about 5

3The value ofpr can be negative together withH r at melting temperature if a second-degree expression
of the recombination rate of the form Eq. (4.1.4) is assumed instead of Eq. (4.3.3). However the higher-order
terms will force the average exponent in Eq. (4.3.3) to become negative in the range of about 200K-400K
below the melting temperature. This is why, to simplify the analysis without loosing any significant effect,
it is here assumed thatpr is positive while the higher-order terms are set to zero.
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[cm]. Moreover, it results that

∂
∂z

=
γ̃(τ)

L
∂
∂τ

. (4.3.30)

Finally, since1
T −

1
Tm

= G
T2

m
z, let us note that the physical meaning of L can be under-

stood by observing that

L−1 =−
d log(Ceq

I Ceq
V )

dz
. (4.3.31)

4.3.3 Non dimensional equations

Transport term. From Eqs. (4.3.1)-(4.3.2), (4.3.6), (4.3.22), and (4.3.30), this term
writes as

V∂zCI ,V =
V γ̃
L

Πeq1/2
m ∂τC

′
I ,V

Self-diffusion term. From Eqs. (4.3.1)-(4.3.2), (4.3.7), (4.3.22), (4.3.23), (4.3.26),
and (4.3.30) this term writes as

∂z(DI ,V∂zCI ,V) =
γ̃
L2 Πeq1/2

m dI ,V (Dm
I +Dm

V)∂τ
[
γ̃e−pI ,Vτ ∂τC

′
I ,V

]

Thermo-diffusion term. From Eqs. (4.3.1)-(4.3.2), (4.3.7), (4.3.22), (4.3.23), (4.3.26),
(4.3.25) and (4.3.30) this term writes as

∂z
Q∗∗I DI ,VCI ,V∇T

kbT2 =
γ̃
L

G
kbT2

m
qI ,V

(

H
f
I +H

f
V

)

·dI ,V (Dm
I +Dm

V )Πeq1/2
m ∂τ

[
γ̃ exp(−pI ,Vτ)C′I ,V

]

Recombination term. From Eqs. (4.3.1)-(4.3.2), (4.3.26), (4.3.22), (4.3.24) and (4.3.30)
this term writes as

−Km
IV

DI +DV

Dm
I +Dm

V
exp(−prτ)

(
CICV −Ceq

I Ceq
V

)
=−Km

IV

(
dIe
−pI ,Vτ +dVe−pVτ)Πeq

m e−prτ (C′IC
′
V −e−τ) .

After simplification by
γ̃
L

Πeq1/2
m and division by

Dm
I +Dm

V

L
, with use of Eq. (4.3.29)

and after introduction of the previous non-dimensional parameters, key dimensionless
numbers are defined as follows:
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The thermal Peclet number represents the ratio of transport over diffusion of I or V,
as measured in 1/T scale, and writes as

PeT :=
V
G

1
2(Dm

I +Dm
V)

kbT2
m

H IV
=

VL
Dm

I +Dm
V

, (4.3.32)

whereH IV :=
H

f
I +H

f
V

2
. With the current parameters, Pe is estimated as being

O(1).

The Damkohler number represents the ratio of recombination over diffusion effects,
and writes as

Da :=
Km

IV L2Πeq1/2
m

Dm
I +Dm

V
. (4.3.33)

With the current parameters, it is estimated as being of the order 0(1000).

Finally, the complete non-dimensional equations write as follows.

Non dimensional equations.The complete non dimensional equations write as

PeT∂τC
′
I ,V = dI ,V∂τ

[
γ̃e−pI ,Vτ (∂τC

′
I ,V +qI ,VC′I ,V

)]

−
Da
γ̃
(
dI e
−pI τ +dVe−pVτ)e−pr τ (C′IC

′
V −e−τ) . (4.3.34)

It is also interesting for the forthcoming analysis to express the evolution equations in
terms of∆′ andΠ′.

General∆′ equation. Without any limiting assumption on the recombination rate,
Eq. (4.3.34) provides by a simple substraction of the I and V equations, the
so-called∆′-equation:

PeT∂τ ∆′ = dI ∂τ γ̃e−pI τ
[
∂τC

′
I +qIC

′
I

]

− dV∂τ γ̃e−pVτ [∂τC
′
V +qVC′V

]
, (4.3.35)

where the concentrationsC′I ,C
′
V are given in terms of∆′ andΠ′ by means of

Eqs. (4.3.16) & (4.3.17).
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GeneralΠ′ equation. Multiplying the I equation byC′V and the V equation byC′I , the
summation of the two resulting equations provides the so-called Π′-equation:

PeT∂τ Π′ = dIC
′
V∂τ γ̃e−pI τ

[
∂τC

′
I +qIC

′
I

]
+dVC′I ∂τ γ̃e−pVτ

·
[
∂τC′V +qVC′V

]
−

Da
γ̃
(
dIe
−pI τ +dVe−pVτ)

·e−prτ (Π′−e−τ)(C′I +C′V
)
, (4.3.36)

where the concentrations are given in terms of∆′ and Π′ by means of Eqs.
(4.3.16)-(4.3.18).

Boundary conditions. Since the problem is 1D, the melting interface boundary con-
ditions write as:

C′I ,V(τ = 0) = C
′m
I ,V

(4.3.37)

In theory, since Eqs. (4.3.34) or Eqs. (4.3.35)-(4.3.36) are both of the second-
order, an additional pair of boundary conditions should be given at the other
extremity of the 1D domain. However, as an infinite domain is assumed, infinite
limits of C′I ,V for τ → ∞ might be considered, as associated with non-physical
but mathematically consistant defect distributions. To avoid these situations, it
is simply imposed that

lim
τ→∞

C′I ,V (4.3.38)

exists, while the value of the limits will be discussed in thefollowing section.

4.3.4 Alternative temperature gradient assumptions.

Write

G =
Tm−T∞

z0
, (4.3.39)

in Eq. (4.3.28) in such a way that

γ̃ :=−
T2

mz0

T2 (Tm−T∞)

dT
dz

. (4.3.40)

Bounded and decreasing temperature field.Consider, as an example, the following
temperature distribution

T = T∞ +2
Tm−T∞

z
z0

+1
,
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which satisfies Eq. (4.3.39) and exhibits a horizontal asymptote whenz→ ∞.
From Eq. (4.3.20), it results that

z
z0

=
τTm

K(Tm−T∞)− τT∞
,

with K =
H

f
I +H

f
V

kbTm
. The general formula

τ = K
Tm−T

T
. (4.3.41)

defines

τmax=
K(Tm−T∞)

T∞
(4.3.42)

in such a way that

γ̃ =

(

1−
τ

τmax

)2

,

exhibits a second-order zeroτ = τmax.

Radiative flux. Consider a simplified radiative flux outside the crystal without diffu-
sion, i.e.

dT
dz

=−A(T4−T4
∞),

such that, from Eq. (4.3.27),

γ = A(T2−
T4

∞
T2 )

which by Eq. (4.3.41) rewrites as

γ̃ = A

((
Tm

τ/K +1

)2

−
T4

∞
T2

m
(τ/K +1)2

)

,

and, by Eq. (4.3.42), is normalised as

γ̃ =

(
τmax/K+1

τ/K+1

)2
−
(

τ/K+1
τmax/K+1

)2

(τmax/K +1)2−
(

1
τmax/K+1

)2 ,

which exhibits a first-order zero atτ = τmax. The related problem is quite com-
plex without bringing up additional interesting features.To obtain some relevant
information, the simpler expression:

γ̃ = 1−
τ

τmax
(4.3.43)

will be investigated.
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4.3.5 Outer solution

Theouter equations(Sinno et al., 1998) for vacancy and interstitial convection, diffu-
sion and recombination is considered in a region described by the variableτ comprised
between two transition values where the lower bound is vanishing asDa→ ∞, while
the upper bound tends to infinity asDa→ ∞. Using a superscript “(o)” to indicate
outer variables, the expansion

C′I ,V(τ) = C
′(o)
I ,V;0(τ)+ εC

′(o)
I ,V;1(τ)+oτ(ε) (4.3.44)

∆′(τ) = ∆
′(o)
0 (τ)+ ε∆

′(o)
1 (τ)+oτ(ε) (4.3.45)

Π′(τ) = ∆
′(o)
0 (τ)+ εΠ

′(o)
1 (τ)+oτ(ε) (4.3.46)

is assumed to hold for givenτ, whereε = Da−β with β > 0 has to be determined.
Introducing this decomposition in Eqs. (4.3.35) and (4.3.36), it results, at order 0, that
the outer equations reduce, by dividing Eq. (4.3.36) by Da and passing to the limit
Da→ ∞, to the following pair of equations:

PeT∂τ ∆
′(o)
0 = dI ∂τ γ̃e−pI τ

[

∂τC
′(o)
I0 +qIC

′(o)
I0

]

− dV∂τ γ̃e−pVτ
[

∂τC
′(o)
V0 +qVC

′(o)
V0

]

, (4.3.47)

Π
′(o)
0 = e−τ . (4.3.48)

The limit conditions are

C
′(o)
I ,V;0(τ = 0) = C

′m
I ,V (4.3.49)

∆
′(o)
0 (τ = 0) = ∆′m := C

′m
I −C

′m
V (4.3.50)

while the limit lim
τ→∞

∆
′(o)(τ) is assumed to exist and will be called∆′∞0 . Eq. (4.3.47) is

integrated as:

Outer equation at order 0.

PeT

γ̃

(

∆
′(o)
0 −∆

′∞
0

)

= dI e
−pI τ

[

∂τC
′(o)
I0 +qIC

′(o)
I0

]

− dVe−pVτ
[

∂τC
′(o)
V0 +qVC

′(o)
V0

]

. (4.3.51)

Π
′(o)
0 = e−τ , (4.3.52)

with

C
′(o)
I ,V;0 = ±∆

′(o)
0 /2+(∆

′(o)
0 /4+e−τ)1/2. (4.3.53)
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4.3.6 Inner solution

The inner region is described by the variableτ ′′ corresponding to small values ofτ. In
fact,τ ′′ is defined fromτ as the re-scaled variable:

τ ′′ := Daβ τ = ε−1τ, (4.3.54)

in such a way that

∂τ = ε−1∂τ ′′ . (4.3.55)

Moreover, using a superscript “(i)” to indicate inner variables, the following expan-
sions are assumed, for fixedτ ′′ and variableε := Da−β :

C
′(i)
I ,V (ετ ′′) = C

′(i)
I ,V;0(τ

′′)+ εC
′(o)
I ,V;1(τ

′′)+oτ ′′(ε) (4.3.56)

∆′(ετ ′′) = ∆
′(i)
0 (τ ′′)+ ε∆

′(i)
1 (τ ′′)+oτ ′′(ε) (4.3.57)

Π′(ετ ′′) = Π
′(i)
0 (τ ′′)+ εΠ

′(i)
1 (τ ′′)+oτ ′′(ε), (4.3.58)

where

Π
′(i)
0 = C

′(i)
I0 C

′(i)
V0

Π
′(i)
1 = C

′(i)
I0 C

′(i)
V1 +C

′(i)
I1 C

′(i)
V0 ,

while

γ̃ = γ̃0 + ετ ′′γ̃ ′0 +o(τ ′′). (4.3.59)

whereγ̃ ′0 is the derivative of̃γ w.r.t. τ at τ = 0.

Inner C′I ,V equations at order 0. The inner C′I ,V equations rewrite as

PeT

ε
∂τ ′′C

′
I ,V = dI ,V∂τ ′′ γ̃e−ε pI ,Vτ ′′ [ε−2∂τ ′′C

′
I ,V +qI ,Vε−1C′I ,V

]

−
1

εβ γ̃

(

dIe
−ε pI τ ′′ +dVe−ε pVτ ′′

)

e−(1+pr)ετ ′′
(

Π′−e−ετ ′′
)

, (4.3.60)

Inner ∆′ and Π′ equations at order 0. The inner ∆′ equation rewrites as

PeT

ε
∂τ ′′∆′ = dI ∂τ ′′ γ̃e−ε pI τ ′′

[
ε−2∂τ ′′C

′
I +qIε−1C′I

]

− dV∂τ ′′ γ̃e−ε pVτ ′′ [ε−2∂τ ′′C
′
V +qVε−1C′V

]
, (4.3.61)
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while theΠ′ equation rewrites as

PeT

ε
∂τ ′′Π′ = dIC

′
V∂τ ′′e

−ε pI τ ′′
[
ε−2∂τ ′′C

′
I +qIε−1C′I

]

+ dVC′I ∂τ ′′e
−ε pVτ ′′ [ε−2∂τ ′′C

′
I +qVε−1C′V

]

−
1

εβ γ̃

(

dIe
−ε pI τ ′′ +dVe−ε pVτ ′′

)

·e−(1+pr)ετ ′′
(

Π′−e−ετ ′′
)

(C′I +C′V). (4.3.62)

Inserting Eqs. (4.3.57)-(4.3.59) in Eqs. (4.3.61) & (4.3.62), multiplying byεβ and
passing to the limitDa→ ∞, the principle of least degenerescence showsβ to be
equal to 2, resulting in equations at order 0 writing as

dI ∂ 2
τ ′′C

′(i)
I0 −dV∂ 2

τ ′′C
′(i)
V0 = 0

dIC
′(i)
V0 ∂ 2

τ ′′C
′(i)
I0 +dVC′I ∂

2
τ ′′C

′(i)
V0 = γ̃−2

0 (Π
′(i)
0 −1)(C

′(i)
I0 +C

′(i)
V0 ).

This system rewrites as

[

∂ 2
τ ′′C

′(i)
I0

∂ 2
τ ′′C

′(i)
V0

]

=

[
1
dI
1

dV

]

γ̃−2
0 (Π

′(i)
0 −1). (4.3.63)

Matching. Matching is imposed at someτ, for exampleτ = ε1/2 and henceτ ′′ =
ε−1/2 (since the matching location must be large w.r.t.ε while small w.r.t. 1)

C
′(i)
I ,V;0(τ

′′ = 0) = C
′m
I ,V , (4.3.64)

lim
τ ′′→∞

C
′(i)
I ,V;0(τ

′′) = lim
τ→0

C
′(o)
I ,V;0(τ) = C

′m
I ,V . (4.3.65)

Inner solution at order 0. From Eqs. (4.3.21), (4.3.49) and (4.3.63)-(4.3.65) the in-
ner solution at order 0 writes as

C
′(i)
I ,V;0 = C

′m
I ,V = C

′eq
I ,Veετ ′′/2 = C

′eq
I ,V +oτ ′′(1)(ε → 0) (4.3.66)

for all values ofτ ′′.

It result from this analysis that inner solution in fact doesnot exist, since the above
defined region is simply an “expanded solid-liquid interface” where a boundary con-
dition is imposed.
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4.3.7 Far-field solution

Since the temperature distribution in the far-field is not precisely defined, several vari-
ants of this problem are developed. The three attempts for the three assumptions on
the temperature field will be here tested, with the superscript “(ff;i)” meaning far field
solution,ith attempt.

First attempt.

Thefar-field regionis described by the variableτ ′ corresponding to large values com-
pared toτ ∈ [0,∞[.

Far-field variable. Let us define

τ ′ := τ−α lnDa. (4.3.67)

Assumption on the temperature gradient. It is here assumed that

lim
τ→∞

γ̃ = γ̃∞, (4.3.68)

whereγ̃∞ is a positive constant.

The recombination term of Eq. (4.3.36) now writes as

−
Da1−α pr

γ̃

(

dIDa−α pI e−pI τ ′+dVDa−α pV e−pVτ ′
)

e−pr τ ′

(

Π′−Da−αe−τ ′
)(

C′I +C′V
)
,

while all others terms on the right-hand side of Eqs. (4.3.35) and (4.3.36) exhibit
decreasing exponentials. In view of theleast degenerescence principlethe expo-
nent 1− α(pr − 1) should be set to a value such that recombination is not com-
pletely vanishing in the limitDa→ ∞ (or ε → 0). Therefore, it results from Table
4.3.2 that for silicon if the S-D parameters are used together with a positive average
pr , α = (min{pI , pV}+ pr)−1 = (pV + pr)−1 in such a way that, after dividing Eq.
(4.3.35) and (4.3.36) by Da and passing to the limitDa→ ∞, the far-field equations
write as

PeT∂τ ′∆
′( f f ;1)
0 = 0 (4.3.69)

PeT∂τ ′Π
′( f f ;1)
0 = −

2
γ̃∞

dVe−(pV+pr )τ ′′Π
′( f f ;1)
0

(

∆
′( f f ;1)2
0

4
+ Π

′( f f ;1)
0

)1/2

,(4.3.70)
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where superscript( f f ;1) indicates the first variant of the far-field solution. From Eq.
(4.3.69) it results that

∆
′( f f ;1)
0 = K.

By Eq. (4.3.48), the boundary conditions for the far-field solution writes as

Matching.

K = lim
τ→∞

∆
′(o)
0 (τ) = ∆

′∞
0

lim
τ ′→−∞

Π
′( f f ;1)
0 (τ ′) = lim

τ→∞
Π
′(o)
0 (τ) = 0.

Far-field solution at order 0. Having in mind that 0< pV + pr < 1, the solution of

Eq. (4.3.70) verifies, if∆′∞0 6= 0 andΠ
′( f f ;1)
0 6= 0, the relation

∆′∞2
0
2 + Π

′( f f ;1)
0 + |∆′∞0 |

(

Π
′( f f ;1)
0 +

∆′∞2
0
4

)1/2

|Π
′( f f ;1)
0 |

= A1exp

(

−
|∆′∞0 |

(pV + pr)

dV

PeT γ̃∞
e−(pV+pr )τ ′

)

, (4.3.71)

whereA1 > 0 is an integration constant. For∆′∞0 = 0 andΠ
′( f f ;1)
0 6= 0, the

solution of

PeT∂τ ′Π′0 =−
2dV

PeT γ̃∞
Π
′3/2
0 e−(pV+pr )τ ′ (4.3.72)

writes as

−2Π
′( f f ;1)−1/2
0 = A2 +

2dV

PeT γ̃∞(pV + pr)
e−(pV+pr )τ ′ , (4.3.73)

while Π
′( f f ;1)
0 = 0 is always a solution of Eq. (4.3.70). We remark that match-

ing with the outer solution is achieved forτ ′ → −∞ if the solution is simply

Π
′( f f ;1)
0 = 0. By unicity, the far-field solution is found to be

∆
′( f f ;1)
0 = ∆

′∞
0 = C

′( f f ;1)
I0 or −C

′( f f ;1)
V0 (4.3.74)

Π
′( f f ;1)
0 = 0. (4.3.75)
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This solution, however, is not satisfactory from a practical viewpoint, as soon as the
first-order is seeked. The reason for this is absence of practical meaning for assump-
tion Eq. (4.3.68), which involves thatT→ 0 [K] whenz→ ∞.
Note that Eq. (4.3.75) does not imply that the recombinationis infinite, since as one
species has been completely annihilated, recombination has no physical meaning in
the far field.

Second attempt.

In this case, it is assumed that

γ̃ =

(

1−
τ

τmax

)2

=
1

τ2
max

τ
′2ε2α , (4.3.76)

with τ ∈ [0,τmax[ which results in a bounded temperature field in an unbounded do-
main.

Far-field variable.

τ ′ :=
τ− τmax

εα , (4.3.77)

whereα is a positive parameter to be determined, and in such a way that

∂τ = ε−α ∂τ ′ . (4.3.78)

Far-field equations for ∆′. From Eq. (4.3.35) it follows that

PeT∂τ ′∆′ =
dI

τ2
max

∂τ ′τ
′2e−pI (τmax+εα τ ′) [εα ∂τ ′C

′
I + ε2αqIC

′
I

]

−
dV

τ2
max

∂τ ′τ
′2e−pV(τmax+εα τ ′) [εα ∂τ ′C

′
V + ε2αqVC′V

]
, (4.3.79)

in such a way that, lettingε→ 0,

PeT∂τ ′∆
′( f f ;2)
0 = 0. (4.3.80)
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Far-field equations for Π′. From Eq. (4.3.36), it follows that∀α > 0

εα+2PeT∂τ ′Π′ =

=
dI

τ2
max

C′V∂τ ′τ
′2e−pI (τmax+εα τ ′)

[

ε2(α+1)∂τ ′C
′
I + ε3α+2qIC

′
I

]

+
dV

τ2
max

C′I ∂τ ′τ
′2e−pV(τmax+εα τ ′)

[

ε2(α+1)∂τ ′C
′
V + ε3α+2qVC′V

]

−
τ2

max

τ ′2
(

dIe
−pI (τmax+εα τ ′) +dVe−pV(τmax+εα τ ′)

)

·e−pr (τmax+εα τ ′)
(

Π′−e−(τmax+εα τ ′)
)(

C′I +C′V
)
, (4.3.81)

in such a way that, lettingε→ 0,

Π
′( f f ;2)
0 = e−τmax. (4.3.82)

Matching. The boundary conditions write as:

K = ∆
′( f f ;2)
0 = lim

τ→∞
∆
′(o)
0 (τ) = ∆

′∞
0

lim
τ ′→0

Π
′( f f ;1)
0 (τ ′) = lim

τ→τmax
Π
′(o)
0 (τ) = e−τmax.

Far-field solution. Therefore the far-field concentrations are constants and write as:

C
′( f f ;2)
I ,V;0 =±

|∆′∞0 |
2

+

(

∆′∞2
0

4
+e−τmax

)1/2

. (4.3.83)

Third attempt.

In this third case, it is assumed that

γ̃ = 1−
τ

τmax
=−

1
τmax

τ ′εα , (4.3.84)

with τ ∈ [0,τmax[, resulting again in a bounded temperature field in an unbounded
domain.

Far-field variable.

τ ′ :=
τ− τmax

εα , (4.3.85)

whereα > 0 and in such a way that

∂τ = ε−α ∂τ ′ . (4.3.86)
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Far-field equations for ∆′. From Eq. (4.3.35), it follows that

PeT∂τ ′∆′ = −
dI

τmax
∂τ ′τ ′e−pI (τmax+εα τ ′) [∂τ ′C

′
I + εαqIC

′
I

]

+
dV

τmax
∂τ ′τ ′e−pV(τmax+εα τ ′) [∂τ ′C

′
V + εαqVC′V

]
, (4.3.87)

in such a way that, lettingε→ 0,

PeT∂τ ′∆
′( f f ;3)
0 = −

dI

τmax
e−pI τmax∂τ ′τ ′∂τ ′C

′( f f ;3)
I0

+
dV

τmax
e−pVτmax∂τ ′τ ′∂τ ′C

′( f f ;3)
V0 , (4.3.88)

or, equivalently, that

PeT

(

∆
′( f f ;3)
0 −K

)

= −
dI

τmax
e−pI τmaxτ ′∂τ ′C

′( f f ;3)
I0

+
dV

τmax
e−pVτmaxτ ′∂τ ′C

′( f f ;3)
V0 , (4.3.89)

whereK is an integration constant, noted∆′∞0 .

Far-field equations for Π′. From Eq. (4.3.36), it follows that

ε2PeT∂τ ′Π′ = −
dI

τmax
C′V∂τ ′τ ′e−pI (τmax+εα τ ′) [ε2∂τ ′C

′
I + εα+2qIC

′
I

]

−
dV

τmax
C′I ∂τ ′τ ′e−pV(τmax+εα τ ′) [ε2∂τ ′C

′
V + εα+2qVC′V

]

+
τmax

τ ′
(

dIe
−pI (τmax+εα τ ′) +dVe−pV(τmax+εα τ ′)

)

·e−pr (τmax+εα τ ′)
(

Π′−e−(τmax+εα τ ′)
)(

C′I +C′V
)
, (4.3.90)

in such a way that, lettingε→ 0,

Π
′( f f ;3)
0 = e−τmax. (4.3.91)

Far-field equations at order 0. The far-field equations write as

PeT

(

∆
′( f f ;3)
0 −∆

′∞
0

)

= (4.3.92)

−
dI

τmax
e−pI τmaxτ ′∂τ ′




∆
′( f f ;3)
0

2
+

(

∆
′( f f ;3)2
0

4
+e−τmax

)1/2




+
dV

τmax
e−pVτmaxτ ′∂τ ′



−
∆
′( f f ;3)
0

2
+

(

∆
′( f f ;3)2
0

4
+e−τmax

)1/2



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Π
′( f f ;3)
0 = e−τmax. (4.3.93)

whose solution must comply the following conditions.

Matching. The boundary conditions are:

lim
τ ′→0

∆
′( f f ;3)
0 = ∆

′∞
0 (4.3.94)

lim
τ ′→∞

∂τ ′∆
′( f f ;3)
0 = 0, (4.3.95)

verifying

∆
′( f f ;3)
0 = ∆

′∞
0

Π
′( f f ;3)
0 = e−τmax, (4.3.96)

with constant concentrations as in the second attempt (Eq. (4.3.79)).

Our conclusion is that far field is not correctly treated withthe sole Damkohler number.
In fact, it is not clear how the transition from the outer- to the far field region, where
recombination has been damped together with diffusion, should depend on Da, which
accounts for the ratio between recombination and diffusionmechanisms. However,
appart from pointing this paradox, it has not been possible to propose an alternative
approach. Moreover, even in a 1D simplified geometry, a correct analysis should
include the treatment of the lateral boundary condition, where the mechanisms are 2D:
radial diffusion, vertical transport and high recombination rate above the interface.
The difficulty resides in the fact that the boundary layer (BL) get thinner whileT
decreases and all mechanisms get frozen. Moreover, transport is uniform in the whole
crystal and the impact of the thick BL above the interface is transported in the crystal
core. This issue, too, has not found a positive answer.

4.4 A compilation of material data from the literature

The values presented below are taken from the recent literature on defect prediction
in silicon. As shown by Tables 4.2 & 4.3, they differ sometimes by several orders
of magnitude and, at a first glance, seem to lead to contradictory conclusions. These
discrepancies might be explained by several reasons, as forinstance the choice of the
experimental technique and set-up quality (as eg the oxydation enhanced diffusion
studied by Wijaranakula (1993), while most of the others workers considered metal
diffusion experiments), the progress made in experimentalapproaches in a period of
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20 years, or the temperature range at which experiments havebeen realised. Let us in-
sist on this last point, as experimental devices are not ableto measure material values
at melting temperatures and as the theoretical laws (as, eg,the Arrhenius tempera-
ture dependence) fail in the range of high temperature (ie, close to the melting point).
However, the aim is not here to discuss all these possible reasons, but rather to high-
light the many uncertainties in the material data nowadays.Therefore, in view of the
comprehension of the global physics of point-defect formation and evolution in single
crystal growth, according to the values of Tables 4.2 & 4.3 and referring to the physical
description and the scaling analysis of previous sections,some undiscutable remarks
can be made:

• The vacancy dominates the interstitial concentration at the solid-liquid interface,
showing two extreme cases

– following Kulkarni et al. (2002),Cm
V ⋍ Cm

I , while

– following Bracht et al. (1995),Cm
V ≫Cm

I .

The first case seems to rely on some underlying thermodynamicproperty, jus-
tifying the equality between the two inseparable species atthe formation in-
terface, while the second would rather mean that for some physical reason the
formation of vacancies at the solid/liquid interface is by far much easier than the
formation of interstitials. Anyhow, this point still remains an open question.

• The interstitial dominates the vacancy diffusivity at the solid-liquid interface,
with an agreement on a magnitude for their ratio of about one order of magni-
tude, with the exceptions of Bracht & Stolwijk (1995) which proposes three or-
der of magnitude, and of Wijaranakula (1993) which proposesa situation where
they are almost equal with a slight domination of the vacancydiffusion.

• Interstitial dominate by one order of magnitude vacancy self-diffusion. The
self-diffusion coefficientCm

I ,VDm
I ,V are in very good agreement (except for Wi-

jaranakula (1993)) as the experimental methods for estimating the sumH
f
I ,V +

H
m
I ,V and the productCeq

I ,VDI ,V are much more accurate than for these quantities
separately.

• There is relatively good agreement for interstitial formation enthalpies, con-
trary to the vacancy formation enthalpies, which, in comparison, are always
smaller. This implies that equilibrium interstitial concentration decreases faster
than equilibrium vacancy concentration.

Let us also mention some discutable facts:
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• Altought it is generally accepted thatH
m
I > H

m
V (Sinno et al., 1998; Kulkarni et

al., 2002), and hence that interstitial diffusivity decrease faster than vacancy dif-
fusivity, some authors proposed the reverse relation (Bracht et al. 1995; Falster
et al., 2000; Zimmermann & Ryssel, 1992; Wijarankula, 1993).

• Because of a lack of research made for this purpose, there is no convincing
data for the recombination coefficientKm

I ,V , the recombination enthalpyH
r

and

entropyS
r
. However, it is believed that in most of the defect modeling work,

Km
I ,V is not an important parameter. A finite value forKm

I ,V will be chosen to give
a diffusion-limited situation.

• Nothing is known about thermo-diffusion and there is not even agreement on its
sign, that is, wether a positiveQ∗∗I ,V will increase or decrease the global diffusion
of point-defects (see further discussion at Section 4.7).

Refs. I,V Cm
I ,V Dm

I ,V Cm
I ,V Km

I ,V
m−3 m2s−1 Dm

I ,V m−3s−1

Sinno et al. (1998) I 9.71 1020 3.79 10−8 3.68 1013 2.99 10−22

Sinno et al. (1998) V 1.18 1021 4.29 10−9 5.06 1012

Kulkarni et al. (2002) I 6.56 1020 3.94 10−8 2.59 1013 2.07 10−20

Kulkarni et al. (2002) V 8.07 1020 3.97 10−9 3.18 1012

Falster et al. (2000) I 8.3 1020 3.6 10−8 2.98 1013 10−17

Falster et al. (2000) V 1.08 1021 4 10−9 4.32 1012

Bracht et al. (1995) I 8.77 1020 2.56 10−8 2.28 1013 −
Bracht et al. (1995) V 1.44 1023 1.23 10−11 1.81 1012

Lerner & Stolwijk (2005) I − − 1.37 1013 −
Lerner & Stolwijk (2005) V 6.95 1022 − 2.58 1012

Zimmermann & Ryssel (1992) I 6.42 1021 3.33 10−9 2.14 1013 5.61 10−20

Zimmermann & Ryssel (1992) V 6.08 1021 3.48 10−10 2.12 1012

Tan & Gösele (1985) I 3.37 1023 6.35 10−11 2.14 1013 8.97 10−24

Tan & Gösele (1985) V 2.06 1023 1.03 10−11 2.12 1012

Wijarankula (1993) I 1.14 1023 9.06 10−11 1.08 1013 −
Wijarankula (1993) V 1.83 1023 8.09 10−11 1.48 1013

Larsen et al. (2001) I 9.71 1020 3.79 10−8 3.68 1013 1.69 10−20

Larsen et al. (2001) V 1.18 1021 4.29 10−9 5.06 1012

Table 4.2: Comparison table for material data (1).
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Refs. I,V H
f
I ,V H

m
I ,V H

r
S

f
I ,V S

r

eV eV eV eV/K eV/K

Sinno et al. (1998) I 4.4 0.937 −1.19 6.48 −12.43
Sinno et al. (1998) V 3.34 0.457 5.94

Kulkarni et al. (2002) I 4.0 0.9 −1.80 0 −12.43
Kulkarni et al. (2002) V 4.0 0.4 0

Falster et al. (2000) I 4.8 0.25 − 0 −
Falster et al. (2000) V 4.6 0.35 0
Bracht et al. (1995) I 3.18 1.77 − 0 −
Bracht et al. (1995) V 2.0 1.8 0

Lerner & Stolwijk (2005) I − − − − −
Lerner & Stolwijk (2005) V 2.44 − −

Zimmermann & Ryssel (1992) I 3.83 0.97 − − −
Zimmermann & Ryssel (1992) V 1.16 2.83 −

Tan & Gösele (1985) I 4.4 0.4 − − −
Tan & Gösele (1985) V 2.0 2 −

Wijarankula (1993) I 3.1 1.86 − − −
Wijarankula (1993) V 1.56 2.84 −
Larsen et al. (2001) I 4.4 0.937 − − −
Larsen et al. (2001) V 3.34 0.457 −

Table 4.3: Comparison table for material data (2).

4.5 Comparison of time-dependent and quasi-steady pre-
dictions

Our simulations show that dynamic effects deeply influence the defect distribution in
CZ Si crystals for two reasons. On the one hand, the interfacedeformation caused by
any change of the operating conditions (pull rate, heater power...) and in particular
the rapid change of interface shape experienced during shouldering directly affect the
thermal gradient above the interface and the resulting interstitial and vacancy densities
through the well-known V/G ratio (cf Section 4.6). On the other hand, since point-
defects are transported while diffusing and reacting, the defect distribution inside the
crystal is a picture of the past history of defect generationand cannot be correctly pre-
dicted by means of a quasi-steady model.
In the present section, various simulation results are detailed to compare time-dependent
and quasi-steady predictions and to illustrate the system sensitivity to the above-
mentioned dynamic effects. In addition, the influence of thematerial parameters gov-
erning point-defect diffusion and recombination are investigated. Defect calculations
were carried out using the model developed by Sinno and Dornberger without thermo-
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diffusion effects. Various numerical experiments have demonstrated the high sensitiv-
ity of the predicted defect distribution to model parameters. Defect results are shown
in Figs. 4.7 to 4.8, depicting the interstitial and vacancy distributions obtained together
with their difference (∆ =CI −CV) as resulting from quasi-steady (Figs. 4.6(a), 4.7(a),
4.8(a)) and time-dependent (Figs. 4.6(b), 4.7(b), 4.8(b))defect simulations. A signifi-
cant difference between quasi-steady and time-dependent results is observed from the
crystal shoulder to about 1.5 to 2 crystal diameters from theshoulder. This difference
is a consequence of a quickly varying heat transfer during and after shouldering, which
directly affects defect formation during these stages. Subsequently the defect distribu-
tion in the top of the crystal is transported upwards withoutmajor changes when the
crystal grows.

4.6 OSF-ring equilibrium of point-defects

Let us refer to E. Dornberger (1998) thesis for a complete discussion about the physical
and computational aspects of this crucial phenomenon termed “OSF”-ring (Oxydation
Stacking Fault) occurring in single crystal growth. Basically, the OSF-ring separates
an interstitial- from a vacancy rich region and its locationis of the utmost importance
from a technological viewpoint. In fact, the location of thering at the crystal rim and
symmetry axis means a crystal filled with vacancies and interstitials only, respectively,
whereas its location at the crystal half radius means two zones well separated by a ring
of a certain radius such that in its interior no point-defects survive anymore. Moreover,
it is observed that its location is only dependent on the ratio between V, the pulling
rate, and G, the interface thermal gradient. In fact, the 1D asymptotic analysis, as
presented in Section 4.3.2, is precisely aimed at the determination of V/G as a function
of the material physical data (such as formation enthalpiesetc.). We will propose a
contribution to this question in Section 4.6.2 & 4.6.3.

i. As equilibrium interstitial and vacancy concentrationsdecrease exponentially
with temperature, recombination will be enhanced in regions where the tem-
perature gradient is steep. Due to heat lost (predominantlyby radiation), high
temperature gradient are found near the solidification interface at the crystal ex-
ternal surface. Moreover, since recombination balances diffusion in this “inner
region” (see Section 4.3.6), it results that

DI −DV = Dm
I −Dm

V +o(1)τ ′′(ε → 0) > 0,

and hence interstitials are expected to be the dominating species near the exter-
nal boundary, whereas vacancy domination is expected in thecrystal centre.
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ii. Moreover, increasing the pulling rate will increase therelative effect of transport
w.r.t. diffusion and hence create favorable conditions forvacancy domination.
Moreover, the growth speed (ie the axial velocity of a material point w.r.t. the
solidification front) is higher at the crystal center, sincethe interface is curved,
creating a vacancy-rich region.

4.6.1 The Sinno-Dornberger model

Let us recall that all point-defect models can be written in the form of a pair of evolu-
tion equations,

DCK/Dt =−∇ ·JK−KIV (CICV −Ceq
I Ceq

V ), (4.6.1)

where subscriptK stands forI or V to indicate self-interstitials or vacancies, respec-
tively, Ceq

K denotes the corresponding equilibrium concentrations,KIV is the kinetic
coefficient associated with the Frenkel recombination mechanism, symbols∇ and
D/DT = ∂/∂ t +V∂/∂z denote the gradient and material derivation operators (with z
indicating the vertical direction), andJK stands for the interstitial or vacancy diffusion
flux:

JK =−DK∇CK− (CKDKQ∗∗K /kbT2)∇T, (4.6.2)

with DK , T, andkb denoting the Fickian diffusion coefficients, absolute tempera-
ture, and Boltzmann constant (8.61 10−5eV/K), respectively, whileQ∗∗K stands for
the so-called reduced heats of transport associated with interstitial or vacancy thermo-
diffusion (or thermal drift as introduced in Section 4.7). Boundary conditions are of
two kinds. Along the solidification interface, equilibriumconcentrations are imposed,
while the concentration normal fluxes are set to zero along the crystal wall (equilib-
rium concentrations should normally be imposed in this latter case in order to account
for the Schottky defect generation mechanism; however thiswill generate unaccept-
ably thin and sharp concentration boundary layers along thecrystal wall, and hence
this effect is here neglected without significant loss of accuracy in the remaining do-
main). To facilitate model comparisons, it is of the utmost importance to use an unam-
biguous expression of the coefficientsCeq

K , DK , andKIV as a function of temperature.
Therefore, we write

CK = Cm
K exp[−

H
f
K

kbTm
(
Tm

T
−1)+S

f
K(1−

T
Tm

)(
Tm

T
−1)], (4.6.3)

DK = Dm
K exp[−

H
m
K

kbTm
(
Tm

T
−1)], (4.6.4)

KIV = kIV ;Tm

DI +DV

Dm
I +Dm

V
exp[−

H
r
K

kbTm

Tm

T
−1)+S

r
K(1−

T
Tm

)(
Tm

T
−1)], (4.6.5)
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where H
f
K , H

m
K , and H

r
K are effective formation, migration, or recombination en-

thalpies,S
f
K andS

r
K denote 2nd-order effective formation or recombination entropies,

while Cm
K , Dm

K , andkIV ;Tm stand for the values ofCeq
K , DK , andKIV at the melting tem-

peratureTm (1685 [K]). Both entropic and enthalpic effects are taken into account in
the definition of these coefficients. This approach is devoted to possibly provide 2nd-
order expansions ofCeq

K andKIV aroundTm, in such a way that most available models
can be exactly expressed. In particular, the S-D model writes as:

H
f
I = 4.4 eV, H

f
V = 3.34eV,

S
f
I = 6.48eV/kbTm, S

f
V = 5.94eV/kbTm,

Cm
I = 9.71 1014 cm−3, Cm

V = 1.18 1015 cm−3,

H
m
I = 0.937eV, H

m
V = 0.457eV,

Dm
I = 3.79 10−4 cm2/s, Dm

V = 4.28 10−5 cm2/s,

H
r
=−1.194eV, S

r
=−12.43eV/kbTm,

Q∗∗I = 0, Q∗∗V = 0.

A key reason for the success of the S-D model is that it provides good estimates of
the Oxygen Stacking Fault (OSF) ring location in Si crystals. The latter is generally
assumed to be adjacent to the surface separating interstitial- and vacancy-rich regions
(Tan and Gösele, 1985; von Ammon et al., 1995; Dornberger & von Ammon, 1996;
Dornberger, 1998) and plays a major role to grow defect-freecrystals (Falster et al.,
2000; Voronkov & Falster, 2002). In fact, the good predictive quality of the S-D
model can be explained by its agreement with the V/G criterion initially proposed by
Voronkov (1982), which states that theCI =CV surface is approximately located at the
radial distance from the axis where the ratio of the pulling rate over the thermal gradi-
ent G (as measured just above the solidification front) has a critical value(V/G)crit :

V/G = (V/G)crit . (4.6.6)

Estimations of(V/G)crit were provided by Dornberger and co-authors (von Ammon et
al., 1995; Dornberger & von Ammon, 1996; Dornberger, 1998))from a combination
of experimental measurements and numerical simulations. As it was further explained
by Sinno et al. (1998) by means of an asymptotic analysis of the behaviour of point-
defects just after solidification,(V/G)crit can be linked to the point-defect governing
parameters by the following relationship:

(V/G)crit =
Cm

I Dm
I (H

f
I −Q∗∗I )−Cm

V Dm
V (H

f
V −Q∗∗V )

kbT2
m(Cm

V −Cm
I )

. (4.6.7)

Variants of the S-D model have been proposed by Voronkov, Falster and co-authors
(Voronkov & Falster, 2002; Falster et al., 2000), all respecting the V/G criterion with
a slight modification of Eq. (4.6.7).
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4.6.2 The Voronkov and Sinno simplified models

Voronkov formula. After showing how the type and concentration of the remaining
defect (interstitials or vacancies) depend on the ratio of the pull rate V and the
temperature gradient at the solidification interface G, Voronkov (1982) proposed
in the beginning of the 80ies a criterion to determine the so-calledcritical pull
rate at which the type of the dominating defect will change. In addition to the
two basic assumptions of infinite recombination rate and equilibrium concentra-
tions at the solidification front (CI = Cm

I andCV = Cm
V ), Voronkov also assumes

thatCI andCV are proportional toe−z/L and thatDI andDV are constant. Then,
by Eqs. (4.3.1)-(4.3.2),

V∆ = DI ∂zCI −DV∂zCV =−
1
L

(DICI −DVCV) ,

it immediately follows (Voronkov, 1982) from Eq. (4.3.29) that

[
V
G

]crit
VOR1 =

H IV

kbT2
m

DICm
I0−DVCm

V0

Cm
V0−Cm

I0
. (4.6.8)

A variant of this formula includes thermodiffusion and writes as (Voronkov &
Falster, 2002)

[
V
G

]crit
VOR2 =

DICm
I0

(
H IV −Q∗∗I

)
−DVCm

V0

(
H IV −Q∗∗V

)

kbT2
m

(
Cm

V0−Cm
I0

) . (4.6.9)

The authors here postulate thatCI andCV are proportional to the square root of
CICV = Ceq

I Ceq
V .

Sinno-Dornberger formula. In this paper (Sinno et al, 1998), a 0-order matched
asymptotic analysis is done for the inner and outer regions,but here, contrar-
ily to Section 4.3.2 it is assumed thatγ̃ = 1, and it is postulated thatCI andCV

are proportional toe−p′I τ ande−p′Vτ , respectively, where the effective dimen-
sionless enthalpies of formation for the actual concentrations profilesp′I andp′V

are unknown in general and usually approximated by
H

f
I

H
f
I +H

f
V

and
H

f
V

H
f
I +H

f
V

,

in such a way that the resulting formula writes as

[
V
G

]crit
SD =

(

H
f
I −Q∗∗I

)

Dm
I Cm

I0−
(

H
f
V −Q∗∗V

)

Dm
VCm

V0

kbT2
m

(
Cm

V0−Cm
I0

) . (4.6.10)
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4.6.3 Computation of the V/G criterion

Referring to Section 4.3.2, the V/G criterion involves a vanishing value of∆′∞0 . There-
fore by the preceding analysis the inner solution does not create a significant first-order
correction of the outer solution, and neither does the far-field solution, which consists,
up to the first-order, of frozen values of the interstitials and vacancies concentrations4.
Eq. (4.3.51) will be rewritten in terms of the variableξ , as given by Eq. (4.3.19) and
by the relation

2
d
dτ

CI ,V =
d
dτ

(

±∆ +
(
∆2 +4Π

)1/2
)

= 2Πeq1/2
Tm

(

∓ξ +
(
ξ 2 +e−τ)1/2

)(

−
1
2
∓
(
ξ 2+e−τ)−1/2 dξ

dτ

)

.

Therefore, Eq. (4.3.51) with∆′∞0 = 0 is written as

4PeT

γ̃
ξ = dI exp(−pI τ)

(

−ξ +
(
ξ 2 +e−τ)1/2

)
(

1−2qI +
2

(ξ 2 +e−τ)
1/2

dξ
dτ

)

− dV exp(−pVτ)
(

ξ +
(
ξ 2 +e−τ)1/2

)
(

1−2qV−
2

(ξ 2 +e−τ)1/2

dξ
dτ

)

.

(4.6.11)

Exact value by means of a numerical integration of the V/G equation

With no restrictive assumption on the concentrations gradients at the solid-liquid in-
terface (in fact only the mass action law Eq. (4.2.11) is satisfied above the interface),
and in terms of the non-dimensional variable u defined asξ := sinhu, Eq. (4.6.11)
re-writes as

0 =−
C
γ̃

sinhu + dI exp(−pI τ)exp(−u)

(

1−2qI +2
du
dτ

)

(4.6.12)

− dV exp(−pVτ)expu

(

1−2qV−2
du
dτ

)

,

or, written as an ODE, as

du
dτ

= f (τ,u;C), (4.6.13)

4The first and second order analysis have been performed, but not reported in Section 4.3.2, since they
did not bring any relevant information.
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where

f (τ,u;C) =

C
γ̃ sinhu− (dI exp(−pI τ)exp(−u)(1−2qI)−dV exp(−pVτ)expu(1−2qV))

2(dI exp(−pI τ)exp(−u)+dV exp(−pVτ)expu)
.

Since its denominator vanishes asτ → 0, while its numerator tends toCγ̃ sinhu, Eq.
(4.6.13) has no solution except u=0 for some critical valueCcrit of C which turns out to

determine the sign of
du
dτ

. By a numerical resolution of this ODE with a relative error

limited to 10−14 and values taken from the test model computed in Section 4.7.2, the
following critical value estimate is found (let us recall that the V/G ratio is expressed
in [cm2/Kmin]):

1.281 10−3≤ [
V
G

]crit
exact;T M ≤ 1.282 10−3, (4.6.14)

while using the values taken from Sinno and Dornberger model(as given in Tables 4.2
& 4.3 and recalled in Section 4.6.1) would rather give the estimate:

1.395 10−3≤ [
V
G

]crit
exact;SD≤ 1.400 10−3. (4.6.15)

Approximation formula for the V/G criterion

The slope of the solution at the origin writes as

p :=
du
dτ

(0) =
Cξm+dV expum(1−2qV)−dI exp(−um)(1−2qI)

2(dI exp(−um)+dV expum)
, (4.6.16)

while the particularτ = τas for whichu(τas) = (d/dτ)u(τas) = 0 reads

τas =−
2sinh−1 ξm(dI exp(−um)+dV expum)

Cξm+dV expum(1−2qV)−dI exp(−um)(1−2qI)
,

in such a way thatdI exp(−pI τas)(1−2qI) = dV exp(−pVτas)(1−2qV) and hence that

ln dI (1−2qI )
dV(1−2qV) = (pI − pV)τas and

C =
2Π1/2

m [dV expum(1−2qV)−dI exp(−um)(1−2qI)]

∆m
+

2Π1/2
m Λ(pI − pV)

∆m ln dI (1−2qI )
dV (1−2qV)

,

where the subscriptm indicates thatT = Tm and whereΛ := 2(dI exp(−ξm)+dV expξm)
sinh−1 ξm. According to the data values tables,ξm = 2.41 10−2 << 1 for the test
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model andξm = 9.76 10−2 << 1 for the Sinno-Dornberger model in such a way that
um≃ sinh−1 ξm andΛ will hence be approximated byξmand 2ξm, respectively. There-
fore, the approximate formula brought by our scaling analysis writes as

[
V
G

]crit
approx=

H
f
IV (Dm

V expξm(1−2qV)−Dm
I exp(−ξm)(1−2qI)

2kbT2
mξm

+ εm

where the correction termεm writes as

εm =
Λ(pI − pV)H

f
IV (Dm

I +Dm
V )

ξm ln dI (1−2qI )
dV(1−2qV)kbT2

m

.

According to the data values table, we find the approximate value

[
V
G

]crit
approx;TM = 1.3 10−3+1.69 10−4 = 1.469 10−3,

for the test model and

[
V
G

]crit
approx;SD = 1.4 10−3−2.16 10−4 = 1.184 10−3

for the Sinno-Dornberger model. We recall that the "semi-experimental" (the tempera-
ture gradient is given by simulations) critical value readsas (Dornberger, 1998; Sinno
et al., 1998)

[
V
G

]crit
pseudo−exp= 1.34 10−3 (cm2/Kmin),

while, according to an “improved formula” of Sinno et al. (1998),

[
V
G

]crit
SD =

Cm
I Dm

I H
f
I −Cm

V Dm
VH

f
V

kbT2
m(Cm

V −Cm
I )

.

the related theoretical value reads[
V
G

]crit
SD = 1.38 10−3.

4.7 The influence of thermo-diffusion

4.7.1 Discussion and modification of the S-D model

A major drawback of the S-D model and its variants comes from the strong discrep-
ancy between the model diffusion coefficients and their experimental counterparts as
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proposed in the literature by Stolwijk, Bracht, and other authors (Lerner and Solwijk,
2005; Bracht et al., 1995; Zimmermann & Ryssel, 1992; Tan & Gösele, 1985). In
fact these values are between one and two orders of magnitudehigher than in the S-D
model. Therefore a major objective should be to reconcile both approaches. To achieve
this goal, let us first remark that the S-D model assumes 0 values for the reduced heats
of transportQ∗∗K (K = I ,V) as a consequence of complete lack of experimental data for
these material parameters. However it is clear that thermo-diffusion can significantly
affect the point-defect evolution. Indeed, puttingQ∗∗K in the form

Q∗∗K = rKH
f
K , (4.7.1)

whererK stands for positive or negative dimensionless coefficientswhose absolute
value is normally strictly lower than 1 for physical reasons(Philibert, 1988; Schall,
1983), Fig. 4.10 shows how modifyingQ∗∗I throughrI will affect the S-D model
predictions. Starting from this model, the influence ofQ∗∗V shows to be much lower
sinceCm

V Dm
V is one order of magnitude lower thanCm

I Dm
I in Eq. (4.6.7).

4.7.2 An attempt to reconcile experimental defect diffusion coeffi-
cients with the V/G criterion

Now the following path has been followed to test the effect ofnew diffusion and equi-
librium concentration coefficients for the modelling of defect evolution in Si crystals:

• With rI = 1 andrV =−1 the numerator of Eq. (4.6.7) reaches its highest value
without requiring any change of the experimentally well-known self-diffusion
coefficientsCm

I Dm
I andCm

V Dm
V (Bracht et al.,1995).

• The coefficientH
m
I is taken from Sinno et al. (1998), whileH

f
I is adapted to

agree with the maximal experimental value ofH
f
I +H

m
I (Bracht et al.,1995).

• The coefficientCm
I is selected as the maximal experimental value proposed by

Bracht et al. (1995).

• The coefficientCm
V is adapted to keep the right-hand side of Eq. (4.6.7) equal to

the effective value provided by the S-D model ((V/G)crit = 1.71 10−3 cm2

min ).

• The coefficientH
f
V is adapted to agree with the experimental values of Lerner

and Stolwijk (2005) forCeq
V .

• All the other parameters of the S-D model are kept unchanged.



Conclusive remarks 195

Accordingly the test-model writes as follows:

H
f
I = 4.283eV, H

f
V = 1.57eV,

S
f
I = 0, S

f
V = 0,

Cm
I = 9.52 1015 cm−3, Cm

V = 9.99 1015 cm−3,

H
m
I = 0.937eV, H

m
V = 2.23eV,

Dm
I = 3.92 10−5 cm2/s, Dm

V = 5.06 10−6 cm2/s,

H
r
=−1.194eV, S

r
=−12.43 eV/kbTm,

Q∗∗I = 4.283eV, Q∗∗V =−1.57eV.

Typical results are depicted in Fig. 4.11. Comparison between theCI −CV predictions
obtained from the test-model and the S-D model shows that, although the OSF ring is
nearly located at the same radial position for both models asexpected, the test-model
exhibits a much stronger interstitial concentration gradient near the crystal wall and a
much more complex transient behaviour during and after conical growth and shoul-
dering. Further numerical experiments are currently carried out in order to investigate
and improve the model behaviour.

4.8 Conclusive remarks

Much work remains necessary to determine the complete set ofmaterial parameters
governing the formation, diffusion and transport of point-defects in Si growth. For
the particular model here tested, extreme (and hence normally non-physical (Philib-
ert, 1988; Ebe, 1999; Schaal, 1983; Sinno et al., 1998) values have been selected for
the reduced heats of transport in order to highlight their possibly non-negligible role.
More realistic coefficients should be considered to achievethe construction of a def-
inite model. Nevertheless the present study shows that the contradiction between the
high experimental point-defect diffusion coefficients available in the literature (Lerner
& Stolwijk, 2005; Bracht et al. 1995; Zimmermann & Ryssel, 1992: Tan & Gösele,
1985; Wijaranakula, 1983), on the one hand, and the key and unquestionable V/G cri-
terion (Voronkov, 1982; Dornberger & von Ammon, 1996; Dornberger, 1998; Sinno
et al., 1998, 2000; Voronkov & Falster, 2002), on the other hand, can be removed or
at least strongly alleviated. It should also be observed that performing accurate time-
dependent heat transfer simulations opens the door to analyzing the defect distribution
at the crystal extremities, as governed by the complex transients acting in the begin-
ning or the end of the growth process, and hence can provide a very accurate model
validation tool (see Figs. 4.8(a)-4.11).
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Figure 4.6: Predicted interstitial distribution with quasi-steady (a) and time-dependent
(b) defect simulations.
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Figure 4.7: Predicted vacancy distribution with quasi-steady (a) and time-dependent
(b) defect simulations.
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Figure 4.8: Predicted defect difference (CI−CV) distribution with quasi-steady (a) and
time-dependent (b) defect simulations.
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distribution. All the other material parameters are the same as in the S-D model. The
CI −CV = 0 isoline is in bold. Same growth conditions as in Fig. 4.8(a).



200 Dynamic prediction of point-defect formation in silicon crystals

r/R

H
/R

0 0.5 1
0

1

2

3

4

5

6

0 0.5 1
0

1

2

3

4

5

6

21
20.8
20.6
20.4
20.2
20
19.8
19.6
19.4
19.2
19

ci [1/m³]
S-D

r/R

H
/R

0 0.5 1
0

1

2

3

4

5

6

0 0.5 1
0

1

2

3

4

5

6

10
9
8
7
6
5
4
3
2
1
0

-1
-2
-3
-4

ci-cv
[1E+20/m³]

S-D

Figure 4.11: Comparison of the test- and S-D model predictions. Distributions of
CI (left) of CI −CV (right) under the same growth conditions as in Fig. 4.8(a). The
CI −CV = 0 isoline is in bold. At the height H=2R the OSF ring location differs in the
two solutions by 1 mm.



Part IV

Conclusions





203

The original scope of this thesis was the obtention of a complete defect model for semi-
conductor single crystals, with a view to providing a detailed picture of the growth of
silicon and germanium crystals, for instance. In the crystal growth community, it is
known for more than 40 years that silicon can be grown nearly without dislocations.
In particular, if the growth speed is high enough, the process will rise to vacancy-
rich crystals where the dominating defect is formed by micro-voids. However, since
in comparison interstitial-rich crystals are of higher quality, but require to be grown
slower, there is a fundamental interest for dislocation models because interstitial-rich
conditions are known to cause the formation of dislocation loops in most of the crys-
tal. On the other hand, considering materials such as III-V compounds, halides, and in
particular gallium arsenide and indium phosphide, which exhibit very undesirable and
resistant dislocations, there is a major need for the development of a complete defect
model that could be applied to a large variety of single-crystals.
By complete model it is here intended a model describing the laws governing the cre-
ation, transport, diffusion and transformation of the different point defect species into
each other. These defect species are basically of four kinds: (i) intrinsic point-defects
including interstitials and vacancies, (ii) extrinsic point-defects including dopants and
impurities, (iii) micro-voids, and (iv) dislocations loops or lines. Let us emphasise that
all the mechanisms governing these defects are strongly coupled with the temperature
evolution in the crystal, as illustrated for instance by theexponential Arrhenius-type
laws governing several types of material coefficients, or bythe existence of a thermal
contribution to self-diffusion. As a first key application,let us recall that, nowadays,
so-called “perfect silicon” is seeked, in the sense of an ultra-pure, defect-free crystal.
To this end, the growth is performed by keeping the OSF-ring inside the crystal, form-
ing an annulus which, since there is equilibrium between interstitials and vacancies
in this zone, is therefore free of defects, while away from the ring the point-defect
densities remain low.
This thesis has provided several contributions to the the field of perfect silicon growth.
Firstly, a time-dependent point-defect model, that is, a coupled system of equations
governing the transport-diffusion-recombination of interstitials and vacancies, and re-
lying on a thermal model of the crystal solid and liquid phases has been developed.
This defect module is now part of the FEMAG software for crystal growth simula-
tion and is used by several research groups and customers around the world (Taiwan,
Japan, Korea, Germany, Czech Republic, USA...). In the meantime, a model for mi-
crovoids has been developed by the FEMAG team, as an extension of the previous
model and including nucleation and growth of vacancy agglomerate. Let us remark
that practical implementation of this additional model will not suffer from the diffi-
culties encountered for the PD model, since nucleation occurs at a lower temperature
and the material data should be easier to determine. In fact,the second contribution
of this thesis in the field of PD modelling has been to point outthe present lack of
knowledge in the determination of silicon point-defect material parameters, especially
at high temperature, and to discuss the unclear role of thermo-diffusion which, when
considered as a non-negligible effect, facilitates the obtention of a material data set
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differing from the conventional one by 1 or 2 orders of magnitude but agreeing much
better with experimental measurements. Finally, our last contribution has been to point
out that the conventional asymptotic analysis of the simplified 1D point-defect model
is not complete, for several reasons, including the treatment of the far-field and the
crystal lateral boundary layer. A correct far-field analysis is surely needed for the mi-
crodefect model, while the determination of an improved lateral boundary condition
is also needed (originally for accounting for thermo-diffusion, but also to provide par-
ticular conditions for inner, outer and far-field zones in the growing crystal when a 2D
analysis is performed). Moreover, an improved asymptotic analysis should probably
include more than the sole Damkohler non-dimensional number, and the related cru-
cial V/G formula, as devoted to determine the OSF-ring location as a function of the
pulling rate, should accordingly be refined.

Our contribution to the field of dislocation modelling has been restricted to the static,
geometric analysis of 2D and 3D dislocations, and has consisted in revisiting and re-
stating a theory which emerged in the 50ies and whose major contributor is in our
opinion Ekkehart Kröner. In fact, we have developed a 2D theory, and accordingly a
3D extension, to analyse dislocated single crystals at the meso-scale by combining a
distributional approach with multivalued kinematic fields. The distributions are basi-
cally concentrated along the defect lines, which in turn form the branching lines of the
multivalued fields. As a consequence of this analysis, a basic theorem relating the in-
compatibility tensor (as derived from the deformation field) to the Frank and Burgers
vectors of the defect line has been established. This theoryprovides a framework for
the homogenisation of the medium properties from meso- to macro-scale. In particular
the macroscopic dislocation density is defined without stipulating an a-priori distor-
sion decomposition into elastic an plastic parts (which does not exist, actually). The
classical relationship between Bravais distortion and dislocation densities, instead of
being a definition, now appears as a result taking its origin from the meso-scale analy-
sis. Moreover, the 3D extension has provided new formulas for non-rectilinear defect
lines, which remain to be homogenised from meso- to macroscale.

It is very surprising to observe that this geometric analysis has many conceptual links
to other fields of physics. Let us here as an example mention the analogy between
the presence of defects in an otherwise perfect lattice (creating curvature by the pres-
ence of point-defects and torsion by the presence of dislocations and disclinations) and
the gravitation of massive bodies in the universe. As a second example the following
analogy between elastostatics in the presence of defects and magnetostatics has been
pointed out by Kröner (1981):
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magnetostatics elastostatics
divB=0 divσ=0
rotH=j inc E =η
B=µ ·H σ=c:E

E magn. = 1
2B·H E elast. = 1

2σ : E ,

whereB andH are the magnetic induction and field, respectively, whileµ andc are

the magnetic permeability and elastic tensor, respectively. Let us emphasise that, al-
though the same kind of conservation laws and gauge structure properties are observed
in magneto- and elastostatics, the latter exhibits tensor of a higher tensorial order, and
hence a much higher number of independent variables. In thisrespect, some authors
(cf eg Kleinert (1989)) propose a theory of dislocations relating to the theories of vor-
tex lines, using for instance the Ginsburgh & Landau model.

Let us now raise the question of the number of unknown fields ina global defect
model (in the absence of disclinations), and verify that such a system can be closed
by choosing appropriate constitutive laws. Let us recall that the Christoffel symbols,
whose various combinations define torsion and curvature, and hence the dislocation,
disclination, intrinsic and extrinsic point-defect densities, exhibit 27 independent com-
ponents, which are all function of position and time. On the other hand, a closed PD
model involves 2 defect densities. Moreover, a dislocationmodel will involve 6 un-
known strain (or stress) components and 9 dislocation density components. Finally
the temperature field is the last unknown. The PD model is closed as explained in
Section 4 by 2 coupled evolution equations. The dislocationproblem, in turn, shows
3 zero divergence conditions for the stress and the dislocation density, and 3 (differen-
tially independent) incompatibility conditions (i.e. the“ incE = curlκ” relations), to
which a constitutive law for the skew-symmetric part of the dislocation density might
be added, in order to provide 15 equations. The energy equation provides the last
equation. Therefore the system is apparently closed.

In a near future a first version of such a global model will be constructed and tested,
but the lack of experimental data for the material parameters will remain the hardest
obstacle for the obtention of a complete and indisputable model.
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