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Abstract 

In case of exceptional floods induced by the failure of a dam or flood-
defence structure, huge amounts of sediments may be eroded. This results in 
large-scale modifications of the valley morphology and drastically increases 
the resulting damages to mankind and infrastructure. 

The objective of the present research is to advance the understanding of 
sediment erosion and transport under dam-break flows. For such highly 
erosive and transient floods, it seems crucial to account explicitly for 
sediment inertia, and therefore traditional modelling approaches based on 
“clear-water” flood routing supplemented with some “passive” sediment 
transport predictor are largely inappropriate. The present approach relies on 
a two-layer idealisation of the flow behaviour. Separating a clear-water flow 
region from the underlying sediment bed, the transported sediments are 
confined in a flow layer of finite thickness, endowed with its proper inertia, 
density and velocity. In addition, the thesis pinpoints granular dilatancy as 
being an essential mechanism of interaction between this “sheet-flow” layer, 
the bed substrate and the upper clear-water layer. When passing from a 
solid-like to a fluid-like behaviour as they are entrained by the flow, the 
eroded sediment grains dilate along the vertical, and this dilation generates 
vertical exchanges of mass and momentum between the flow layers that 
should also be accounted for. 

The thesis proceeds first with experimental investigations. Laboratory dam-
break waves have been reproduced in a dedicated flume, exploring different 
bed configurations and sediment densities. Digital imaging observations are 
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used to support the proposed phenomenological description of the flow. 
Within a shallow-water framework, theoretical and numerical endeavours 
are then developed to investigate the implications on the flow dynamics of 
the two essential contributions of the proposed description, i.e. the two-layer 
flow behaviour, and the effects of granular dilatancy. 
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Chapter 1 

Introduction 

In a number of ancient and recent catastrophes, floods have induced severe 
soil movements in various forms. A variety of natural hazards involve the 
movement of bulked solid-liquid mixtures. They differ in triggering 
mechanisms, flow characteristics and sediment properties. Examples range 
from stony debris surges in steep torrents (Iverson 1997) or glacial-lake 
outburst floods (Kershaw et al., 2005; Roberts et al., 2003), to mudflows and 
lahars (Waythomas 2001) or submarine landslides (Hampton, 1996). The 
present research examines the case of geomorphic floods induced by the 
failure of a dam, dyke or flood-defence structure. 

A strong example of well-documented recent catastrophe from a dyke failure 
is the flood in the Saguenay region of Quebec in July 1996. The failure of a 
dike at Lake Ha! Ha! resulted in a complete reshaping of the 35 kilometres 
of the downstream valley leading to the Ha!Ha! Bay (Figs. 1.1 and 1.2). 
Geomorphic changes included a newly scoured lake outlet, alternate reaches 
of intense erosion (down to 20 m in some reaches) and widespread 
deposition, a large-scale channel avulsion, and major channel widening 
(locally up to 700 %) (Brooks and Lawrence, 1999; Lapointe et al., 1998; 
Capart, Spinewine et al., submitted). 
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(a) (b)

Ha! Ha! Bay

Lake Ha! Ha!

Photos: G.R. Brooks, GSC.  

Figure 1.1. Helicopter views of the geomorphic impacts of 1996 Lake 
Ha! Ha! dam-break flood: (a) breached dyke and drained Lake Ha! Ha! 
(original dyke shown in white); (b) major widening in the lower reaches 
of Ha! Ha! river. 

(b)(a)

 

Figure 1.2. Downstream view of the geomorphic impacts at Chute-à-Perrons 
large scale avulsion: (a) before; (b) after the flood. Topography 
reconstructed based on pre- and post-flood DTMs kindly provided by 
INRS-Eau, University of Quebec (see Capart, Spinewine et al., 
submitted). Channel cross-sections superimposed in black are distant of 
100 m each. Vertical scale is distorted. 
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Even when they involve comparatively small volumes of material, 
geomorphic interactions can lead to severe consequences because of 
localized changes or adverse secondary effects. In the 1980 Pollalie Creek 
event, Oregon, the material entrained by a debris flow deposited in a 
downstream reach, forming a temporary dam that ultimately failed and 
caused severe flooding (Gallino and Pierson, 1985). A similar case was 
recorded for the Lawn Lake dam failure along the Roaring River, Colorado 
(Jarrett and Costa 1993). Another cascade of events was that of the 1996 
Biescas flood, Spain, where a series of flood-control dams failed (Benito et 
al., 1998). 

Since by nature, such geomorphic floods are not frequent and usually not 
very well documented, laboratory experiments offer an interesting 
complement to the analysis of real catastrophes. They provide idealized 
clear-cut situations and allow to investigate the mechanisms of sediment 
entrainment and movement in very intense and transient conditions, far from 
the uniform conditions for which traditional sediment transport theories have 
originally been developed. They may also serve as a basis for the first stage 
of validation of numerical models, in view of applying them to large real-life 
situations at a later stage, e.g. in the framework of risk assessment studies. 

The preparation and realization of such an experimental investigation of 
dam-break waves over movable beds is the topic of Chapter 2. A new flume 
was designed for this purpose, based on experience gathered from previous 
laboratory tests, with the objective to provide initial conditions that approach 
as precisely as possible the idealization of an instantaneous dam collapse. 
Experiments were carried out for a range of initial bed configurations, 
obtained by changing the upstream and downstream levels of bed and water, 
and for two distinct granular materials (sand and PVC pellets), differing in 
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density and grain size. A precise characterisation of the observed wave was 
obtained by digital imaging through the transparent flume sidewalls. Besides 
the evolution of the free surface and bed levels, particle-tracking techniques 
were used to identify and track the movement of neutrally-buoyant tracers 
dispersed in the water and of the individual sediment grains themselves. 

The remainder of the thesis then builds a theoretical framework for the 
simulation of dam-break induced geomorphic floods. The experiments are 
utilized both at the initial and final stages of the process, at first for 
motivating and supporting the proposed flow description and in the end for 
validating the resulting numerical model by comparing its predictions with 
experimental observations. 

Available theories in open-channel hydraulics allow to deal reasonably well 
with two types of flow: alluvial flows on one hand, and transient flows with 
rigid boundaries on the other. Alluvial geomorphic flows are such that the 
bed geometry evolves under the flow action, but with a sediment load small 
enough to play no dynamic role. The transported sediments can be treated 
barely as a passive tracer, and it is sufficient to handle the relation between 
solid transport and pure water hydrodynamics. Studies of this type are 
currently restricted to slowly evolving flows. On the other hand, it is now 
possible to deal with debris flows and rapid transients involving water, dry 
grains, or liquid-granular mixtures of complex rheology, as long as these 
flows take place in fixed geometries. 

The problem with dam-break induced geomorphic flows is that they 
combine the difficulties of these two types of flow. They involve such rapid 
changes and intense rates of transport that the granular component plays an 
active role in the flow dynamics, and that inertia exchanges between the bed 
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and the flow become significant (Capart, 2000). Under the heavy attack of 
rushing waters, the eroded sediments are fluidised and join the flow in the 
form of a heavier liquid-granular mixture, which may fill a substantial 
portion of the flow depth. The behaviour of this mixture, similar to debris-
flows, can significantly affect the flow dynamics, in such a way that 
traditional, purely hydrodynamic modelling approaches may substantially 
fail to simulate the flow correctly. 

To account for sediment inertia while still adopting relatively simple 
assumptions, Capart (2000) proposed to tackle the problem by using an 
extended shallow-water description: the flow is divided into three separate 
layers, namely the motionless sediment bed substrate and two flowing 
layers: a pure-water layer, and a transport layer of finite thickness, or sheet-
flow layer, formed by a mixture of water and sediments globally behaving as 
a fluid of larger density. The layers are separated by sharp interfaces, and the 
erosion of the sediment bed is viewed as a phase change of the bed material, 
undergoing a transition from solid-like to fluid-like behaviour as it is 
entrained by the flow. His approach further assumed that water and moving 
grains moved at one and the same velocity, and that the eroded sediments 
were set in motion at the same granular packing as in the bed, so that the 
density of the flowing sediment mixture is essentially assumed equal to that 
of the saturated bed. Notwithstanding those simplifying assumptions, the 
description was found to adequately capture some major features of the flow. 

The main contribution of the present thesis is to show that, departing from 
this idealized flow structure, a number of assumptions may be relaxed 
without making the resulting description intractable, but yielding new 
insights into the mechanisms of sediment erosion and bulking into the flow. 
In particular, two major extensions are examined, which consist in allowing 
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the two flowing layers to move at distinct velocities, and in considering the 
effect of granular dilatancy associated with erosion. A detailed inspection of 
their implications on dam-break wave modelling under a two-layer, shallow-
water framework forms the core of chapters 3 and 4 of the thesis, 
respectively. 

In Chapter 3, the two-layer flow analogy will be pushed to its limits, by 
considering a full portion of the granular bed to be instantaneously and 
permanently fluidised. The conditions are thus basically those of a dam-
break of a “light” fluid propagating over a substrate made of a “heavy” fluid. 
At this point, no account is made for the possible change of state of the 
granular material, passing from a solid-like to a fluid-like behaviour or vice 
versa. This simplified description, however, will allow to evidence some 
essential characteristics of a two-layer shallow water framework, and to 
investigate its behaviour in dam-break conditions. In particular, the chapter 
will devote a substantial part to examine the influence of the density of the 
“heavy” fluid on the wave structure, and the implications of allowing the two 
layers to flow at distinct velocities. Numerical simulations pursued until 
convergence will reveal the existence of self-similar solutions, with the 
emergence of a peculiar wave pattern that does not seem to have been 
examined before, and that is referred to as the “Ritter pinch-off”. 
Considerations will be made about the range of flow conditions possibly 
leading to the emergence of instabilities at the interface between the layers. 

Limitations of the above highly simplified approach are then highlighted, the 
most prominent being the absence of any physical argument for determining 
when, and to which extent, the granular material may be fluidised and 
incorporated in the flow, thus behaving as a fluid rather than as a solid-like 
granular skeleton. Chapter 4, forming the core of the thesis, precisely deals 
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with this issue. It is devoted to the derivation and testing of an original set of 
equations governing vertical exchanges between the bed and the flow. A 
sharp view of the evolving bed profile is adopted (Capart, 2000), by which 
erosion or deposition results from a downward or upward displacement of 
the interface separating the solid-like bed from the fluid-like moving 
sediment mixture. A major contribution of the proposed description, as 
opposed to former formulations (Capart, 2000; Fraccarollo and Capart, 
2002), is to account for the effect of granular dilatancy associated with 
erosion. It relies on the postulate that the mobilisation of bed material is 
associated with an expansion of the granular matrix so that the volumetric 
sediment concentration in the moving layer, though still assumed constant in 
time, is lower than in the static bed. The importance of incorporating such a 
mechanism will be motivated on the basis of experimental observations. Its 
various implications on the flow dynamics are then discussed. In particular, 
dilatation of eroded sediment grains incorporated in the sheet-flow layer 
comes with an associated transfer of water from the top clear-water layer, 
required to “fill the gaps” and counterbalance the deficit in interstitial water 
created within the sheet flow. Momentum transfer results also, and if the 
layer velocities are distinct, usually greater in the clear-water layer than in 
the sheet flow, this may boost up the velocity of the sheet-flow. It is 
demonstrated that granular dilatancy provides an important mechanism of 
coupling between the two flow layers, which may be even more significant 
than friction for the highly transient flows like the geomorphic dam-break 
waves under study. 

Ultimately, in Chapter 5 the behaviour of laboratory dam-break waves is 
investigated for cases where the bed profile exhibits a level discontinuity 
across the dam. This may for example provide a rough analogue to the 
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configuration of a reservoir that has been partially filled with sediments 
which may be re-mobilized upon failure of the dam and drainage of the lake. 
In the experiments, at the first instants of wave formation, it is observed that 
mass soil movements occur in the vicinity of the bed discontinuity, that may 
not be explained solely on the basis of flow-induced erosion. Geotechnical 
considerations must be invoked, and a simple mechanism that accounts for 
mass failure and fluidisation of the bed step is proposed. The incorporation 
of such a mechanism is shown to significantly improve the agreement 
between simulations and observations in the neighbourhood of the dam. 



 

Chapter 2 

Laboratory experiments of idealised dam-

break waves over loose granular beds. 

“Remember, when discoursing about water, to induce first experience, then reason.” 

”Although nature commences with reason and ends in experience it is necessary for 

us to do the opposite, that is to commence with experience and from this to proceed 

to investigate the reason.” 

Leonardo da Vinci, Notebook H 90(42)r. 

1. Introduction 

An experimental program for investigating the erosional behaviour of dam-
break waves propagating over loose granular beds is presented. In the broad 
sense, dam-break type experiments involve the sudden release of an 
idealised vertical “dam” separating two distinct regions of space. In general, 
the regions on both sides of the “dam” may consist in a single horizontal 
“layer” or a succession of “layers” at rest, usually made of fluid or granular 
material, each having homogeneous properties and extending infinitely. 
After removal of the “dam”, the two distinct regions are set in contact and a 
“dam-break” wave results. Most commonly, the physical mechanism 
responsible for the initiation of movement is gravity, transforming potential 
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energy accumulated behind the dam into kinetic energy of the propagating 
wave. 

Small-scale dam-break type experiments reported in the literature have been 
conducted in a variety of different configurations, in direct relation with at 
least four distinct areas of research: (i) density currents and the physics of 
stratified fluids, typically with laboratory experiments of multi-fluid lock-
exchange flows (Gladstone et al., 2004; Zhu and Lawrence, 2001; 
Sutherland 2002; Shin et al., 2004, Simpson 1987); (ii) dry granular flows, 
with experiments involving the slumping of granular columns or the release 
of dry avalanches (Gray et al. 2003; Lajeunesse et al., submitted; 
McElwaine and Nishimura, 2001); (iii) shallow-water transients, with dam-
break experiments involving a single liquid of possibly varying rheology 
(Stansby et al., 1998; Janosi et al., 2004; Nsom, 2002); (iv) fluid-granular 
transients, like the present dam-break experiments over loose granular beds 
(Capart and Young, 1998; Fraccarollo and Capart, 2002; Spinewine and 
Zech, 2002; Leal et al., 2002). 

Besides their physical interest of gaining insights into the flow mechanisms 
within their respective fields of research, such idealised experiments have 
also a computational interest, as they provide clear-cut situations ideally 
suited for the validation and testing of numerical models. For this purpose, it 
is important that the experiments be designed with care, to ensure that the 
test conditions approximate as closely as possible the idealization of an 
instantaneous “dam” collapse, while minimising initial perturbations during 
the removal. 

Experimental investigations of the geomorphic impacts of a dam-break date 
back to the pioneering work of Chen and Simons (1979), who examined the 
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backward erosional rarefaction wave induced by the sudden removal of a 
submerged barrage in a steady flow (Fig. 2.1). The first idealised 
experiments in a typical dam-break configuration were performed by Capart 
and Young (1998), with a horizontal sediment bed extending on both sides 
of the dam, and a body of water initially at rest in the upstream reservoir. 
They used a very light sediment to amplify bed movements, and they 
recorded the surge of water and eroded sediments by means of fast digital 
cameras (Fig. 2.2). 

Leal et al. (2002) performed experiments with granular material of two 
distinct densities, sand and pumice. They also investigated the variety of 
flow patterns observed when changing the initial conditions, by varying the 
bed levels and water levels on both sides of the gate. 

(a)

(b)

(c)

(d)

(e)  

Figure 2.1. Early experiments of the morphodynamics induced by the 
removal of a dam, (a)-(e) respectively at instants =t 0, 1, 10, 120 and 
180 s after gate release. Reproduced from Chen and Simons (1979) 
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(a) (b)

(c)

 

Figure 2.2. Idealised dam-break experiments with a light sediment analogue. 
(a) Set-up and initial configuration; (b) and (c) side-view snapshots at 
instants =t 1 and 2 s respectively. Reproduced from Capart and Young 
(1998) 

At the laboratory of the Civil Engineering department of UCL, dam-break 
experiments have previously been performed by Capart (2000), Spinewine 
(Spinewine and Zech, 2002), and by a series of graduate students for their 
degree theses on the subject (Soler Salles, 2000; Van Goethem and Villers, 
2000). The experiments have been conducted in a multi-purpose tilting 
flume, adapted for the purpose, and equipped with a rising gate simulating 
the dam-break. The flume was found to have several limitations, that altered 
the quality of the attainable experimental conditions. For the present work, it 
was thus chosen to build a novel experimental flume, whose design took into 
consideration the experience gained from previous tests. This is the purpose 
of Section 2 of the present chapter. In Section 3 the test conditions of the 
experiments are then described. Sections 4 and 5 focus on flow 
instrumentation by means of digital imaging techniques, used to obtain a 
precise visualisation of the flow processes at play, and high-quality images 
amenable to quantitative measurements. Finally, Section 6 presents some 
results. Experimental observations are restricted here to a relatively general 
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presentation of the flow behaviour, while more detailed aspects of the 
experiments will be considered in later chapters when motivating the 
proposed theoretical framework and validating the overall approach by 
comparing the experiments with numerical simulations. 

2. A novel dam-break flume 

2.1. Flume structure 

The flume designed for the present dam-break experiments is illustrated in 
Fig. 2.3. It has an overall length of 6 meters, i.e. 3 meters on both sides of a 
central gate simulating the idealized dam. The flume is mounted on an array 
of horizontal crossbeams, with dimension 6 meters by 1.6 meter, designed 
such that the deformation in the horizontal plane is less than 1 mm over the 
flume length. Each sidewall is made of two juxtaposed steel frames fitted 
with transparent glass panes, with respective lengths of 4 and 2 meters, and a 
height of 70 cm. They are adjusted vertically and connected with outer 
oblique legs to the lower structure for increased stiffness in the lateral 
direction. 

The width of the channel in each of the two sections may be freely adjusted 
by displacing one or two side frames along the supporting beams. Any of the 
configurations shown in Fig. 2.4 may thus easily be reproduced. The 
prismatic configuration of Fig. 2.4a, with a channel width of 25 cm, was 
used for the main experimental program, utilised in chapters 3, 4 and 5 of the 
present thesis. The asymmetric sudden enlargement of Fig. 2.4c, from a 
width of 25 to 50 cm, has been utilised more recently. Results are included 
as perspectives for further work in chapter 6. 
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Figure 2.3. Overall view of the newly-designed dam-break flume used in the 
present work (CAD-drawing courtesy of Dimitri Bailly) 

 

(a)

(b)

(c)

(d)
 

Figure 2.4. Schematic plan-views of the attainable flume configurations: 
(a) prismatic; (b) sudden enlargement; (c) asymmetric enlargement; 
(d) sudden narrowing. 
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The bottom of the channel is a lined wood plane sealed to the transparent 
sidewalls. The upstream and downstream reaches of the channel may be 
filled with sediments. Horizontal beds of sediments are obtained by first 
pouring sediments in excess, compacting them if required, and profiling 
them at desirable heights by conveying a scrapper plate along the channel to 
gradually remove layers of excess sediments. Water is then added 
cautiously, at a slow rate to ensure that the bed gets fully saturated and that 
residual air pockets are not entrapped within the pores. At the upstream end 
of the flume is a steel panel equipped with a narrow-crested weir with 
adjustable level, for a precise regulation of the water table. Level regulation 
at the downstream end is achieved by inserting steel plates of various heights 
into a slot fitted with a watertight joint around the cross-section, depending 
on the desired level of water and sediments in the channel. Overflow is 
conveyed by a gully into a settling tank. 

2.2. Gate design 

A dam-break wave is initiated by the sudden removal of a narrow vertical 
gate at the middle of the flume. Special attention was devoted to the design 
of this gate, with the ambition to reach initial test conditions that approach as 
much as possible the idealization of an instantaneous dam collapse, while 
minimising perturbations to the sediments and water during the removal of 
the gate. Conflicting design criteria appear essential in this regard: rapidity 
of removal, thinness, reduced frictional resistance, watertightness. In the 
context of density-current experiments, for example, Gladstone et al. (2004) 
insist on the significant spurious flow circulations that may be induced 
during the gate removal process. Furthermore, in order to allow unhindered 
propagation and visual observation of the resulting dam-break wave through 
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the continuous glass walls, no fixed apparatus may be attached to the 
sidewalls. 

Preceding dam-break experiments documented in the literature (Capart and 
Young, 1998; Fraccarollo and Capart, 2002; Spinewine and Zech, submitted; 
Leal et al., 2002) were performed with a rising gate. This alternative was 
found to show evidence of several disadvantages: 1) the effect of gate 
removal is felt first in the bed region, where the pressure is maximal, and 
piping is initiated below the gradually rising gate, inducing severe soil 
movements; 2) friction along the gate tends to mobilise bed sediments; 3) the 
strong depression created by the void left over under the rising gate, induces 
an effect of suction that further eases the mobilisation of substantial lumps of 
sediments, entrained vertically and following the gate movement even above 
the water surface; 4) water droplets and remaining sediments dripping from 
the emerged gate perturb the water surface during the whole duration of the 
experiment. These drawbacks are qualitatively sketched in Fig. 2.5, and 
illustrated on the images of Fig. 2.6. 

 

(a) (b) (c)

 

Figure 2.5. Drawbacks of a rising gate system, inducing spurious soil 
movements during gradual lifting as a result of (a) mass failure; 
(b) friction; (c) depression and suction. 
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(a)

(b)

(c)

 

Figure 2.6. Spurious soil movements induced by a rising gate system. 
(a) initial conditions; (b) grain mobilisation during lift-off; (c) grains 
and water dropping off the released gate at a later instant. Reproduced 
from Soller Sales (2000) 

The chosen design thus turned to a lowering of the gate. The idea of a 
lowering gate was first suggested by Professor A. Armanini from the 
University of Trento, where a first prototype was built at a smaller scale. 
Doing so, the above drawbacks are avoided, but a lowering gate posed also 
some tricky design challenges, notably to ensure watertightness of the flume 
while reducing the friction for a maximum acceleration. 
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(a)

(b)

(c)

(d)

(e)

(f)

 

Figure 2.7. Details of the lowering gate design. (a)-(b) PVC joint along the 
circumference of the gate; (c) pneumatic jack, hydraulic shock 
absorbers, and compressed air circuit; (d) details on coupling system 
between gate and cylinder rod; (e)-(f) low angle views on the guiding 
roller bearings (photos and CAD-drawing courtesy of Dimitri Bailly) 

For the present experiments the gate is made of a layered aluminium 
structure, 7 mm thick, and is fitted on its circumference with a hollow PVC 
seal ensuring watertightness against the sidewalls (Fig. 2.7a-b). A special 
transparent silicon oil sprayed on the sidewalls before inserting the gate 
reduced substantially the friction. Ensuring watertightness at the bottom of 
the flume was more delicate. Best performance was achieved by 
compressing neoprene bands below the wooden bottom plates, and covering 
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them with lubricant oil to reduce friction during gate movement. The 
slenderness of the gate comes at cost of a reduced resistance to deformation. 
In closed position, the top of the gate is thus maintained upright and chocked 
up against a steel stopper on top of the flume, hampering lateral movement 
and bending due to the water pressure in the upstream reservoir. 

The downward movement of the gate is controlled by the rapid action of a 
pneumatic jack (Fig. 2.7c). For maximum acceleration, the compressed air 
tank was placed as close as possible to the jack. A tie-rod system on the 
cylinder allows to pre-inflate the upper jack chamber at a pressure of 8 bars 
so that the full pressure is available instantaneously upon release of the rod. 
To avoid askew movement and blockage, the descending motion is guided 
by a system of roller bearings (Fig. 2.7e-f). When reaching its lower 
position, the gate is rapidly decelerated over a distance of less than two 
centimetres by two external hydraulic dampers (Fig. 2.7c-d) and a pneumatic 
damper in the lower chamber of the cylinder, and does not rebound. 

3. Test conditions 

3.1. Material properties 

The apparatus allows experiments to be conducted with various sediment 
materials. The two materials used in the present work are coarse crushed 
sand and extruded PVC pellets. The sand has the following properties: 
particle sizes ranging from 1.2 to 2.4 mm, with =50d 1.82 mm, an intrinsic 
density =Mρ  2683 kg/m³, a friction angle =ϕ 30° and negligible cohesion. 
Before bed profiling the sand was compacted in place to reach a 
reproducible solid packing =bc 53 %. The PVC pellets are slightly 
cylindrical in shape, with an equivalent spherical diameter d  of 3.9 mm, 
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have a specific density Mρ  of 1580 kg/m³, a friction angle ϕ  of 38° and no 
cohesion, and are set in place at the random close packing bc  equal to 58 %. 

3.2. Initial conditions 

Except from the asymmetric sudden enlargement case of Fig. 2.4c for which 
results at an exploratory stage for two-dimensional effects are presented in 
chapter 6, the analysis will concentrate on prismatic configurations only. 
Different initial conditions are then obtained by adjusting the upstream and 
downstream water and sediment depths. Even in the absence of a clear-water 
layer on the downstream side of the gate, the bed of both the sand and PVC 
materials is carefully saturated with water. The configurations explored in 
the present work are shown in Fig. 2.8. The basic case consists in a flat 
sediment bed extending at the same level on both sides of the gate 
(Fig. 2.8a). Variations from this basic case differ primarily in the level of the 
sediment bed in the upstream reach, so that the bed profile presents a 
discontinuous step at the gate position. An upward step (Fig. 2.8b) and two 
downward steps (Figs. 2.8c and 2.8d) are explored, and provide rough 
analogues to the case of a dam partially filled or dredged with sediments. 
Two more specialized configurations are also examined: the case of a 
reservoir almost entirely filled with sediments (Fig. 2.8e), and the case of a 
downward bed step combined with an initial still layer of clear-water in the 
downstream reach (Fig. 2.8f). Finally, to investigate scaling effects, the basic 
case of Fig. 2.8a is also reproduced with a lower water depth upstream, i.e. 
25 cm instead of 35 cm. (not shown in Fig. 2.8). 

The reference scale for all the experiments is taken as the depth H  
separating the upstream water level and the downstream sediment level. It is 
equal to =H 35 cm for all the configurations of Figs. 2.8. 
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Figure 2.8. Initial experimental dam-break configurations. (a) a flat sediment 
bed; (b) an upward bed step of 5 cm; (c) a downward bed step of 5 cm; 
(d) a downward bed step of 10 cm; (e) a reservoir almost filled with 
sediments; (f) a downward bed step combined with an initial layer of 
clear water downstream. Dimensions are in meters. 

4. Imaging apparatus and flow measurement 

A major benefit of the flume design is to allow unperturbed observation of 
the flood wave through the full 4 meters of the main lateral sidewall, i.e. 
from 1 meter upstream of the gate till the flume outlet. Fast digital cameras 
were used to acquire image sequences at a frame rate of 200 images per 
second. For the sand tests, two synchronised Dalsa CAD1 CCD cameras 
were set side by side, with a combined resolution of 512x256 pixels. For the 
PVC tests, a single Dalsa DS-21-001M0150 CMOS camera was used, 
operating at the same frequency but with a resolution of 1024x512 pixels. 
All the cameras provide images with 8-bit digital output, or 256 grey levels. 
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Given the limited resolution of the cameras, covering the entire flume with a 
single image would have produced large image distortion and a pixel size of 
8 (resp. 4) mm, which does not allow to derive precise measurements and 
detailed observations. Instead of using a panel of synchronised cameras, 
which were not available, several identical tests were thus repeated by 
displacing the camera(s) in successive steps to cover the entire flume 
(Fig. 2.9). Repeated identical tests performed with the camera(s) at the same 
location revealed a high degree of reproducibility of the experiment, 
supporting the procedure. To ensure the same viewing angle for each 
individual sequence, the camera(s) were mounted on a camera head which 
was simply translated along a steel rail, adjusted horizontally at a fixed 
distance of the flume sidewall. They are placed in such a way that the bed 
profile is always seen slightly from below, to avoid ambiguities that would 
result if both the front and back interfaces outlines were seen on the images. 
The focal distance of the lens(es) used with the camera(s) was chosen to 
cover a field of view of 60 cm for the sand tests and 80 cm for the PVC tests. 
The cameras were then moved in steps of 55 cm (resp. 75 cm), with a 5 cm 
overlap used to check the reproducibility of the tests and the alignment of the 
flow profiles on successive viewing windows. At the end, the attained spatial 
resolution for one pixel amounts to approximately 1.2 mm for the sand tests 
and 0.8 mm for the PVC tests. 

Lighting is provided by several frontal spot heads, with a combined power of 
5000 Watts, positioned to guarantee uniform illumination of the scene and 
avoid direct reflections of light towards the cameras. The back sidewall was 
covered with an external black sheet to provide a uniform background. The 
overall apparatus is schematised in Fig. 2.9. 
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A ruler on the sidewall provides scaling and reference positions for the 
different images. The time reference is obtained by placing a Xenon flash 
lamp behind the black sheet on the opposite sidewall. The lamp emits a short 
pulse of light when the gate is at mid-course during opening, triggered by a 
magnetic contact reed placed along the shaft of the jack. The flash produces 
a white halo through the back-sheet, clearly visible on the image recordings. 

After a full sequence of repeated tests corresponding to the same 
configuration, the individual images pertaining to the same instants are 
assembled to form wide image mosaics over the entire flume length, with 
approximate resolution of 5000x500 pixels. 

(a) (b)

(c)

(d)

(e)(f)

(g)  

Figure 2.9. Side-view imaging apparatus. (a) flume; (b) gate; (c) digital 
camera; (d) guiding rail for camera displacement; (e) dark back sheet; 
(f) flash lamp for time synchronisation; (g) spot heads. 

 

Figure 2.10. Typical mosaic image assembled from different runs; obtained 
for the initial configuration of Fig. 2.8a. 
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A typical mosaic image obtained using the above approach is illustrated in 
Fig. 2.10. The water is seen as a black mass with a visible upper free surface, 
while the sediment grains stand out saliently as bright blobs. Reasonably 
seamless transitions are seen between the internal images composing the 
mosaics, giving confidence in the reproducibility of the tests. 

In a subset of the tests, the water was seeded with additional tracer particles 
to visualise the flow field. These are Pliolite particles, white and about 1 to 
2 mm in size, with a specific density of 1.03. Prior to being dispersed in 
water they are mixed for half an hour in a solution with a wetting agent 
(typically washing-up liquid) to remove surface tension and make them 
neutrally-buoyant in fresh water. 

Besides side-view imaging, flow measurement included also the collection 
of eroded bed material in a permeable net at the flume outlet. The total 
amount of eroded sediments reaching the flume outlet throughout the 
experiment gives a rough indication on the intensity of geomorphic changes 
that occurred in the channel. The collected sediments were dried before 
being weighted precisely. 

5. Imaging methods 

Besides a qualitative visual interpretation, the image sequences were 
analysed quantitatively with two broad classes of imaging methods: the first 
class aims to obtain a general description by dividing the flow into a series 
of representative regions, and to identify the interfaces separating them; the 
second seeks to derive local velocity measurements by tracking the 
movements of the Pliolite tracers dispersed in water, or of the individual 
sediments themselves. 
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5.1.  Interface identification 

Following Capart (2000), three characteristic flow regions can be identified: 
a pure water layer, a transport layer made of a mixture of water and moving 
grains, and the motionless sediment bed. These flow regions are separated by 
relatively sharp interfaces, that can be identified on the assembled mosaics. 

The interfaces are positioned using a semi-manual procedure. The interface 
between air and water draws a well-defined profile that may be identified 
directly from the raw image mosaics without ambiguity. The interface 
between the clear-water layer and the sheet-flow layer is usually well 
defined too, except in regions where some grains depart from the main 
transport layer and are transported into suspension for a while. Such short-
term suspension mode of transport, however, was found to occur for very 
restricted space and time windows of the flood wave propagation, as the 
range of density and sizes of the sediment particles do not allow sustained 
suspension. The positioning of the interface thus follows the main sheet-flow 
layer and avoids to incorporate isolated grains. 

Finally, the interface between the layer of moving grains and the static 
granular bed below may not be obtained using a single image mosaic only. 
Information related to the flow dynamics is required to distinguish between 
moving and static grains. Two alternatives were explored: the first relies on a 
composed image obtained by superimposing multiple successive images. 
Each pixel value is taken as the maximum of pixel values on the sequence. 
The result, shown in Figs. 2.11b and 2.11f, is similar to what would be 
obtained from a digital camera operating at a long exposure time. The region 
of the static bed appears sharp, while the region of moving grains appears 
smeared out and blurred. The procedure was used with slow flows by Perng 
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et al. (accepted) to detect coherent granular motions in uniform flows driven 
by an inclined conveyer belt, and by Tsorng et al. (submitted) to obtain long-
standing trajectories of diluted particulate dispersions within lid-driven 
cavity flows. In the present context, it yields a qualitative feeling of the 
overall movement, but the procedure requires to sum up a lot of images 
which results in a substantial loss of spatial resolution, especially near the 
fast-moving wavefront. Instead, a different principle is adopted, by 
subtracting a mosaic pixel-by-pixel from the subsequent mosaic, and then 
taking the absolute value to create a differentiated image. Doing this, the 
regions with constant (the static bed) or homogeneous (the ambient air and 
clear-water layer) pixel values appear black, whereas the fluctuating region 
of the sheet-flow layer appears brighter. The resulting image is slightly 
smoothed off by applying a low-pass binomial filter with a filter scale of a 
few pixels, in order to remove high-frequency noise in the dark regions 
(Figs. 2.11c and 2.11g). The bed interface is then pinpointed using the same 
procedure as for the other two flow interfaces obtained previously. 

In previous experimental analyses (Spinewine and Zech, 2002), automated 
detection procedures were used to obtain the three interfaces. Here, the 
guided manual procedure is preferred. Though endowed with some degree of 
subjectivity, it benefited from the experimented eye of the observer and was 
more robust. In Fig. 2.11d the three identified interfaces are superimposed 
on the mosaic image. 

5.2. Particle-tracking velocimetry 

The second class of imaging methods utilized for the present dam-break 
experiments with a PVC bed pertain to the broad family of Particle Tracking 
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Velocimetry (PTV) techniques. Their common characteristic is to identify 
“particles” on a sequence of digital images, and to track their positions from 
frame to frame to deliver particle trajectories and velocities. The term 
“particle” should be taken in the broad sense, as any image feature that may 
be abstracted to a point-like object. It may equally stand for real stand-alone 
particles or for salient feature-points of a larger object. 

(a)

(b)

(c)

(e) (f) (g) (h)

(d)

 
Figure 2.11. Detection of sharp flow interfaces on the experimental mosaic 

of Fig. 2.10. (a) original mosaic; (b) long exposure image; 
(c) differentiated image; (d) detected flow interfaces in superimposition; 
(e)-(h) zooms on the rectangle insets of panels (a)-(d) respectively. 
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The use of digital imaging for qualitative and quantitative characterisation of 
fluid flows is not new. In recent years however, with the rapid development 
of powerful digital cameras at affordable prices and the advances in robust 
and fast image processing techniques, this tool has become very popular. 
There has been a tremendous development of particle imaging methods in 
the last decade, and the methods have been used in a wide variety of 
applications, ranging from fluid dynamics applications to astronomy, traffic 
control or biology. The large majority of applications, however, used to be 
restricted to relatively dilute particle dispersions. 

The category of Particle Tracking Velocimetry (PTV) methods typically rely 
on two main steps for the analysis: (i) the identification algorithm, whose 
objective is to abstract the image into a set of discrete positions of “particle” 
centroids; and (ii) the matching algorithm, performing the correspondence 
between sets of particle positions at two distinct instants. They differ 
substantially from another class of imaging velocimetry methods, usually 
referred to as Particle Image Velocimetry (PIV). The latter does not identify 
nor track individual particles, but relies directly on the image and performs 
image cross-correlation to identify the average flow field. Its spatial 
resolution is linked to the size of the interrogation window utilized in the 
cross-correlation algorithm, and is typically one order of magnitude larger 
than the pixel size of an individual particle. The advantage of PTV over PIV 
is that individual particle motions are resolved, and that full sets of particle 
trajectories can be reconstructed by following one and the same particle over 
many successive frames, information that might be crucial for granular flow 
applications (Larcher, 2002) or fluid applications involving small-scale 
features (vortices, turbulence), for which Lagrangian information is needed. 
On the other hand, its drawback is the difficulty of designing a tracking 
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algorithm that is robust and performs well even in very dense and fluctuating 
particulate flows, for which the displacement of particles between two 
successive frames may be larger than the distance separating neighbouring 
particles on a single image. The current concern of dense, dam-break 
induced granular flows constitutes a challenging application in this regard. 

The simplest tracking algorithms rely on minimum-displacement or path-
coherence criteria. For these traditional algorithms, however, the probability 
of “mismatches”, i.e. of pairing particles that do not correspond to each 
other, grows dramatically as the density of particles and the fluctuations of 
particle movements increase. Capart et al. (2002) have proposed an original 
pattern-based tracking algorithm for the measurements of fluid-granular 
flows. They rely on the geometrical properties of Voronoï diagrams, built 
around the sets of particle positions, to perform a robust matching, even for 
dense and rapidly sheared granular dispersions. 

Stereoscopic imagery is used to extend the methodology to three space 
dimensions, and substantial work was performed to validate the Voronoï 
method in a series of various applications: fluidised granular beds 
(Spinewine et al., 2000; Spinewine et al., 2002a), flow in granular silos 
(Spinewine and Zech, 2001), characterisation of 3D vortices induced by 
submerged jets and velocimetry and 3D free surface topography of dam-
break waves past a sudden enlargement, a 90° bend or an isolated obstacle 
(Douxchamps et al., 2003; Soares Frazao et al. 2001, 2003), flow over 
antidunes (Douxchamps et al., 2005), breaching of a sand dike (Spinewine et 
al., 2004). The method was also extended to estimate solid concentrations, 
and to account for several classes of particles with differing grain sizes, 
brightness and/or velocity fields. Current endeavours using this extension are 
made in collaboration with the University of Trento to characterize the 
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segregation mechanisms in uniform debris flows of binary mixtures (Larcher 
et al., 2005). The extension to several particle classes was useful in the 
present context to distinguish between the movements of the Pliolite tracer 
particles and the bed sediments themselves. 

The method and results are presented in Spinewine et al. (2003), a paper 
closely related to the current doctoral research and whose abstract is 
provided as the Appendix I of the present manuscript. The following 
paragraphs restrict to a brief presentation of the principles of the Voronoï 
methods, along with some illustrative examples in the context of dam-break 
experiments. The reader may refer to Capart et al. (2002) and Spinewine et 
al. (2003, Appendix I of this thesis) for more details on the methods. 

5.2.1. Essentials of the Voronoï imaging methods 

A typical set-up of a particulate flow is as presented in Fig. 2.12; a flow of 
particles is imaged from above or through a transparent side-wall. The 
particles are roughly identical and appear brighter than the surrounding fluid 
on the digital images. The flow is imaged from a single camera (Fig. 2.12a) 
or from two cameras in a stereoscopic arrangement (Fig. 2.12b). 

In most of these situations, the individual elements of the disperse phase 
(bubbles, grains or tracers) can be approximated as rigid bodies undergoing 
distinct motions. The dynamic system can thus be abstracted into an 
evolving configuration of particle positions. The measurements to be made 
include 2D and/or 3D positioning of the visible grains, tracking of 2D and/or 
3D particle motions, and reconstruction of full sets of particle trajectories. 
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(a) (b) (c)  

Figure 2.12. Typical measurement set-up of a flow of particles imaged 
through a side-wall, using: (a) a single camera; (b) two cameras in a 
stereoscopic arrangement. (1) side-wall; (2) digital camera; (3) lighting 
system. (c) sample images in a stereoscopic arrangement. 

(a) (b) (c) (d)  
Figure 2.13. Particle identification procedure (after Capart et al., 2002). 

(a) image fragment; (b) image (a) after low pass filtering; (c) image (b) 
after high pass filtering; (d) particle positions at brightness maxima 
of (c). 

The first step of the analysis consists in the localisation of particle centroids 
on individual images. For each instant at which an image is acquired, one 
seeks to identify the set of particle image positions {Ri}, where Ri = [Xi Yi]T 
is the 2D position of the i-th particle (with superscript T designating the 
matrix transpose). Particle images show up on the acquired frames as white 
blobs of a certain size against a dark, relatively noisy background (see 
Fig. 2.13 a). An image neighbourhood associated with a particle can be 
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approximated by a Gaussian grey-level function centred on the particle 
centroid, with a diameter D that scales with the pixel diameter of the 
particles. Such bell-like regions are first highlighted by convoluting the 
image with a Laplacian-of-Gaussian (Mexican hat) filter of width D (Jähne, 
1995). This effectively suppresses high frequency noise and low frequency 
variations in illumination (Fig. 2.13b, c). Local maxima of the highlighted 
images are then sought. This is done by a "dish-clearing" iterative algorithm: 
a global maximum is found, then a Gaussian bell of diameter D is subtracted 
from the neighbourhood grey level values; a new global maximum is found, 
and so on. The position of each maximum is finally refined to sub-pixel 
accuracy by way of a second-degree interpolation surface fitted around the 
discrete pixel position. These various steps are shown in Fig. 2.13a-d, with 
details given in Capart et al. (2002). The expected root-mean-square 
accuracy on the X and Y image co-ordinates obtained with such a procedure 
is of the order of 0.25 pixel (Veber et al., 1997). 

Besides particle positions, particle velocities are obtained as inter-frame 
displacements of the particle positions. Whereas the application of 
traditional PTV algorithms (minimum displacement, path coherence, …) is 
restricted to relatively coherent flows with diluted particle tracers, Capart et 
al. (2002) have proposed a more robust set of methods that allow to 
reconstruct full sets of particle trajectories even in extreme conditions as for 
very dense, intensively sheared dispersions. As for the 3D method discussed 
in Spinewine et al. (2003), the geometrical properties of the Voronoï 
diagram are used to track particle neighbourhoods from frame to frame. The 
Voronoï diagram (Fig. 2.14) is a geometrical construction that divides the 
space into a set of polytopes, or cells, surrounding each feature point. Each 
Voronoï cell Vi (in 2D) or vi (in 3D) encompasses the region which lies 
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closer to Ri (respectively ri) than to any other feature-point of the set. The 
Voronoï construction presents many useful properties, discussed in a general 
context in Okabe et al. (1992). 

Sets of 2D particle positions at successive times have first been acquired by 
repeated application of the above positioning methods to each frame of a 
movie sequence. Let {r i, m} and {r j, m+1} be two such sets of particle 
positions sampled at successive times  t m  and  t m+1 = t m + ∆t . Particle 
velocities vi (t m+1/2) can be estimated by expression 

 
t

mimij
mi ∆

−
= +

+
,1),(

21,

rr
v , (2.1) 

provided one can first "connect the dots" and establish a 
pairing  j(i)  between positions r i, m and r j(i), m+1 belonging to the same 
physical particle. When dealing with a moving dispersion of many identical 
particles, the main problem consists in establishing this correspondence; i.e., 
finding which particle on one snapshot corresponds to which one on the 
next. This particle tracking problem can be seen as a time-domain variant of 
the stereo matching problem addressed in Spinewine et al. (2003). 

Pi

Vi

Si

Vi

Pi

(a) (b)  
Figure 2.14. Definition of the Voronoï diagram. (a) planar Voronoï diagram 

Vi (thick lines); (b) Voronoï vertex star Si (thick lines) surrounding Pi . 
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For dilute particle dispersions or slow motion, the correspondence problem 
can be solved easily by simply pairing together the particles on one frame 
and the next which are nearest to each other (see e.g. Guler et al. 1999). For 
dense dispersions or rapid motion, however, legitimate pairing candidates 
may travel further away on successive frames and the minimum 
displacement criterion breaks down. An alternative approach derives from 
the following observation: while individual particles are identical to each 
other, the local arrangements that they form with their neighbours are unique 
and may be preserved by the flow long enough to serve as basis for tracking. 
Particle pairing can then be performed based on pattern similarity. 

Capart et al. (2002) resort to the Voronoï diagram to implement such 
pattern-based tracking. Nearby particles are paired according to the 
geometrical similarity of their Voronoï cells. This similarity is estimated as 
follows: "stars" are first constructed by connecting a given particle centre to 
its Voronoï neighbours (i.e. the particles with which it shares a cell face), as 
illustrated on Fig. 2.14b. The stars belonging to two pairing candidates can 
then be compared based on a distance measure, defined by making their 
centres coincide and measuring the distances between the star extremities. 
Once these indicators are available for all possible pair candidates, a global 
optimum problem can be defined and solved that maximizes the "goodness-
of-fit" of matched particles. For two dimensions, the overall method is 
illustrated on Fig. 2.15a-c for a plane granular flow. While graphical 
representation is harder in 3D, the algorithms themselves generalize 
straightforwardly to the third dimension (Appendix I). 
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(b) (c)(a)

 
Figure 2.15. Pattern-based velocimetric tracking (Capart et al., 2002). 

(a) original image fragment and particle positions; (b) Voronoï diagrams 
built on sets of particle positions at two successive time instants; 
(c) velocity vectors built by matching the local Voronoï patterns. 

(a)

(b) (c) (d)

 
Figure 2.16. Overall Voronoï particle-tracking methodology applied to the 

dam-break experiments, successively to the sediment grains and to the 
Pliolite® tracers. (a) general flow mosaic; (b)  zoom on the rectangle 
inset of (a), along with the three flow interfaces; (c) identified positions 
of sediment grains (grey hollow symbols) and Pliolite® tracers (black  
symbols); (d) displacement vectors between two successive mosaics. 
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Successive application of the overall detection and matching procedures to 
the granular and clear-water regions of the typical dam-break mosaic of 
Fig. 2.10, with filter parameters customised for the two classes of particles 
(Pliolite tracers and PVC sediments) yields the particle positions and 
velocity vectors as highlighted in Fig. 2.16, magnified over a rectangular 
portion of the wave for better visualisation. 

6. Experimental observations 

In this section, experimental observations are presented based on the analysis 
of the image sequences for both the sand and PVC tests. The description 
restrict to general considerations of the observed flow behaviour. The 
experiments will be further utilised in the next Chapters for the formulation 
of the proposed shallow-water model and its validation. 

6.1. Flume and gate performance 

The gate constructed according to the design described in Section 2.2 was 
found to perform well. The gate drops from the upstream water level to the 
downstream level (a maximal distance of 35 cm for the tests of Fig. 2.8a-e) 
in less than 0.1 s, or 20 images. This is as fast as what was obtained 
previously over a much lower depth (10 cm) with a rising gate and a system 
of pulleys and counterweight (Spinewine and Zech, 2002). Snapshots of the 
free-surface in the immediate instants surrounding the gate opening are 
shown in Fig. 2.17. After detaching from the upper stopper, the gate bends 
slightly to the downstream side due to the water pressure, but the deflection 
is limited by the guiding roller bearings in the lower portion of the gate. 
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(a) (b) (c)

 

Figure 2.17. Flow snapshots at instants immediately following gate opening. 
(a) initial conditions with gate in raised position; (b)  nearly unperturbed 
wall of water immediately after gate withdrawal; (c) wave formation at 
a later instant. 

The most notable differences with the rising gate lies in the sharpness of the 
initial conditions and the initiation of movement. The rapidly lowering gate 
leaves a nearly unperturbed standing wall of water. The collapse of the water 
body was seen to be initiated both in the upper and lower regions. A 
plunging feature develops near the free surface, where the water was 
released at first. A mushroom-like feature emerges from the lower portion, 
near the sediment bed, where water pressure is initially maximum. This 
mushroom feature was, however, not observed in the case of a downward 
bed discontinuity, hence it is not visible in Fig. 2.17. Issues about the initial 
formation of the dam-break wave and the observed near-field features will 
be discussed more in details in Chapter 3, Section 2.2, and in Chapter 5. 

6.2. The sand tests 

Figure 2.18 shows reconstructed flow mosaics at selected instants for the 
sand tests on a flat bed with 35 cm of water in the upstream reservoir 
(configuration of Fig. 2.8a). 
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Figure 2.21. Highly distorted flow mosaic of Fig. 2.18 at instant =t 1.25 s; 
vertical scale is stretched by a factor 5. 
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Figure 2.22. Highly distorted flow mosaics of Fig. 2.19 at instant =t 1.25 s; 
vertical scale is stretched by a factor 5. 
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Figure 2.23. Highly distorted flow mosaics of Fig. 2.20 at instant =t 1.25 s; 
vertical scale is stretched by a factor 5. 

Two other configurations are shown in Figs. 2.19 and 2.20. They correspond 
respectively to a downward bed step (Fig. 2.8d) and to a downward bed step 
combined with a downstream water layer (Fig. 2.8f). Flow mosaics for the 
remaining configurations (Figs. 2.8b, 2.8c and 2.8e) may be found in 
Appendix II. 

The sequence of Fig. 2.18 highlights the behaviour of the dam-break wave. It 
is seen to be qualitatively comparable with the case of a classical dam-break 
wave over a fixed bed except for two important aspects. Those are better 
visualised in Fig. 2.21 where the vertical scale was distorted by a factor 5 for 
a better visualisation: (i) near the wavefront the depth does not approach 
smoothly towards zero; the wave rather forms a sharp bore of substantial 
thickness; (ii) all along the wave, and especially near the wavefront, the 
portion of flow depth filled by transported sediments is substantial. This 
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bulking of sediments will later be seen to affect notably the celerity of the 
wave and the maximum attained flood levels, two parameters of utmost 
importance when designing emergency strategies and assessing risk 
associated with the potential failure of real dams or flood-defence structures. 

The case of a downward bed discontinuity (Figs. 2.19 and 2.22) shows a 
similar behaviour near the wavefront. The initial bed step is rapidly 
smoothed out by the flood wave into a gradual transition. Downstream of the 
latter, a uniform region forms with a horizontal free surface, before the 
decrease towards the wavefront. The profiles of Figs. 2.20 and 2.23 in case 
of a bed discontinuity combined with a downstream layer of water show a 
very different behaviour: a downstream bore propagates at the free surface, 
and a hydraulic jump forms in the downstream vicinity of the gate. The bed 
discontinuity is first smoothed out, but then evolves into a sedimentation 
shock-wave located below the hydraulic jump, separating a region with 
active sediment transport upstream and a region with hardly no sediment 
transport downstream. The hydraulic jump and sedimentation shock wave 
then slowly propagate downstream but stay tighten together. 

The different configurations may be compared in terms of wavefront celerity 
and interface levels. Figure 2.24 plots non-dimensional characteristic paths 
of the wavefront for the three cases discussed above and the other three 
found in Appendix II. Except for the two special configurations (Figs. 2.8e 
and 2.8f) where the front is much slower, the four remaining curves 
concentrate in a very narrow range. The height of the initial bed 
discontinuity is seen to have only a moderate influence, the celerity being 
only slightly lower for the cases with higher bed levels on the upstream side. 
The dashed grey line features the theoretical characteristic of the wavefront 
for the Ritter solution, i.e. a dam-break propagating over a rigid and 
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frictionless dry bed at speed 02 Hgu = , with 0H  the initial water depth. 
Compared to the latter, the erosional waves are significantly slowed down by 
the action of friction and the incorporation of bed material. 
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Figure 2.24. Characteristic paths of the wave front Fx  for the sand tests in 
the various configurations. Legend refers to the configurations as 
defined in Fig. 2.8: (a) flat bed (black); (b) upward bed step (yellow); 
(c) downward bed step of 5 cm (red); (d) downward bed step of 10 cm 
(blue); (e) reservoir nearly filled with sediments (pink); (f) downward 
bed step and downstream layer of water (green); path of the Ritter 
wavefront on a rigid frictionless bed plotted as a grey dotted line. Axis 
made dimensionless by plotting HxF  versus gHt . 
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Figure 2.25. Comparison of interface levels at =t 1.25 s for the sand tests in 

the various configurations of Fig. 2.8. Colours as in Fig. 2.24; solid line: 
sheet-flow profile; upper dotted line: water profile; lower dotted line: 
bed profile. Vertical scale is stretched by a factor 5. 

Comparisons of interface levels are provided in Fig. 2.25 for the same time, 
=t 1.25 s after gate release. Bed and water profiles are plotted as dashed 

lines, and the top of the sediment transport layer as a solid line. Again, the 
green and pink profiles of the two special configurations show a peculiar 
behaviour. The other configurations are surprisingly similar in the region of 
the wavefront, both in terms of the free surface profiles and of the thickness 
of the sediment transport layers. In the immediate vicinity of the gate, the 
bed discontinuity affects the free surface, creating a hump for an upward bed 
step (yellow curve) and a trough for a downward one (red and blue curves). 

6.3. The PVC tests 

Mosaics for the case of a flat bed made of PVC pellets are presented in 
Fig. 2.26, with a vertically distorted image reproduced in Fig. 2.27 for a 
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better visualisation. Having in mind the corresponding images of Fig. 2.18 
for sand, the PVC wave differs from its sand equivalent in three major 
aspects: (i) since the density of PVC is lower, erosion is much more intense, 
and a thicker sediment transport layer results. Near the extremity, bulking of 
sediment material into the flow is so intense that it saturates the full flow 
depth, forming a debris-flow like wavefront; (ii) the wave propagation is 
substantially slower, and consequently the maximum attained free surface 
elevations behind the front are higher. This may be a combined effect of 
increased friction and more intense erosion; (iii) the free surface profile does 
not decrease monotonously, but rather exhibits a series of humps and 
troughs. Similar oscillations are also observed at the top of the sediment 
transport layer, and are approximately in phase with the free surface 
undulations. These features are reminiscent of antidune bedforms observed 
on steep-sloped river beds or beach runnels in supercritical regime. They 
appear in the present context to result from a mechanism of instability 
between the clear-water layer and the sediment transport layer. Clues to why 
such instabilities are more prone to emerge in the PVC tests than in the sand 
tests will be given in Chapter 3. 

Similar observations are derived for the other initial configurations, for 
which sequences of assembled mosaics are provided in Appendix II. In 
Fig. 2.28 corresponding flow profiles are compared for the six 
configurations at time =t 1.25 s. Very similar profiles are observed near the 
wavefront for the “standard” configurations (i.e. excluding the green and 
pink peculiar configurations). Initial bed steps seem to favour oscillations of 
a larger amplitude than the initially flat bed. As for the sand tests, an upward 
bed step creates a local rise of the free surface in the vicinity of the gate, 
while a downward bed step creates a local drop-down. 
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Figure 2.27. Highly distorted flow mosaic of Fig. 2.26 at instant =t 1.25 s; 
the vertical scale is stretched by a factor 5. 
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Figure 2.28. Comparison of interface levels at =t 1.25 s for the PVC tests in 
the various configurations of Fig. 2.8. Colours as in Fig. 2.24; solid line: 
sheet-flow profile; upper dotted line: water profile; lower dotted line: 
bed profile. The vertical scale is stretched by a factor 5. 
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Figure 2.29. Comparison of PVC (dotted line) and sand (solid line) flow 

profiles for the same flat bed configuration, at the same instant 
=t 1.25 s. Dimensions in meters, vertical scale stretched by a factor 5. 

If the initial bed configuration has only a moderate influence on the 
downstream wave celerity and shape, the density of the granular material, on 
the contrary, is very influential. In exactly the same initial configurations, 
profiles for the sand bed are compared in Fig. 2.29 with equivalents for the 
lighter PVC bed. For the PVC bed, the wave mobilizes a much greater 
volume of bed material than that for the sand, whose inertial resistance is 
greater. The incorporation into the flow of material initially at rest requires 
flow momentum, and the celerity of the wave is affected accordingly. 

PVC tests were also performed with a lower initial depth of water, 
=0H 25 cm, in order to investigate scaling effects and similarity laws. The 

full sequence of flow mosaics for this case is given in Appendix II. In 
Fig 2.30a, the two configurations are compared at the same instant. 
Obviously the wave of larger depth propagates faster, and erodes the bed 
more actively. But when set in dimensionless form according to Froude 
similarity, by plotting )( 0Hgtx  on the horizontal axis and 0Hz  on the 
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vertical axis (Fig. 2.30b), the two sets of profiles look amazingly similar 
(even the oscillations are approximately in phase with each other). Froude 
scaling thus apparently seems to be preserved even for erosional dam-break 
waves over granular beds, an important argument when seeking to jump, 
later on, from small laboratory experiments to real-life studies, and apply at 
large scales the same modelling strategy as the one that was validated at 
small scales. 

-1 -0.5 0 0.5 1 1.5 2 2.5 3
-0.1

0

0.1

0.2

0.3
(a)

x 
[m

]

z [m]

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2
-0.2

0

0.2

0.4

0.6

0.8
(b)

)( gHtx

H
z

 

Figure 2.30. Comparison of PVC flow profiles over a flat bed for two initial 
depths in the upstream reservoir =H 35 cm (dotted line) and 

=H 25 cm (solid line). (a) dimensional plot; (b) dimensionless plot 



 

Chapter 3 

Two-layer flow behaviour of dam-break 

waves over granular beds 

1. Introduction 

The experimental studies presented in Chapter 2 allowed to examine with 
unprecedented details the dynamics of intense sediment mobilisation and 
entrainment by dam-break flood waves, in the near field close to the gate and 
at later instants in the region of the developed wavefront. Sediment transport 
intensities were seen to spread over a very wide range, from the slow grain-
by-grain rolling mode in the upstream reaches to the highly concentrated 
sheet-flow mode near the downstream bore, where the mobilised sediments 
may invade the whole flow depth, moving as a dense suspension with 
apparently homogeneous properties. In view of reproducing these various 
modes of transport that are at places far from equilibrium conditions, it 
appears to be crucial for any geomorphic model to adequately account for 
sediment inertia, i.e. for the required transmission of flow momentum from 
the water to the sediment grains in order to set them in motion. Experimental 
observations have also shown that the ratio of depth-averaged velocities in 
the water region and in the region of mobilised sediments may vary 
substantially as a function of transport intensity. As a result, the two layers 
may not be assumed to flow at a single depth-averaged velocity. In contrast, 
they should be allowed to flow at distinct velocities, which should derive 
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from the actual flow dynamics rather than from an a priori postulated 
velocity profile along the vertical. 

The mobilized sediments shall be regarded as an equivalent fluid, 
materialised by an independent shallow flow layer endowed with its proper 
density, velocity and momentum. Such a two-layer shallow flow description 
was proposed by Capart and Young (2002), and previously applied to dam-
break conditions in Spinewine et al. (2002b) and Chen et al. (submitted). 

In this chapter, this fluid-like analogy is pushed to its limits, by considering a 
portion of the granular bed to be instantaneously and permanently fluidised, 
so that the conditions are basically those of a dam-break of a “light” fluid 
propagating over a substrate made of a “heavy” fluid. Thus, the possible 
change of state of the granular material, passing from a solid-like to a fluid-
like behaviour or vice versa, is not accounted for at this stage. This essential 
mechanism, though, will be discussed later in Chapter 4, which constitutes 
the core of the present thesis and where a more elaborate model is derived 
that accounts for erosion and deposition of granular material. 

The present simplified description, however, will allow to consider some 
essential characteristics of a two-layer shallow water framework, and to 
investigate its behaviour in dam-break conditions. In particular, the chapter 
will devote a substantial part to examine the influence of the density of the 
“heavy” fluid on the wave structure, and the implications of allowing the two 
layers to flow at distinct velocities. Considerations will also be made about 
the range of flow conditions possibly leading to the emergence of 
instabilities at the interface between the layers. 
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The chapter is organised as follows: Section 2 will have a closer view at the 
experimental flow mosaics introduced in Chapter 2. Comparison in the near 
field with actual two-fluids dam-break experiments found in the literature 
will allow to build up and motivate a two-fluid analogy of dam-break waves 
over granular beds. In Section 3, the two-layer shallow-flow equations are 
derived and their properties are examined, notably the eigenstructure of the 
system and its hyperbolic character. A numerical model is then built and 
validated in Section 4 by scrutinizing its behaviour in a series of limiting 
cases for which exact analytical solutions are either available in the literature 
or developed here. In Section 5, the simulations are compared to actual dam-
break experiments performed over granular beds of three different densities, 
with the secret hope that the comparisons will be rich in information and 
insights, but poor enough to motivate the need for the more elaborate model 
presented in Chapter 4, that accounts for erosion and deposition and for the 
related phase change of granular material from a solid- to a fluid-like 
behaviour. 

2. Imaging observations 

2.1. Overall view 

Figure 3.1 reproduces a typical sequence of mosaic images of dam-break 
experiments over a granular bed of PVC pellets. For a reason that will be 
apparent more clearly later on, the selected case has a bed profile presenting 
an initial discontinuity at the gate such that the upstream level is lower than 
its downstream counterpart. The observation of Fig. 3.1 allows to recall the 
general behaviour of the wave. After the rapid release of the gate, the 
upstream reservoir collapses and a wave is initiated in the downstream 
direction. The wave rapidly induces strong erosion by incorporating material 
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from the underlying bed. Bulking of bed material into the flow is so intense 
that the moving sediments occupy a substantial portion of the flow depth, 
forming a dense liquid/granular mixture. In the vicinity of the downstream 
edge of the wave, the thickness of this mixture further grows to fill the whole 
depth, so that the flow in this region is fully saturated with moving grains. 
The corresponding wavefront gradually evolves into a well-defined snout. 
As it progresses downstream, this snout continues to be erosive, picking up 
sediments from the bed and incorporating them into the flow. 

(a)

(b)

(c)

(d)

(e)

(f)

(g)

 

Figure 3.1. Sequence of mosaic images for the PVC test with an upward bed 
step, at instants =t 0, 0.25, 0.5, 0.75, 1, 1.25 and 1.5 s, respectively. 
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2.2. Plunging breakers in the short-time near field 

For dam-break waves over a rigid dry bed, the free surface profile is well-
known and decreases monotonously from upstream to downstream. For the 
dam-break wave over granular bed depicted in Fig. 3.1, a very different 
behaviour is recorded. Rather than decreasing monotonously, the free 
surface exhibits strong undulations. Such undulations are observed as well 
for the boundary between water and the moving grains, and evolve in phase 
with the free surface. For the same experiment as in Fig. 3.1, Fig. 3.2 shows 
space-time plots of the free-surface and sediment interfaces. Profiles every 
0.1 s are staggered along the vertical at fixed intervals. The undulations are 
clearly seen to migrate downstream, and do first grow in amplitude before 
vanishing progressively at later instants. These in-phase patterns are 
reminiscent of the antidune bedforms of alluvial flows. Their development 
starts right after the wave release, in the region located immediately 
downstream of the gate. 

t = 0.0 s

t = 0.5 s

t = 1.0 s

t = 1.5 s

-1 -0.5 0 0.5 1 1.5 2 2.5 3
t = 0.0 s

t = 0.5 s

t = 1.0 s

t = 1.5 s(a) (b)

-1 -0.5 0 0.5 1 1.5 2 2.5 3
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distance from gate  [m]x  

Figure 3.2. x-z-t staggered flow profiles for the experiment of Fig. 3.1 (PVC 
with an upward bed step), obtained by piling up x-z profiles at 0.1 s 
time intervals. (a) free surface elevation; (b) top of the sheet-flow layer. 
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Figure 3.3 provides a zoom on this region for the first few instants. The 
initial collapse of the water column is initiated in the upper part, where a 
protuberant region first appears (see Fig. 3.3b). As it further evolves towards 
breaking, the water body adopts a curved profile. At the same time, a second 
protuberance develops from the lowermost part. The latter contains 
sediments that are lifted up from the granular bed. Both waves reach the 
downstream bed at similar times (Fig. 3.3e), but the first wave originating 
from the upper part reaches the bed at a more downstream location. Air from 
the initial ambient is entrapped below the breaking waves. Collision against 
the bed heavily attacks the grains, and a substantial chunk of the bed is 
incorporated in the flow, while some grains are ejected in the air as ballistic 
projectiles. Rebounding of the wave then occurs, and a second breaker is 
initiated (Fig. 3.3f). These observations are strongly reminiscent of plunging 
breakers observed as a mechanism of wave breaking on steep coasts. 

Plunging breakers of a strikingly similar kind have recently been observed in 
pure liquid dambreak wave experiments by Stansby et al. (1998) and Janosi 
et al. (2004), although the mechanism of gate removal was notably different. 
The experiments of Janosi et al. are especially useful as a guide for the 
present purposes because they were conducted with a combination of clear 
and coloured liquids, which illustrate the internal deformation of the flow. 

For purposes of comparison, the profiles from the Janosi et al. experiments 
are plotted in Fig. 3.4 against the corresponding profiles of the PVC 
experiments introduced in Section 2.1. The Janosi et al. profiles have been 
digitised from the original images. Their experiments involved the release of 
a 15 cm upstream layer of pure water over a 1.5 cm downstream layer of 
coloured water with the same properties. The corresponding reference depth,  
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

 

Figure 3.3. Details in the vicinity of the gate, highlighting the plunging 
breakers observed in the first instants. Time for panels (a)-(h) spans 
from =t 0 s to =t 0.35 s in steps of 0.05 s. 

as defined in Chapter 2, is JanosiH  = 15 - 1.5 = 13.5 cm. Flow snapshots 
were provided by the authors at times =t  0.131, 0.196, 0.261, 0.327, 0.392, 
0.457 and 0.522 s, corresponding to dimensionless times =Hgt  1.12, 
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1.67, 2.22, 2.79, 3.34, 3.90 and 4.45. All but the first profile were digitised 
and stretched to the scale of the PVC experiments according to Froude 
similarity, using JanosiPVCJanosistretchedJanosi HHzz =,  for the vertical 
scaling and )()(, JanosiJanosiPVCPVCJanosistretchedJanosi HgtHgtxx ⋅=  
for the horizontal scaling, with cm35=PVCH . Profiles for the PVC 
experiments were prepared at the same dimensionless instants. The 
configuration chosen for the comparison is the same as previously depicted 
in Figs. 3.1, 3.2 and 3.3, namely with an initial upward bed step of 5 cm at 
the gate (see Fig. 2.8b), providing a rough analogue to the initially vertical 
internal interface of the Janosi et al. experiments. 
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Figure 3.4. Comparison of the coloured-liquid dam-break experiments of 

Janosi et al. (2004) on the left, and the granular dam-break experiments 
of Fig. 3.1 on the right. The profiles digitised from the images of Janosi 
et al., whose experiments were performed at a different scale, have been 
stretched to the scale of the PVC experiments according to Froude 
similarity. From top to bottom, profiles correspond to dimensionless 
instants =Hgt  1.67, 2.22, 2.79, 3.34, 3.90, and 4.45. 
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Surprising similarities between the two sets of profiles are observed. 
Multiple plunging breakers are seen to develop and rebound in a comparable 
way, with similar wavelengths and free surface undulations. Pockets of 
ambient air entrapped during wave breaking are visible on both 
configurations. The propagating bore at the wavefront is fully composed of 
material incorporated from the initial downstream reach. In the far-field, 
wavefront celerities are amazingly similar. 

Significant differences may also be noticed. The most evident is the internal 
deformation of the “coloured” interface. For the pure liquid experiments of 
Janosi el al. the interface remains sharp and the whole coloured reach is 
pushed downstream, almost uniformly over the entire flow depth. During the 
granular PVC experiments, in contrast, the internal interface is stretched 
over a longer distance, producing a gradual transition between the pure water 
region and the flow region fully saturated with moving grains. This distinct 
behaviour will later be related to the increased density of the granular bed, 
and to the associated difference in longitudinal velocity in the two flow 
layers. 

The above similarities lead to the analogy that is the core of the present 
chapter, and that will be tested further in sections 4 and 5: for dam-break 
waves over movable beds, the solid-like granular substrate will be 
considered as a fluid-like equivalent extending over an effective fluidised 
layer. This granular fluid will have the same density as the saturated granular 
assembly. The wave development of this two-fluids system will be looked at 
without considering erosion or deposition. 
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3. Shallow two-layer flow model 

3.1. Governing equations 

3.1.1. Phenomenological description and vertical flow structure 

The idealized two-layer flow structure depicted in Fig. 3.5 is adopted. The 
upper layer of depth 1h  is composed of a light fluid of density 1ρ . The 
lower layer of depth 2h  is the heavy fluid with density 12 ρρ > . In the case 
of granular dam-break waves, the upper layer would be pure water, and the 
lower layer a homogeneous fluid-like granular analogue, which would be 
assigned a constant density sρ  equal to the saturated bulk density of the 
granular bed. The lower rigid boundary of the flow rΓ  , at level rz , is 
assumed horizontal and frictionless. Both layers are allowed to flow at 
distinct depth-averaged velocities 1u  and 2u , respectively. The two layers 
are immiscible. 

 

h2

h1 u1

u2

ρ1

ρ2

z r

Γ2

Γ1

Γr

 

Figure 3.5. Definition sketch of a two-layer shallow-
water flow over a fixed horizontal bottom 
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The classical shallow-water framework is adopted for each layer, assuming 
that vertical dimensions are small compared to the horizontal length scale, 
that slopes of the free surface 1Γ  and internal interface 2Γ  are small, and 
that pressure distribution is hydrostatic. Frictional resistance is neglected, 
both at the rigid interface rΓ  and at the internal interface 2Γ . 

3.1.2. Least action derivation of governing equations 

The resulting set of two-layer shallow-water equations are relatively 
classical, and have been properly derived e.g. by Abbott (1979), by 
expressing conservation of mass and longitudinal momentum on control 
volumes built around the two layers. Here an alternative original derivation 
is presented, showing that the equations of motion may be conveniently 
derived in a simple manner without considering control volumes. Hamilton’s 
principle of least action is applied (Capart, 2004), stating that any 
mechanical system evolves in such a way as to minimize the Lagrangian of 
the system, defined as the difference between its kinetic energy and potential 
energy. 

Let ( ) Nktqk ,...,1, =  be coordinates representing the N degrees of freedom 
of the mechanical system. Hamilton’s principle holds that the system evolves 
so that 

 ( ) ( )( ) 0,,2

1
=∂=∂ ∫

t

t kk dtttqtqLS �  (3.1) 

where ( ) ( )energy potentialenergy kinetic −=−= UTL  is the Lagrangian of 
the system. In the present context the system has four degrees of freedom 
( ) ( ) ( ) ( )txutxutxhtxh ,,,,,,, 2121 . The flow kinetic and potential energy 

densities per unit length are obtained as 
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The Lagrangian of the system is  

 ( ) ( )








∂
∂+

∂
∂+









∂
∂+

∂
∂+−= 22

2
211

1
1 uh

xt
huh

xt
h λλUTL  (3.4) 

where 1λ  and 2λ  are Lagrange multipliers introduced to deal with the 
continuity constraints of both layers 
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Substitution of (3.12) in (3.9) yields 
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Derivation with respect to x yields the equations of motion 
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Those are weak formulations of the conservation laws of the two-layer 
shallow-water system introduced above. They remain valid in continuous 
flow regions, but do not lead to physical constraints of conservation across 
discontinuities. In order to deal with discontinuities, the governing equations 
should be written in terms of the conserved variables 11uh  and 22uh . 
Therefore, it suffices to combine the continuity equations with the above 
equations of motion. 
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Multiplying.(3.18) by 1u  and.(3.16) by 1h , and adding the two, one obtains 
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3.2. Eigenstructure and hyperbolicity 

The above equations express conservation of mass and balance of 
longitudinal momentum, under the assumptions that the pressure is 
hydrostatic, and that the density and horizontal velocity are vertically 
uniform in each layer. The equations for each layer are very similar in form 
to the Saint-Venant equations governing the flow of a single shallow layer, 
but feature additional terms due to the pressure exerted by each layer on the 
other. These are the third terms on the left hand sides of equations (3.20)-
(3.21), and can be seen to be non-conservative in nature (i.e. they cannot be 
fully transferred inside the partial differential operator x∂∂ / ). 

It is useful to cast equations (3.18)-(3.21) in a vector form. This is obtained 
by rewriting the spatial derivatives in terms of the conserved variables, using 
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The vector formulation is 
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where vector U and coefficient matrix A are given by 
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This constitutes a homogeneous system of first order quasi-linear equations, 
the behaviour of which is well-known to be controlled by the eigenstructure 
of matrix A. The eigenvalues are the roots of equation 

 ( ) 0det =− IA λ . (3.25) 

Developing the determinant yields the characteristic polynomial (Abbott, 
1979) 
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Exact expressions of the four roots of this quartic polynomial may be 
obtained analytically, but the derivation is relatively arduous, and the 
eigenvalues may not be related through simple expressions to the primary 
variables U, so their interpretation must be performed with care. A step-by-
step procedure is described in Lawrence (1990), and a short derivation is 
given in Appendix III. Nevertheless, two special cases are of interest. When 

uuu == 21 , (3.26) takes the form of a bi-quadratic, and simple analytical 
expressions of the four roots can be found in two steps by invoking a change 
of variables of the type αλ =− 2

1)( u . The four eigenvalues are real and 
given by 
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The exterior eigenvalues are the celerities of the so-called barotropic wave 
modes, representing fast outward propagation (with respect to an observer 
moving with the current) of small perturbations along the upper surfaces of 
each layer. The interior eigenvalues, on the other hand, are the celerities of 
the so-called baroclinic modes, representing slow outward propagation of 
perturbations at the interface between the two layers (Cushman-Roisin, 
1994). 

Another special case arises when the densities of the two layers are the same, 
i.e. 21 ρρ = , and the velocity difference 21 uu −  is assumed to be small. In 
that case, first-order approximations of the four eigenvalues are given by 
(Audusse, 2005) 
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The external eigenvalues remain real, but any velocity difference between 
the two layers leads to non-vanishing imaginary components for the internal 
eigenvalues. The generation of such imaginary celerities is not restricted to 
the homogeneous case 21 ρρ = , but may occur as well for layers of different 
densities. For the general case involving both a density contrast and a 
velocity difference, one can evaluate the discriminant 

 D

ji
ji

ji =−∏
<
=

4

1,

2)( λλ  (3.31) 
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which changes sign when roots ±
intλ  switch from being purely real to being 

partly imaginary. An algebraic expression for the discriminant may again be 
found in Appendix III. Invoking Galilean invariance and dimensional 
analysis, the discriminant D is a function of only three dimensionless 
products 
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Figure 3.6. Domains of partly imaginary eigenvalues for different density 
ratios =21 ρρ 1 (dash-dot-dot), 0.98 (dash-dotted), 0.8 (dashed), 0.55 
(dotted) and 0.07 (solid), corresponding approximately to the three 
granular materials exploited hereafter (pearls, PVC and sand, at a 
granular packing of 0.5) and to mercury. Internal eigenvalues are 
complex inside the band defined by the left and right curves, and real 
outside of it. 
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As shown on Fig. 3.6, the locus 0=D  can thus be plotted as a series of 
curves, traced in a plane spanned by the first two products, 

)(/)( 2121 hhguu +−  and )/( 211 hhh + , and parameterised by the density 
contrast 21 / ρρ . Each of the resulting curves represents, for a given density 
ratio 21 / ρρ , the boundary of the domain inside which eigenvalues ±

intλ  are 
partly imaginary. When the density ratio moves away from unity, imaginary 
components are found to be restricted to a band of finite width. The band is 
located away from 021 =− uu , implying that when the two layers have 
different densities, the velocity difference must reach a finite value before 
imaginary components are generated. The imaginary band is further found to 
shrink as the density ratio decreases, becoming crescent-shaped for low 
density ratios 1/ 21 <<ρρ . The crescents found in this limit are located in 
the neighbourhood of 1)(/)( 2121 ≈+−=∆ hhguuFr . Except for very low 
density ratios, this latter value lies always inside the imaginary band, and 
thus constitutes a kind of critical Froude number for the velocity difference. 
Nevertheless this Froude number does not suffice to characterize the flow 
state, and in order to determine the precise left and right bounds of the 
imaginary band the depth ratio )/( 211 hhh +  must also be known. The value 
of this Froude number at the left bound of the imaginary band is referred to 
as the stability Froude number of two-layer flows, and the left contours of 
Fig. 3.6 indeed correspond to the critical stability curves presented in 
Lawrence (1990). However, Fig. 3.6 reveals another region of flow state 
inside which the eigenvalues of the two-layer system are real, corresponding 
to larger velocity differences, beyond the right bound of the imaginary band. 
This constitutes a significant result that will be corroborated in Section 5 for 
dam-break experiments. 
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An important consequence of the above discussion is that the quasi-linear 
system (3.23) is not guaranteed to be hyperbolic. Loss of hyperbolicity will 
be encountered whenever the velocity difference places the flow state inside 
the imaginary bands outlined in Fig. 3.6. Many properties taken for granted 
in the case of hyperbolic equations (e.g. the existence of wavelike solutions) 
may thus be lost, an observation which does not seem to have been much 
appreciated by previous authors using the two-layer shallow flow equations. 

3.3. Numerical scheme 

Due to the above complications, analytical solutions for non-trivial problems 
involving two layer flows seem largely out of reach. The present work will 
therefore resort to numerical computations. A difficulty in this regard is that 
numerical solvers developed to solve quasi-linear equations of the form 
(3.23) have until now been built on the assumption that the equations are 
strictly hyperbolic. It is unclear whether or not, or to what extent they are 
applicable to problems in which partial loss of hyperbolicity may be 
encountered. Here the ambition is not to resolve this open question. Instead, 
a finite volume solver is selected and used to construct solutions on the 
optimistic assumption that the possible loss of hyperbolicity will not 
invalidate the results. 

The specific solver chosen is based on the HLL scheme of Harten, Lax and 
Van Leer (1983), a scheme which is attractive because it does not require the 
full system eigenstructure to be explicitly known. Instead, only outer (real) 
bounds for the eigenvalues must be specified. In the present case, 
computations will be performed based on outer bounds for the exterior 
eigenvalues (both of which are always real) 
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 maxextmin λλλ ≤≤ ± , (3.33) 

where the lower and upper bounds are given by  

 ( )( )0,),(minmin 2121min hhguu +−=λ  , (3.34) 

and ( )( )0,),(maxmax 2121max hhguu ++=λ  . (3.35) 

Figure 3.7 illustrates the adopted finite volume discretisation. The primitive 
variables are discretised within numerical cells 2/12/1 +− << ii xxx of constant 
length x∆ , and at each time step numerical fluxes F of mass, ααα uhq = , 
and momentum, 22

2
1 αααασ hguh += , are evaluated at the interfaces 2/1+ix  

separating neighbouring cells. Integrating across a time step t∆ , the 
primitive variables are updated according to the balance of incoming and 
outgoing fluxes across the finite volumes. 

The layer continuity equations (3.18) and (3.19) are easily dealt with. They 
are written in full conservation form, and may be straightforwardly 
incorporated in the original HLL scheme:  

 ( )
2

1
2

1 ,,,, +−
∆+ −

∆
∆+= ii

t
i

tt
i qq

x
thh αααα , (3.36) 

where 2,1=α  stand for the considered layer, and the mass fluxes 

ααα uhq =  at the interfaces are evaluated with the HLL statement: 
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  (3.37) 
Here, the celerities minλ  (resp. maxλ ) are taken as the minimum (resp. 
maximum) of expressions (3.34) (resp. (3.35)) evaluated at ix  and 1+ix . 
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Figure 3.7. Finite volume discretisation and approximate Riemann solver. 

The momentum equations (3.20) and (3.21) are treated similarly for their 
conservative part, but a special treatment is required to deal with the non-
conservative product related to the pressure interaction between the two 
layers. Therefore, the scheme relies on the lateralised treatment proposed by 
Fraccarollo et al. (2003). Their LHLL scheme was originally developed to 
account robustly for the non conservative terms associated with bottom 
slope, but extends straightforwardly to the present case. It accounts for non-
conservative products as lateralised corrections to the standard HLL fluxes. 
Centred momentum fluxes 22

2
1 αααασ hguh +=  are first evaluated at each 

interface using the standard HLL statement: 
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  (3.38) 
Left and right lateralised corrections are then introduced on both sides of the 
interface. For the upper layer, they write: 
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For the lower layer, they write: 
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The difference between the two lateralised estimates, interrelated through 
( ) ( )L

i
R

i
L

i
R

i 2/12/12/12/1 ,2,22,1,11 ++++ −=− σσρσσρ , represent the exchange of 
momentum between the two layers as a result of pressure interaction. 

The updated layer momentum is then obtained as: 
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A Courant-Friedrichs-Levy condition is enforced to keep the computations 
stable: 

 1
/

)|||,|max( maxmin ≤
∆∆

=
tx

Cr λλ , (3.44) 

and a constant Courant number 5.0=Cr  is used for all the computations 
reported hereafter. 

Finally, in order to reduce numerical dissipation and obtain numerical 
solutions that are close to convergence with internal wave structures that 
appear as clear and sharp as possible, the scheme is extended to second order 
accuracy in space and time. The methodology is described in Capart and 
Young (2002). Second-order in space is achieved using the MUSCL 
approach of Van Leer (1977), i.e. with linear reconstruction of the primitive 
variables within each cell, and a minmod slope limiter. Left and right 



3-24 Chapter 3 

 

interface variables are then obtained as extrapolations of the central variables 
according to the limited slopes. Second order in time is achieved with a 
predictor-corrector procedure. 

The resulting two-layer shallow water numerical code was originally 
developed by H. Capart at the National Taiwan University (Capart and 
Young 2002; Chen et al., submitted), and was kindly made available for the 
present work. The reader may refer to the above publications for more 
details regarding the numerical scheme and its background. 

Given the uncertainties surrounding the applicability of hyperbolic solvers to 
partially non-hyperbolic problems, it is clear that the computational results 
must be subject to close scrutiny. Accordingly, the next section is devoted to 
a systematic examination of the solution behaviour. The approach adopted 
will proceed in two steps: 1) first, check that the correct behaviour is 
retrieved for limiting cases in which hyperbolicity is guaranteed and 
analytical solutions are available; 2) next, probe the change of behaviour 
obtained when moving away from these limiting cases towards the more 
realistic conditions of the actual dam-break experiments. 

4. Model validation 

4.1. Single density (colour) validation 

To validate the scheme, tests are first performed for a dam-break problem 
involving two layers of identical density 12 ρρ = . To facilitate comparisons, 
the initial conditions correspond to the experiments by Janosi et al. (2004) 
discussed earlier (see Fig. 3.8): 
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Figure 3.8. Initial conditions corresponding to the dam-break experiments by 
Janosi et al. (2004) with clear and coloured water. 
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 (3.45) 

Here depths 1h  and 2h  correspond respectively to the clear water and 
coloured water regions of the Janosi experiments. The level difference 

)( 2121 RRLL hhhhH +−+=  between the left and right sides of the dam is 
taken as basic scale for the problem. 

For identical densities 12 ρρ = , the velocities of the two layers should be the 
same ( uuu == 12 ), so that the four degrees of freedom of system (3.23) 
reduce to three. The ratio )/( 212 hhh +  is passively advected with the flow, 
as if it was a colour concentration. The total depth 21 hhh +=  and the single 
velocity uuu == 12  remain described by the classical Stoker solution for 
single layer dam-break. The wave consists of a gradually expanding self-
similar profile composed of a smooth rarefaction upstream, a central uniform 
region of depth Ch  and velocity Cu , and a shock propagating downstream at 
speed Sv  (see e.g. Liggett, 1994). In the rarefaction, the profile is governed 
by 

 txcu /=− ,   L22 ccu =+ ,   (3.46) 
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where )( 21 hhgc += . Across the shock, the following compatibility 
relations apply: 

 SRCCC vhhuh )( −= ,   }1)/(81{ 2
2
1 −+= RSRC ghvhh . (3.47) 

The colour component does not affect the depth and velocity, but leads to the 
presence of a new elementary wave inside the central region. This additional 
wave is a contact discontinuity which moves at speed Cu  and splits the flow 
into upstream and downstream zones having distinct colours. This composite 
solution is presented in Leveque (2002), and was used earlier by Chen et al. 
(submitted) to validate two-layer shallow flow computations. 
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Figure 3.9. Comparison of numerical and analytical results for coloured 
dam-break, with two layers of identical densities, and the initial 
conditions of Fig. 3.8. 
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Figure 3.9 compares computed profiles with the reference analytical 
solution. Both the computed and analytical profiles are plotted in 
dimensionless similarity coordinates Hz /  versus gHtx / . The computed 
profiles are shown for various values of dimensionless ratio 

xgHt ∆/ = 115, 175, 290, 575 and 1150. They indicate convergence of the 
numerical solutions as ∞→t  for a fixed value of the spatial step x∆ , or 
equivalently as 0→∆x  for a fixed value of the comparison time t. 

Thanks to the second order accuracy of the scheme, rapid convergence is 
observed, not only for the upstream rarefaction and downstream shock, but 
also for the internal contact discontinuity. A surprising behaviour of the 
solutions is seen more downstream. Originating from the upstream upper 
layer, a spurious liquid mound overrides the developing wavefront and 
travels on top of the downstream lower layer ahead of the shock. This 
pinched-off feature forms in the early stages of the computations. It is then 
smeared out and eventually nearly vanishes for the converged solution at 
long times. This feature was first observed by Chen et al. (submitted), who 
interpreted it as a computational flaw and found that it could be suppressed 
by adding a moderate amount of friction between the two layers. Rather than 
artificially damp it through friction, here this feature is let free to evolve 
naturally. This is because it constitutes the precursor of an interesting 
solution behaviour observed further below for the case of different densities 

12 ρρ ≠ . 

In Fig. 3.10, a profile corresponding to xgHt ∆/ = 2300 (very long time t, 
or very small step x∆ ) is compared to the analytical solution. While the two 
solutions show good overall agreement, two puzzling features are observed 
(for clarity, they are magnified by a factor of 5 in the figure insets). Firstly, a 
residue of the spurious wave identified earlier is seen at the downstream end 
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of the profile. One notices that this spurious perturbation does not vanish 
completely, but rather survives as a solitary wave propagating at constant 
speed. This feature will later be linked to the fourth degree of freedom of the 
two-layer model. The formation of the second puzzling feature, located just 
downstream of the contact discontinuity, is more difficult to interpret. It 
turns out to be associated with a local loss of hyperbolicity of the two-layer 
equations in that region. This is illustrated in Fig. 3.10b, which shows the 
eigenvalues corresponding to the profiles of Fig. 3.10a. The region in which 
the puzzling behaviour is observed is seen to exhibit conjugate non-zero 
imaginary parts associated with the two internal eigenvalues (see the figure 
inset, magnified by a factor 10). Although the two layer code is applied here 
to a degenerate case for which the eigenvalues should remain real, loss of 
hyperbolicity does locally affect the computations. Fortunately, this effect is 
rather limited, and does not significantly corrupt the calculated profiles. The 
imaginary component of the celerities is also smaller than their real 
counterpart by more than one order of magnitude. 
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Figure 3.10. Puzzling features observed for the computations of a coloured 

dam-break close to convergence: a) flow profiles; b) eigenvalues: real 
part (black) and imaginary part (grey). 
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4.2. Ritter asymptotes 

For a single layer dam-break wave propagating over an initially dry bed, the 
Stoker solution is well-known to reduce to the Ritter solution. Only the 
rarefaction wave remains, and it follows from (3.46) that the depth profile 
becomes 
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Here one considers two-layer dambreak waves for which 12 ρ≠ρ  and 
starting from initial conditions of the form 
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i.e. the initial depths of the lower liquid layer are the same on both sides of 
the dam, η== RL hh 22 , while the upper layer has initial depths Hh L =1  to 
the left and 01 =Rh  to the right. Initial conditions of this type will be used 
later to simulate the dambreak waves over granular beds observed in the 
experiments. 

Starting from the above initial conditions, two-layer dambreak waves can be 
expected to converge towards the Ritter solution in two limiting cases. First, 
for a given depth η  of the lower layer, Ritter behaviour is expected for the 
upper layer when 0/ 21 →ρρ . As the density ratio approaches zero, the 
lower layer becomes increasingly heavier than the upper layer, and should 
eventually remain motionless underneath the propagating wave of lighter 
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liquid. Secondly, for a given density ratio 1/0 21 << ρρ , the upper layer 
should again behave like the Ritter wave in the limit 0/ →Hη  when the 
depth of the lower layer vanishes. The aim of the present section is to 
contrast the behaviour of the two-layer solutions in these limiting cases with 
their behaviour in more generic conditions. 
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Figure 3.11. Nearly converged numerical results for the dam-break of a light 
fluid over a heavier fluid of increasing density 2ρ , (a)-(f) for a density 
ratio =21 ρρ 1, 0.5, 0.2, 0.1 0.02 and 0.01 respectively. Analytical 
results provided in the background for the Stoker solution ( =21 ρρ 1) 
in dotted line and for the Ritter solution ( →21 ρρ 0) in dashed line. 
Grey vertical stripes highlight the reaches where complex eigenvalues 
appear in the numerical simulations. Dimensionless plots: vertical axis: 
height Hz / , horizontal axis: dimensionless position gHtx / . 
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Results for the case of decreasing density ratios are presented in Fig. 3.11. 
The profiles are shown in dimensionless form, and correspond to the 
following conditions: =H/η 0.357 and =∆xgHt / 1500. The density 
ratios examined are 21 ρρ = 1, 2

1 , 5
1 , 10

1 , 50
1  and 100

1 , starting far away 
from the Ritter asymptote and gradually moving towards this limit. The 
lowest density ratios are explored here only for the sake of probing the 
asymptotic behaviour of the two-layer model, since it is clear that such ratios 
are not encountered for natural liquids nor granular materials. The computed 
profiles shown on the upper left panel (Fig. 3.11a) are for two layers of 
identical density 21 ρρ = 1, and closely approximate a Stoker solution 
similar to the one of the previous section. The imaginary band inside which 
the internal eigenvalues become complex is highlighted as a greyed vertical 
stripe, and corresponds here to the whole reach separating the internal 
contact discontinuity from the bore. As previously outlined, this is the region 
in which the two-velocity model departs from the single-velocity model and 
leads to non-vanishing velocity differences between the layers. Various 
changes can be observed as the density ratio 21 ρρ  decreases. First, the 
mobility of the lower layer decreases. Second, the initially sharp contact 
discontinuity evolves into a smoother profile which likely corresponds to a 
rarefaction wave (Fig. 3.11b). Third, whereas for identical densities the front 
region is composed exclusively of liquid from the lower layer, as the density 
ratio decreases the bore becomes a mixed zone in which both light and dense 
liquids are present. Fourth, the extent of the imaginary band narrows to a 
very thin slice surrounding the bore. What precisely occurs across this region 
will be discussed in Section 5.2. Finally, for very low density ratios 
(Fig. 3.11f), the relative inertia of the lower layer becomes so large that it 
virtually behaves as a rigid solid body. The upper layer then adopts the 
smooth wave profile corresponding to the Ritter solution. The panels of 
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Figure 3.11 thus document the full range of behaviour exhibited by two-
layer dambreak waves when going from identical densities 121 =ρρ  to a 
vanishing density ratio 021 →ρρ . While the Stoker and Ritter profiles 
retrieved at the two limits are well-known, profiles in the intermediate range 
do not seem to have been systematically examined before. 

The evolving profiles observed when varying the density ratio provide a 
number of insights into the behaviour of the two-layer model. For identical 
densities, the velocities of the two layers remain identical ( uuu == 12 ), 
hence one of the degrees of freedom of the system is suppressed. By 
contrast, when the density ratio decreases, all four degrees of freedom 
associated with the four evolution variables 2121 ,,, uuhh  become activated. 
For a Riemann problem involving a hyperbolic system, one would expect a 
wave structure composed of four identifiable waves interleaved with a set of 
uniform regions (three internal constant states in addition to the two outer 
constant states associated with the initial conditions left and right of the 
dam). 

A self-similar wave structure of this kind is indeed suggested by Fig. 3.11b 
and the subsequent panels. The first internal constant state can be identified 
upstream of the contact discontinuity for the extended Stoker solution of 
Fig. 3.11a. In Fig. 3.11b, this constant state is now displaced upstream, 
moving to abscissas in the approximate range 0/5.0 ≤≤− Hgtx . The 
contact discontinuity itself has turned into a rarefaction wave extending over 
abscissas in the approximate range 6.0/0 ≤≤ Hgtx . Meanwhile the 
second constant state of the extended Stoker solution (downstream of the 
contact discontinuity) has narrowed to the approximate range 

7.0/6.0 ≤≤ Hgtx . The forward shock of the Stoker solution is further 
seen to evolve into a wave of a mixed type, or compound wave (Leveque, 
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2002), involving a combination of a rarefaction and a shock. In addition, a 
fourth wave is seen to develop more downstream, over the approximate 
range 2/5.1 ≤≤ Hgtx . This wave is only slightly visible in Fig. 3.11b, 
but becomes more conspicuous in Fig. 3.11c and the subsequent panels. This 
wave is strikingly reminiscent of the spurious forward feature observed in 
Section 4.1 for the case of a “coloured” dam-break wave with layers of 
identical densities. The sequence of plots shown on Fig. 3.11 makes it clear 
that it is associated with the fourth degree of freedom of the two-layer 
system. Strikingly, this feature converges towards the smooth tip of the 
Ritter profile as 021 →ρρ , and its downstream edge is observed to move 
at speed Hgu 21 =  regardless of the density ratio. It is thus proposed to 
refer to this wave as the "Ritter pinch-off". 

This peculiar “pinch-off” feature consists in a fast wave of light fluid 
propagating over the heavy fluid without hardly perturbing it. It appears to 
converge numerically towards a stable configuration only when 21 ρρ  is 
small enough. For the case of Fig. 3.10 ( 21 ρρ = ), and also for the case of 
density ratios close to 1 (as for the pearls and PVC material that will be 
explored in Section 5.2), a pinch-off forms initially but then smears out as 
the numerical solution converges. For these cases, the main wavefront is 
always composed of heavy fluid only. One is thus tempted to state a 
necessary condition for the existence of a stable Ritter pinch-off such as the 
one observed in Fig. 3.11c, i.e. that the main wavefront be of a mixed type, 
composed of both light and heavy fluid. Indeed, for the initial pinch-off to 
converge towards a stable self-similar profile, dilating in space at a constant 
rate without smearing out, it requires a continuous supply of additional light 
fluid. This contribution may only be supplied from the upper reaches of the 
wave if (i) the depth of light fluid at the main wavefront is non-zero, and 
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(ii) the velocity of the light fluid in that region is greater than the velocity of 
the wavefront itself. In Fig. 3.12, such flow and velocity profiles are plotted 
for two density ratios 77.021 =ρρ  and 0.2. In the first case, the wavefront 
is saturated in heavy fluid and no pinch-off appears. In the second, the main 
front, located at ≈gHtx / 0.8, is of a mixed type. At this point, the light-
fluid velocity is larger than the speed of the propagating wavefront, and a 
constant flux of light fluid overruns it and nourishes the foremost portion of 
the wave, comprising a thin uniform flow region (from ≈gHtx / 0.8 to 
1.2) and a stable Ritter pinch-off (at >gHtx / 1.2). 

The second way in which the Ritter asymptote can be approached is to 
progressively reduce the thickness of the lower layer of denser liquid, while 
maintaining the density ratio constant. A sequence of converged profiles of 
this kind is presented in Fig. 3.13 for a density ratio 2/121 =ρρ , and  
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Figure 3.12. Condition of emergence of a Ritter pinch-off. (a) converged 

flow profile for a density ratio =21 ρρ 0.77 ; (b) layer velocity profiles 
for =21 ρρ 0.77; (c) and (d) flow and velocity profiles for a density 
ratio =21 ρρ 0.2. Solid line refer to the layer of light fluid, dashed line 
to the layer of heavy fluid. 



 Two-layer flow behaviour 3-35 

 

relative thickness of the lower layer given respectively by =H/η 0.357, 
0.0286, 0.0029 and 0.0003. Computations are again obtained for 

=∆xgHt / 1500. Again, a satisfactory convergence towards the Ritter 
solution is observed, and the regions highlighted in grey of partly imaginary 
eigenvalues stay confined to very thin bands. The depth of the denser liquid 
is seen to significantly affect the overall behaviour of the dam-break wave. 
This observation will be exploited further below in Section 5.2, when 
comparing two-layer flow computations with the experimental dam-break 
waves over granular beds. 
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Figure 3.13. Nearly converged numerical results for the dam-break of a light 
fluid over a layer of a heavier fluid with decreasing initial thickness η , 
(a)-(d) for initial depth ratios =H/η 0.357, 0.0286, 0.0029 and 0.0003 
respectively. Density ratio 2/121 =ρρ . Analytical results are provided 
in the background for the Ritter solution ( →η 0) in dashed line. Grey 
vertical stripes highlight the reaches where complex eigenvalues appear 
in the numerical simulations. Dimensionless plots: vertical axis Hz / , 
horizontal axis gHtx / . 
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4.3. Comparison with two layer/single velocity solutions 

Further insights can be gained by comparing two-layer computations with a 
reduced "two layer/single velocity" formulation for which analytical 
solutions are available. This reduced formulation is obtained by constraining 
the velocities of the two layers to stay equal to each other, even when the 
density ratio is not equal to unity. In that case, setting uuu == 12  and 
combining equations (3.21) and (3.20) into a single momentum equation, 
one obtains the following system of three equations: 

 0)( 111 =
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As shown by Capart (2000), these equations are hyperbolic and have a 
relatively simple eigenstructure that can be written explicitly. In particular, 
the three eigenvalues are given by  

 cu ±=±
extλ ,   u=intλ  (3.52) 

where the celerity c becomes  
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Here the aim is to compare two-layer solutions starting from initial 
conditions of the form (3.49) with solutions of reduced equations (3.50)-
(3.51) starting from the equivalent initial conditions 
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It was recently observed by Capart (see Ke, 2005) that the reduced equations 
can be solved analytically by further extending the Stoker solution described 
earlier for the case 12 ρρ = . The extended solution is characterized by the 
same wave structure as the Stoker solution with colour advection: an 
upstream rarefaction, a contact discontinuity, and a shock. Each of these 
waves differs slightly from the case of identical density, however. The 
rarefaction profile becomes governed by 

 txcu /=− ,   L22 ccu =+ ,   
LL

L
hh

h
hh

h
21

2

21

2
+

=
+

, (3.55) 

which take the same form as the earlier relations (3.46), except that the 
celerity c is now given by the revised formula (3.53), and that the depth ratio 

)/( 212 hhh +  furnishes an additional Riemann invariant that must be taken 
into account. Across the contact discontinuity, the following relations apply 

 CRCL uu = ,   CRCL PP =  (3.56) 

where 2
212

2
211 )()( 2

1
2

1 ghhhgP ρρρ −++=  is the depth-integrated pressure 
thrust, and where the two subscripts CL and CR denote states to the left and 
to the right of the contact discontinuity, both in the central region of the 
dambreak wave. Just like the colour case ( 12 ρρ = ), the velocity u is 
continuous across the contact wave (which itself propagates at the same 
speed as the liquid), and the depth ratios (or colours) on both sides are 
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arbitrary. When 12 ρρ ≠ , however, density effects cause the free surface 
profile to become discontinuous. Finally the usual compatibility relations 
apply across the shock. 

Full two-layer computations are compared with the reduced analytical 
solutions in Fig. 3.14. The conditions chosen are =H/η 0.357 and 

=∆xgHt / 1500, and the different panels show results for the following 
values of the density ratio: 21 ρρ = 1, 0.975, 0.77 and 0.5. For 
completeness, results are shown in Fig. 3.14a for layers of identical 
densities, even though this corresponds to the colour case which has been 
discussed already. The other three density ratios roughly correspond to the 
three granular materials that will be investigated in Section 5.2. 
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Figure 3.14. Comparisons of two-layer single-velocity analytical results 
(dotted lines) and full two-layer converged numerical results (solid 
lines), (a)-(d) for density ratios =21 ρρ 1, 0.98, 0.77 and 0.5, 
respectively (roughly corresponding to water and the three granular 
materials exploited hereafter: pearls, PVC and sand). Dimensionless 
plots: vertical axis Hz / , horizontal axis gHtx / . 
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When moving to density ratios lower than one (Fig. 3.14b and followings), 
the most patent disparity between single-velocity analytical profiles and two-
velocity computed profiles lies in the behaviour of the internal interface 
separating regions of light and dense fluids. While the single velocity 
profiles preserve a sharp contact discontinuity, the profiles pertaining to the 
two-velocity formulation show a much more gradual transition in the form of 
a rarefaction wave. This is very clear even on Fig. 3.14b, corresponding to a 
density contrast of only 2.5 %. For the lower density ratios depicted in 
Fig. 3.14c and 3.14d, the rarefaction wave is seen to spread over a longer 
distance. On the other hand, on both sides of this rarefaction, the two internal 
constant states of the computed profiles are relatively well captured by the 
single-velocity analytical solutions. This is especially true on Fig. 3.14b and 
Fig. 3.14c, i.e. cases for which the wavefront is fully composed of dense 
fluid only. For the lower density ratio 21 ρρ = 0.5( Fig. 3.14d), the 
computed wavefront becomes of a mixed type, and the nearby internal 
constant state, displaced more upstream in the rarefaction, is characterized 
by distinct levels of the lower and upper fluids. 

5. Comparison with experiments 

In the previous section, the two-layer shallow-water computational model 
has been validated against analytical solutions for a range of idealised dam-
break configurations. In the present section simulations are compared with 
dam-break experiments. In a first stage, the “coloured” liquid dam-break 
experiments of Janosi et al., introduced in Section 2.2, are again considered. 
The two-layer flow behaviour of dam-break waves over granular beds is then 
investigated by comparing simulations with dam-break experiments for three 
different granular densities. The observed discrepancies are discussed and 
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weighted against deviations observed for the pure liquid experiments. In 
particular, the influence of the granular density is discussed and related to 
bed mobility and effective fluid-like thickness of the granular layer. 
Discussions about the hyperbolic domains and critical stability flow states 
yield plausible indications for explaining the emergence of antidune-like 
bedforms as the ones depicted in Section 2.2. 

5.1. Comparison of theory and colour dam-break experiments 

The experiments of Janosi et al., presented first in Fig. 3.4, consisted in the 
release of an upstream layer of 15 cm of pure water over a downstream layer 
of 1.5 cm of coloured water. Simulations for this configuration, using the 
above model with two layers of identical densities, were performed on a 
channel extending one meter on both sides of the gate, and with space steps 

1=∆x  mm. Results are presented in Fig. 3.15, where computed profiles are 
plotted as thick lines superimposed on the greyed flow regions digitised from 
the experimental images. 

Fig. 3.15a reveals a clear difference in behaviour during the initial formation 
of the wavefront. The experimental wavefront is formed progressively after 
the emergence and collapse of the mushroom-like and plunging structures 
discussed in Section 2.2. On the contrary, the shape of the computed 
wavefront is formed quasi instantaneously and the wave structure simply 
evolves as a self-similar profile. As a consequence, the computed wavefront 
is initially far ahead of its experimental counterpart, but the discrepancy 
reduces in time, as seen at later instants in Figs. 3.15f and 3.15g. The initial 
gap between wavefront velocities might also partly be ascribed to the 
relative uncertainty on the precise time of gate removal of the Janosi et al. 
experiments, given the limited frame rate of the employed digital camera. 
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Figure 3.15. Comparison of numerical results for layers of identical densities 
21 ρρ =  with the experiments by Janosi et al. (2004, Fig. 14) at 

=t 0.131, 0.196, 0.261, 0.327, 0.392, 0.457 and 0.522 s respectively. 
Circle- and cross-marks identify approximate positions of experimental 
feature-points: internal contact discontinuity and wavefront. 
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Observed and computed positions of the internal “colour” contact 
discontinuity, on the contrary, exhibit an initial difference that does not 
diminish at later instants. Moderate mixing at the interface between the 
transparent and coloured regions could noticeably enlarge the dark flow 
region and partially explain the difference. Both the positions of the 
observed wavefront ( ) and internal discontinuity ( ) are indicated as 
characteristic feature-points on Fig. 3.15. Despite the significant 
discrepancies in these two representative horizontal celerities, the height of 
the water level at the inner constant state of the numerical profiles is 
remarkably consistent with experimental observations. 

In order to investigate the effect of the downstream fluid depth on the 
celerity and shape of the wave, with the intention of relating it to the density 
of the granular material for the experiments over granular beds presented in 
the next section, the same feature points are plotted in Fig. 3.16 on a second 
series of profiles derived from Janosi et al. experiments. The profiles all 
correspond approximately to the same instant 6.0≈t  s and refer to a 
constant initial depth uh = 15 cm of pure water in the upstream reservoir, but 
differ in the depth dh  of ambient coloured water downstream of the gate, 
respectively equal to dh  = 0.5, 1.5, 3.0, 5.8 and 7.0 cm. Positioning of the 
feature-points is delicate and endowed with some degree of subjectivity, 
especially for the cases of a larger downstream depth for which the 
wavefront is not sharp. Analytical profiles of the two-layer model, derived 
by using the procedure described in Section 4.1, are superimposed as thick 
lines on the images. Deviations from the experimental profiles are 
substantial for the positions of the discontinuities, but again the levels of the 
inner constant states are in good agreement. 
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Figure 3.16. Comparison of numerical results for layers of identical densities 
21 ρρ =  with the experiments by Janosi et al. (2004, Fig. 15) at 

≈t 0.6 s for a downstream coloured layer of varying depth, =dh 5, 15, 
30, 58 an 70 mm respectively. Approximate positions of experimental 
feature-points as circle- and cross-marks. 
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Figure 3.17. Evolution of theoretical (solid lines) and Janosi et al. 
experimental feature-points for coloured dam-breaks with distinct 
dimensionless depth ratios )/(/ dudd hhhHh −= . Dimensionless 
positions of the experimental wavefront ( ) and contact discontinuity 
( ) on the left vertical axis; height of the internal constant state ( ) on 
the right vertical axis. Solid lines feature the theoretical evolution as 
given by analytical solutions. 

These observations are summarized in Fig. 3.17, presenting the evolution of 
both the experimental and theoretical feature-points for increasing depths of 
the downstream coloured region. Dimensionless depth ratios on the 
horizontal axis are expressed as the ratio between the downstream depth dh  
and the reference depth H , the latter as previously defined and equal in the 
present context to the depth difference between upstream and downstream 
regions, du hhH −= . The same ratio will later be used to substantiate the 
two-fluid analogy of the dam-break waves over granular beds, considering 
an effective “fluidised” depth of granular material. The dimensionless 
positions of the wavefront ( ) and the contact discontinuity ( ) are scaled 
with the length factor gHt  on the left vertical axis. The height of the 
internal constant state ( ) is made dimensionless by scaling with the 
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reference depth H  on the right vertical axis. One may observe that both the 
positions of the wavefront ( ) and of the contact discontinuity ( ) are 
poorly reproduced by the theory. The sensitivity to changes in the 
downstream depth ratio is rather limited, and the evolution of the wavefront 
position is non-monotonic. In contrast, the predicted level of the inner 
constant state represents a robust indicator of the actual observed value ( ), 
with a good sensitivity across the investigated range and a remarkable 
agreement with experimental measurements. 

5.2. Comparison of computations and liquid-granular dambreak 
experiments 

The analogy between the experimental dam-break waves over granular beds 
presented in Chapter 2, and the two-layer flow model depicted in Section 3, 
is now evaluated. The solid-like saturated granular bed will be regarded as 
an equivalent layer sh  of a fluid with the same bulk density. The thickness 
of this “fluidised” granular layer is expected to depend upon the density of 
the granular assembly, sρ , and on the initial water depth in the reservoir of 
the failed dam, H . Two-layer flow simulations have been conducted for 
three different density ratios. The first two refer to the coarse sand and the 
PVC pellets used for the experiments presented in Section 2. Their specific 
densities are SandM ,ρ = 2680 and PVCM ,ρ = 1580 kg/m³, so that the density 
ratios between the equivalent “granular fluid” and water are ws ρρ  

( ) ≈−+= wM ρρεε 1  2.0 and 1.3 respectively, for an approximate porosity 
4.0≈ε , assumed constant. The third density ratio investigated is that of the 

artificial pearls used in the pioneering experiments of Capart and Young 
(1998). These particles are much lighter, with a specific density Mρ = 1048 
kg/m³, i.e. density ratio 03.1≈ws ρρ , and diameter =d 6.1 mm. 
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Given the known geometry of the experiments and assigned values of 
density ratios, the sole parameter that remains to be prescribed is the 
thickness sh  of the fluidised bed layer that acts as the lower layer of the 
two-fluid system, over which the granular material is assumed to behave as a 
fluid. The effective depth ratio Hhs=η  is left as a tuning parameter, to be 
adjusted to provide a best possible agreement with characteristic feature-
points of the experimental profiles. As was observed for the coloured 
experiments (Fig. 3.17), the positions of the wavefront and internal contact 
discontinuity are mediocre indicators in this regard. The first is tainted with 
ambiguities in the gate opening time and with the near-field effects occurring 
at the first stages of wave development. Its evolution with the effective depth 
ratio is rather flat and non-monotonic. The second suffers from the same 
drawbacks, and is not well defined in the case of density contrasts between 
the two-layers, as it was seen in Section 4.2 to evolve into a smooth 
rarefaction. On the contrary, the level of the inner constant state was seen to 
be in remarkable agreement for the coloured dam-break experiments. It 
shows a monotonic evolution for growing effective depth ratios, with a 
pronounced sensitivity in the region of low depth ratios, as is expected for 
granular equivalents. It does not vanish or degenerate in the case of density 
contrasts, and was therefore chosen as the target value for the estimation of 
the effective depth ratio to be used in the simulations. From basic physical 
considerations, the value of η  is supposed to decrease for denser granular 
materials, i.e. increasing values of the ratio ws ρρ / . It may thus be expected 
that SandPVCPearls ηηη >> . Given the crude approximations of bed porosity, 
η  was tuned moderately, and after a few tests raw values were chosen as: 

Pearlsη = 1/4, PVCη = 1/10, and Sandη  =1/35. 
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Figure 3.18. Comparison of numerical results (density ratio =ρρ ws / 1.03 
and depth ratio =η 1/4) with the experiments by Capart and Young 
(1998) for a granular bed made of light pearls, at times (a) =t  0.29 s 
and (b) =t  0.55 s. Dimensionless plots. 

Comparisons for the lowest granular density, corresponding to the artificial 
pearls of the experiments by Capart and Young (1998), are shown in 
Fig. 3.18. The initial water depth in the reservoir is H = 10 cm, and with 

Pearlsη = 1/4, the initial thickness of the “granular fluid” layer extending on 
both sides of the dam is 2.5 cm. Experimental profiles at 0.29 s and 0.55 s 
were kindly provided by the authors. They refer to dimensionless instants 

=Hgt  1.81 and 3.44, thus still pertaining to relatively early stages of the 
wave development. The dark grey and light grey regions on the images refer 
respectively to clear water and granular-rich region. No distinction is made 
between the moving grains and the static bed. The three simulated interfaces 
are superimposed as solid lines. The lowest horizontal line represents the 
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postulated fixed boundary between fluidised and solid-like granular regions. 
Fig. 3.18 reveals that the simulated wavefront is substantially in advance. 
This was already observed for the “colour” experiments of Janosi et al. 
(Fig 3.15). In the present case, it results partly from the overestimation of the 
positive external eigenvalue. This is due to the crude assumption of complete 
fluidisation of the effective granular depth, even in the downstream region 
yet unaffected by the wave. Despite this translation, the computed and 
observed water profiles are in reasonably good agreement, within margins of 
accuracy similar to those observed for the “colour” experiments. The shape 
and height of the wavefront, saturated in moving grains, is correctly 
reproduced. More particular to this case of different densities, the spreading 
of the internal discontinuity into a rarefaction wave is well modelled. The 
Ritter “pinch-off” feature ahead of the wavefront is negligibly small. 

Results for the intermediate density of the PVC pellets are shown in 
Fig. 3.19. The initial water depth upstream of the gate is H = 25 cm. The 
granular bed is assumed fluidised over a thickness of 2.5 cm, i.e. 

PVCη =1/10. The four selected profiles correspond to dimensionless instants 
=Hgt  1, 3, 6 and 9, thus the wave development is seen on pretty longer 

time scales than for the artificial pearls tests. Again, an almost vanishing 
behaviour of the computed Ritter pinch-off is observed at the foremost 
extremity of the wave. Used as an indicator for the estimation of η , the level 
of the inner constant state in the vicinity of the failed dam is correctly 
captured, and so is the upstream rarefaction, where solid transport is 
practically nonexistent. On the downstream side, the correspondence 
between the observed and modelled behaviour is less good. The formation 
and celerity of the simulated bore is in reasonably good agreement with 
observations, but its height is largely overestimated. Again, this is due to the 
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requirement of the two-layer model to set in motion the full depth of the 
postulated fluidised bed layer, whereas the observed wavefront only 
mobilizes a very thin layer of grains upon its passage. Lastly, in Section 4.2 
it was observed that the most significant alteration of the flow, when moving 
from equal densities and single velocity to lower density ratios and distinct 
layer velocities, was the evolution of the internal discontinuous “colour” 
interface into a smooth rarefaction wave. This is clearly observed both  
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Figure 3.19. Comparison of numerical results ( =ws ρρ / 1.3, =η 1/10) with 

the PVC experiments, at dimensionless times =0/ tt 1, 3, 6 and 9. 
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during the experiments and on the simulated profiles of Fig. 3.19. In 
particular, the two points of detachment of the saturated granular zone, just 
behind the bore, are at very close locations. 

The third granular material is coarse sand. Results are presented in Fig. 3.20. 
In this case, the initial water depth in the upstream reservoir is 35 cm. This 
natural material being much heavier than the two artificial analogues 
analysed previously, the effective depth ratio is much lower. A value of 

Sandη =1/35 was adopted, i.e. a fluidised granular layer of 1 cm. Profiles are 
shown at the same dimensionless instants as for the PVC tests, i.e. 

=Hgt  1, 3, 6 and 9. Whereas the agreement between simulated and 
observed levels is reasonable in the upstream reach, the same does not hold 
at the wavefront. The position of the latter is completely missed out. The 
simulated bore is located way behind the observed front. On the other hand, 
the Ritter pinch-off has now a significant magnitude and does not vanish 
with time. Strikingly, the computed water level profile within that Ritter 
pinch-off roughly corresponds to the observed one. 

The peculiar behaviour of the Ritter pinch-off may be better grasped by 
looking to the two critical stability Froude numbers delimiting the domain 
inside which imaginary eigenvalues of the two-layer model are found. Using 
the procedure that allowed to construct Fig. 3.6 by computing analytically 
the discriminant of the characteristic polynomial, one may obtain the two 
longitudinal profiles of the lower and upper stability Froude numbers. The 
two resulting curves are plotted in Fig. 3.21 for the converged self-similar 
profile corresponding to the sand tests of Fig. 3.20. They form a band inside 
which strict hyperbolicity is lost. The actual profile of the two-layer stability 
Froude number )(/)( 2121 hhguuFr +−=∆  is plotted as a solid line. 
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Figure 3.20. Comparison of numerical results ( =ws ρρ / 2, =η 1/35) with 

the sand experiments, at dimensionless times =0/ tt 1, 3, 6 and 9. 
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Figure 3.21. Numerical results for the sand test: (a) converged flow profile; 
(b) profile of the stability Froude number )(/)( 2121 hhguuFr +−=∆  
(solid line) and band with complex internal eigenvalues (grey region). 
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Two fascinating features are observed. Firstly, while the actual Froude 
profile is always located outside of the non-hyperbolic band, it is seen to 
jump across this band at the position of the main wavefront, switching from 
the lower stable region upstream of the front to the upper stable region 
within the Ritter pinch-off and intermediate uniform state. The wave seems 
to behave as if it was striving to remain in the hyperbolic domain and 
converge towards a stable Riemann solution. The transition for the 
converged solution of Fig. 3.21 is found very sharp. In the numerical 
computations, however, the transition is spread over some numerical cells 
that are thus located within the non-hyperbolic band, explaining the thin 
vertical stripes of imaginary eigenvalues observed e.g. in Fig. 3.11. The 
second peculiar feature observed in Fig. 3.21 lies in the region situated just 
upstream of the bore. Before abruptly jumping to the upper stable region, the 
Froude profile is seen to come very close to the lower stability Froude 
number over a substantial portion of the internal rarefaction. The flow in that 
region is thus very near instability. For the case of the PVC tests, the 
computed Froude numbers in that region were found to slightly enter the 
imaginary band before jumping to the upper region. Looking back to the 
PVC profiles of Fig. 3.19, one is tempted to regard this nearly unstable 
region as a region favourable to the emergence of instabilities at the interface 
between the two fluid layers, materialised in the present context as the 
antidunes-like bedforms observed more clearly in Fig. 3.4. 

5.3. Elementary wave structures and characteristic paths 

In Section 4.2 it was anticipated that, for the Riemann-type initial conditions 
as the dam-break configurations that were explored, the system of two-layer 
shallow-water equations should lead to self-similar solutions comprising a 
series of four elementary waves (shocks or rarefactions, or combinations of 
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the two) separated by three internal constant states. Numerical simulations 
were carried out towards convergence and the results indeed suggested a 
structure of this kind. 

Here, in order to further clarify the wave structure, one seeks to draw in an x-
t plane the characteristic rays associated to each of the four eigenvalues of 
the system. Physically, they express the propagation of information related 
to each considered eigenvalue in the system. Different configurations of 
these rays are possible: (i) within constant flow states, such rays should 
consist of parallel straight lines for any eigenvalue; (ii) within a rarefaction 
wave associated to eigenvalue iλ , the rays for iλ  should consist of a 
diverging fan of straight lines radiating from the origin, while the rays 
associated to ij≠λ  may cross the rarefaction and adopt a curvature; (iii) in 
the vicinity of a shock associated with eigenvalue iλ , the rays for iλ  should 
converge towards the shock; (iv) according to Leveque (2002, Chapter 16), 
additional configurations are possible in some special cases, e.g. for 
equations of the mixed type “which lose hyperbolicity over some relatively 
small regions of space”; configuration of characteristic rays within these 
regions may consist of a combination of a rarefaction and a shock, the 
associated rays thus converging only on one side towards the shock. 

The characteristic rays were derived for the three configurations of previous 
section, i.e. dam-break waves over a granular bed of light pearls, PVC 
pellets and sand. They may be drawn efficiently from the numerical 
simulations in the following steps: (i) obtain a well-defined numerical 
solution by pursuing the simulations until approaching convergence of the 
self-similar profile; (ii) compute profiles of the four eigenvalues based on 
this converged numerical solution; (iii) extend this solution backwards at 
short times according to self-similarity; (iv) grow a bundle of characteristic 
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rays for each eigenvalue, starting from =t 0 and adopting a local slope in the 
x-t plane, given by the associated eigenvalue at that point. 

Such plots are given in Figs. 3.22, 3.23 and 3.24, along with the converged 
flow profile and eigenvalues, for the cases of light pearls, PVC and sand, 
respectively. The converged numerical results of the upper-left panels reveal 
sharp profiles, where constant states appear remarkably and separate the 
non-uniform regions associated with each wave. These regions are 
highlighted in colours that are reported in the subsequent figure panels, 
depending on the characteristic(s) to which they seem to pertain. 

The profiles for the cases of light pearls and PVC are peculiar, in that the 
wavefront is saturated in “heavy fluid” (i.e. moving sediments). In the 
constant state region just upstream of the wavefront, the two internal 
eigenvalues (coloured in pink and blue) are seen to coincide, and 
consequently also the associated characteristic rays. A demonstration of 
what exactly occurs in this region goes beyond the scope of the present 
thesis, but it seems that due to this degeneration of the characteristics, the 
fourth degree of freedom of the full system is inhibited, and so is the wave 
associated to that characteristic in the solution. In Section 4.2, it was shown 
that the wave associated to the fourth degree of freedom of the system is this 
peculiar feature that was called “Ritter pinch-off”. At the time (see page 3-
33) it was also stated that a physical “Ritter pinch-off” may only exist if the 
main wavefront is of a mixed type, composed of both light and heavy fluid. 
This is consistent with what is observed on the panels (a) of Figs. 3.22 and 
3.23: beyond the wavefront, at the foremost extremity of the wave (region 
coloured in green), the perturbations to the initial flow configuration are 
imperceptible. Though, the figures show perturbed characteristic rays in that 
region. Those are believed to be associated to a flaw in the numerical 
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simulations, already identified in Section 4.1 and creating a fast spurious 
wave at the initial instants. This spurious wave, although having a depth 
vanishing with time, affects the characteristic rays in a durable way. 

The behaviour for the case of the sand bed is depicted in Fig. 3.24. The 
wavefront is now of a mixed type, and as a result the Ritter pinch-off does 
not vanish. Although still very weak, it is visible ahead of the wavefront on 
Fig. 3.24a. The four characteristics plotted in Fig. 3.24b are now everywhere 
distinct, and the characteristic rays plotted in the subsequent panels reveal a 
four-waves structure. Tough, the behaviour of the waves associated with 3λ  
and 4λ  (coloured red and green) is yet not fully understood. It seems that the 
first one has evolved into a compound wave in the sense of Leveque (2002), 
composed of both a rarefaction and a shock. Its precise characterisation, 
however, goes beyond the scope of the thesis and is left for further work. 

6. Conclusions 

Based on a qualitative comparison of dam-break experiments over granular 
beds with two-fluids coloured dam-break experiments taken from the 
literature, a two-layer shallow-flow model was introduced and motivated, 
where the layers have distinct densities and are allowed to flow at distinct 
velocities. The resulting set of governing equations has been derived based 
on the least action principle of mechanical systems, and essential properties 
of the equations have been highlighted, among others the intrinsically non-
conservative  formulation  and,  more  importantly,  the  possible  loss  of  
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Figure 3.22. Wave structure associated to the bed made of light pearls. 
(a) converged self-similar flow profile; (b) profiles of eigenvalues 

4321 λλλλ <<< ; (c) characteristic rays associated with 1λ ; (d) 4λ -
rays; (e) 2λ -rays; (f) 3λ -rays. All plots made dimensionless. 
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Figure 3.23. Wave structure associated to the bed made of PVC. 
(a) converged self-similar flow profile; (b) profiles of eigenvalues 

4321 λλλλ <<< ; (c) characteristic rays associated with 1λ ; (d) 4λ -
rays; (e) 2λ -rays; (f) 3λ -rays. All plots made dimensionless. 
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Figure 3.24. Wave structure associated to the bed made of sand. 
(a) converged self-similar flow profile; (b) profiles of eigenvalues 

4321 λλλλ <<< ; (c) characteristic rays associated with 1λ ; (d) 4λ -
rays; (e) 2λ -rays; (f) 3λ -rays. All plots made dimensionless. 
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hyperbolicity. Numerical computations were performed, using a second-
order accurate numerical scheme, to characterise the behaviour of the system 
for dam-break type initial conditions. Validation of the model against 
limiting cases with analytical solutions, and its detailed inspection for the 
general case, permitted to gain insights into the implications of the density 
and of the distinct layer velocities on the observed structures of shallow 
dam-break waves over granular beds. 

In this chapter the two-fluids analogy was pushed to its limits by considering 
the granular bed as an equivalent “granular fluid”, completely and 
permanently fluidised over a certain predefined bed thickness. Comparisons 
with the experiments yielded interesting observations. In the range of a 
moderate density difference between the two layers, the analogy may explain 
the flattening of the internal discontinuity into a rarefaction, the appearance 
of a saturated or of a mixed wavefront, the proneness for emergence of 
instabilities. But the analogy breaks down for lower density ratios sw ρρ , 
corresponding to heavier granular materials: if the concept of a predefined 
effective fluidised layer leads to a reasonable approximation in the vicinity 
of the dam, it does not provide a correct representation near the wavefront. 
In reality, an additional mechanism has to be incorporated in the description, 
which governs the phase transition of the granular material, passing from a 
solid-like behaviour in the static bed to a fluid-like behaviour in the layer of 
mobilised sediments. This transition should be based on the local balance of 
entraining and resistive forces acting on the grains, rather than on an a priori 
postulated thickness of a fluidised layer. The extension of the above two-
layer shallow-flow model with the inclusion of a physically-based criterion 
for the solid/fluid transition of granular material lies precisely at the core of 
the next chapter of the thesis. 





 

Chapter 4 

Erosion and deposition, and the 

effects of granular dilatancy on 

dam-break induced sheet flow 

 

“Without attempting anything like a complete dynamical theory …  

I would point out the existence of a singular fundamental property of …  

granular media, I have called  “dilatancy” 

O. Reynolds, Phil. Mag. 20, 467 (1885). 

 

1. Introduction 

In the previous chapter a shallow-water model for two-layer stratified flows 
with a density contrast was presented. Its behaviour for dam-break flows was 
investigated on cases that involve the sudden release of a mass of “light” 
fluid over a uniform substrate of a “heavier” fluid extending on both sides of 
the idealised dam. An analogy with dam-break waves propagating over 
granular beds was suggested, by considering the bottom granular layer as a 
“heavy” fluid with its proper density. By contrasting model simulations with 
results obtained for two layers having the same density, valuable insights 
were gained into the implications of the density contrast on the observed 
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behaviour of the dam-break wave. Though, clear limitations of this highly 
simplified approach were also identified: (i) the granular layer was assumed 
to be instantaneously and totally fluidised over a certain bed thickness, 
regardless of its movement or immobility; (ii) no clear physical argument 
was available for the predetermination of the thickness of this layer; (iii) no 
interactions between this fluidised layer and the below granular bed were 
accounted for; (iv) the layers were completely immiscible and frictionless. 
The major limitation of that approach is thus that the dynamical effects 
resulting from the entrainment of granular material and its incorporation into 
the flow are thoroughly disregarded. 

In order to improve the description, one needs to properly account for the 
difference in behaviour between the granular bed, behaving as a solid, and 
the moving sediment mixture, behaving as a fluid, and to provide a 
mechanism for the transition from one behaviour to the other, materialised as 
erosion or deposition. Doing so, besides the sharp interface separating the 
water layer from the sediment transport layer, a second evolving interface is 
introduced, separating this moving granular layer from the underlying static 
bed. A sharp view of this interface will also be adopted, and it will be 
regarded as a phase interface across which the granular material undergoes a 
phase transition from a solid-like to a fluid-like behaviour. 

One major benefit of the proposed description, as opposed to former 
proposals, is to account for the effect of granular dilatancy associated with 
erosion. It relies upon the postulate that the mobilisation of bed material is 
associated with an expansion of the granular matrix so that the volumetric 
sediment concentration in the moving layer is lower than in the static bed. 
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Whereas the previous chapter focused on the horizontal structure of transient 
two-layer shallow flows propagating over a rigid bottom boundary, the 
present chapter will thus seek to address the vertical structure of geomorphic 
flows in interaction with a loose bottom boundary. The proposed description 
is first motivated on the basis of experimental observations in Section 2, and 
its implications on the flow dynamics are discussed. Then, in Section 3, the 
description is formalised into a set of equations governing the “vertical” flow 
structure. At first, for sake of clarity but without loss of generality, the 
derivation is performed by assuming uniform flow conditions. In a second 
step, a combination with the “horizontal” flow structure derived in the 
previous chapter will provide a complete formulation for two-layer 
geomorphic flows in unsteady, non-uniform conditions. Section 4 presents 
the adopted numerical scheme. Section 5 is then devoted to a scrutinized 
analysis of the model behaviour. Among others, model parameters are 
classified and model accuracy and stability is investigated. In order to further 
motivate the impact of granular dilatancy, one quantifies the relative 
importance of friction and granular dilatancy as two mechanisms of coupling 
between the clear-water and moving sediments layer. In Section 6 model 
simulations are faced with the experiments presented in Chapter 2. Finally, 
Section 7 shows that this coupling mechanism resulting from granular 
dilatancy is sufficient to generate erosion and create a stable sheet-flow layer 
even in the absence of any friction at the interface. A reduced set of 
homogeneous equations is obtained. Being homogeneous, the reduced 
system conforms the conditions for the existence of self-similar solutions 
characterised by a Riemann structure. 
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2. The vertical flow structure 

2.1. Imaging observations 

Small-scale laboratory dam-break experiments were presented in Chapter 2. 
At the time the analysis restricted to general observations of the flood wave. 
Here more detailed experimental observations are presented, and key 
features of the flow are pinpointed that will lead to the identification of an 
idealised vertical structure. 

2.1.1. A layered flow structure... 

Figure 4.1a shows a typical mosaic image of the dam-break experiments 
introduced in Chapter 2. Two sharp characteristic lines are clearly identified 
and separate distinct flow regions. The first is the water free surface. The 
second is the upper limit of the granular material, and features a very sharp 
transition between a sediment-rich layer and a pure water layer. In order to 
further discriminate distinct flow regions, one must add some information to 
the image, representing the flow dynamics. A simple way to do this is to 
construct a differentiated image, subtracting pixel by pixel the image from 
an image taken at a nearby instant. Fig. 4.1b is obtained in this way, by 
subtracting the image of Fig. 4.1a from the image at 1/100 s later, then 
taking the absolute value and slightly enhancing the image look-up table. 
Doing so, regions of constant pixel values appear black. This is the case of 
the immobile granular bed, and of the ambient air. The vast majority of the 
pure water flow region appears black as well, as it is characterised by 
uniformly dark pixels except in zones where small entrapped air bubbles or 
impurities are found. On the contrary, the zone of moving grains appears 
much brighter. The transition between this bright region and the upper and 



 Erosion, deposition and the effects of granular dilatancy 4-5 

 

lower dark regions is found to be quite abrupt again. Whereas its upper limit 
was already clearly visible in Fig. 4.1a, its lower limit features a third sharp 
interface of the flow. It separates the region of moving grains from the static 
bed, and thus constitutes the loose bottom boundary of the flow. For a better 
visualisation, the rectangular insets of Figs. 4.1a and 4.1b are magnified in 
Figs. 4.2a and 4.2b. All together, the observations support an idealised 
layered structure as the one sketched in Fig. 4.2c: the flow will be regarded 
as a superposition of three distinct shallow layers, each having homogeneous 
properties: (i) a pure water layer with a free surface on top, (ii)  a transport 
layer made of a dense mixture of water and moving grains, and (iii) a 
motionless granular bed below. The movement of the lower interface results 
from erosion or deposition. The displacements of the other two interfaces are 
governed by a combination of spatial gradients in the horizontal flow 
components and of the potential vertical exchanges between the layers. Note 
that the thickness of individual layers may become zero in special cases. 
This may happen for the layer of moving sediments in the absence of 
sediment transport, but also for the clear water layer in case of fully 
developed debris-flow conditions, like is observed in the vicinity of the 
wavefront in Fig. 4.1a. 

Overall, such an idealisation is believed to be a reasonable approximation of 
flow conditions in which the sediments move as a dense contact load, with 
negligible suspended transport in the upper layer. Conditions ranging from 
mild bed load to intense sheet flow should be covered. From now on, the 
moving sediments layer will be referred as the sheet-flow layer. 
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(b)

 
Figure 4.1. Experimental flow mosaic assembled from different runs. 

(a) mosaic image; (b) differentiated image obtained by subtracting 
pixel-by-pixel two successive images 

 

(a) (b) (c)

 
Figure 4.2. Layered flow structure, visualised in zooms on the rectangle 

insets of Fig. 4.1. (a) mosaic image; (b) differentiated image; 
(c) idealised layered vertical flow structure. 
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2.1.2.  ... with distinct velocities in the two flowing layers ... 

In accordance with the shallow-water approximation, depth-averaged 
velocities are considered in each layer. In Fig. 4.3 imaging techniques are 
utilised to characterise the actual velocity profiles observed in the dam-break 
experiments. Specially designed imaging algorithms were used to track at 
the same time the movements of the PVC pellets in the granular region, and 
the movements of “pliolite” neutrally-buoyant tracers dispersed in the water 
layer (see Chapter 2 for some details on the techniques). Results are 
highlighted in Fig. 4.3b and 4.3c for the two rectangular regions visible on 
the typical mosaic image of Fig. 4.3a. The left panels show a zoom on the 
considered regions. The identified centroids of PVC particles and pliolite 
tracers are indicated in the middle-left panels, in red and blue respectively. 
Correspondence with particle positions obtained at the next image delivered 
the displacement vectors shown on the middle-right panels. Even if some 
particles could not be paired and if a few vectors are manifestly incorrect, 
the vectors give a reasonable estimate of the displacement field. To obtain a 
better estimate of the velocity profile, the procedure is repeated over 20 
successive frames (corresponding to a time interval of 0.1 s around the 
image of Fig. 4.3a) and the results are averaged and interpolated over the 
entire depth. The resulting profiles are plotted on the left panels, 
superimposed on the three flow regions as identified in the previous section: 
the static bed, the sheet-flow, and the clear water. 

Several observations can be made. Firstly, the velocity in the clear water 
region is nearly constant throughout the depth. Secondly, as expected the 
velocity vanishes in the bed region. Thirdly, the velocities in the sheet-flow 
layer are not equal to those of the clear water layer. Their evolution is more 
gradual and they adopt a roughly linear profile, starting from zero near the 
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bed interface and increasing when approaching the upper interface of the 
layer. In its immediate vicinity the velocities in the sediment-rich and clear 
water regions are very similar, but it may not be deduced from the 
observations that the profile is really continuous there. 

(a)

(b)

(c)

 
Figure 4.3. Distinct layer velocities. (a) flow mosaic; (b) and (c) from left to 

right: zooms on the two rectangle insets of (a); identified positions of 
bed sediments (black) and Pliolite® tracers (grey); displacements 
between two successive frames; interpolated velocity profile obtained 
by averaging velocity vectors over 20 successive frames (i.e. 0.1 s) 
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Overall, the above observations support the necessity to allow the two 
flowing layers to have distinct velocities. An idealised piecewise constant 
profile is adopted, in which the individual profile in each layer is replaced by 
a depth-averaged value. Within the sheet-flow layer, any velocity difference 
between the grains and interstitial water is neglected. Typically, the 
velocities in the water layer will be larger than in the layer of moving 
sediments. However, no predetermined relation between the two layer 
velocities will be postulated a-priori. They will constitute two degrees of 
freedom of the flow, whose evolution will be imposed by the governing 
equations for conservation of mass and longitudinal momentum. 

2.1.3.  ... and distinct sediment concentrations in the two granular 
layers ... 

To complete the vertical flow structure, the evolution of the granular 
concentration sc  in the sheet-flow layer should be prescribed. A possibility 
is to regard it as an evolving variable (Ferreira et al., 2003). One would then 
need an additional governing equation and closure law. An alternative is to 
consider that it is roughly equal to the concentration prevailing in the static 
bed underneath, i.e. bs cc =  (Capart, 2000; Fraccarollo and Capart, 2002). 
However, the mobilisation of granular material requires to set the grains 
apart to some extent to let them move. This should result in a vertical 
expansion of the granular matrix, a phenomenon described by Reynolds 
(1885) as granular dilatancy. In order to quantify this effect in the present 
context, one will again rely on experimental observations. 

Figure 4.4 shows a typical sequence of flow snapshots for the PVC pellets, 
spanning from 0 to 2 s after gate removal, with the three typical flow regions 
emphasised in distinct grey scales. As the wavefront has not passed the 
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downstream extremity of the image, and if the negligible amount of 
sediments supplied through the very thin sheet-flow layer at the upstream 
extremity of the image is disregarded, the amount of granular material 
present in the visible region is constant throughout the sequence. For each 
snapshot the area of the static bed bA  and the area of the sheet-flow layer 

sA  are computed. Results are presented in Fig. 4.5a. Circular symbols ( ) 
stand for the difference in bed area compared to the initial area, 0

bb AA − . 
The deficit corresponds to the eroded material. The triangular symbols ( ) 
correspond to the difference in total granular area (bed + sheet-flow), i.e. 

0
bbs AAA −+ . Non-zero values are obtained, which means that the sheet-

flow area does not balance the deficit in bed area. The difference results 
from a reduced sediment concentration in the moving layer. This reduction is 
quantified in Fig. 4.5b by computing the bulk concentration in the sheet-flow 
layer sc  ( ) such that the amount of eroded material within 0

bb AA −  
balance exactly the amount of transported material within sA . The 
concentration inside the static bed was measured separately by analysing bed 
samples taken in situ, and amounted to bc = 0.58 (  in Fig. 4.5b). Much 
lower values are observed in the moving layer. However, despite the large 
range of transport intensities ranging from the mild bed load in the upstream 
reaches to the debris flow near the wavefront, values stay confined in a 
remarkably narrow range from ≈sc 0.21 to 0.25. 

Comforted by these observations, the sediment concentration in the sheet-
flow layer sc , while distinct from the bed concentration bc , is assumed to 
remain constant over time. For the PVC experiments, a value of sc = 0.22 
will be adopted. Using the ratio bs cc  as a correction for the sheet-flow 
area, values of bssbb ccAAA +− 0 , plotted as square symbols ( ) in 
Fig. 4.5a, are very close from zero. 
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(g)

(h)

(i)

 
Figure 4.4. Sequence of flow snapshots for the experiment with a flat PVC 

bed and =H 25 cm, spanning from 0 to 2 s after gate removal, with the 
three typical flow regions emphasised in distinct grey scales. 
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Figure 4.5. Effects of granular dilatancy on the snapshots of Fig. 4.4. 

(a) balances of bed and sheet-flow layer areas: ( ) eroded material 
0
bb AA − ; ( ) difference in total granular area sbb AAA +− 0 ; 

( ) correction accounting for granular dilatancy, bssbb ccAAA +− 0  
with =sc 0.22; (b) actual evolution of the averaged granular 
concentration: ( ) in the static bed, =bc 0.58; ( ) in the sheet-flow 
layer, sc . 

The above observations were based on experiments performed with PVC 
pellets; however, the same conclusions were drawn from the analysis of 
experiments performed with natural sand. 

2.2. Consequences on the flow dynamics 

In Fig. 4.6, the postulated vertical flow structure motivated by the 
experimental observations of previous section is considered: a static granular 
bed of density bρ  extending at level )(bz ; a sediment transport layer of 
depth sh  and horizontal velocity su , with a granular concentration bs cc < , 
thus yielding a layer density bs ρρ < ; and a pure water layer of depth wh  
and horizontal velocity wu . The three layers are considered homogeneous, 
and are separated by sharp interfaces )(bΓ , )(sΓ  and )(wΓ . Here, as in 
Chapter 3 and throughout the thesis, subscripts are used to denote layer 
variables  whereas  superscripts  refer  to  interface  variables.  The  proposed  
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Figure 4.6. Sketch of the postulated idealised vertical flow structure 

description of Fig. 4.6 builds up on an earlier modelling approach (Capart, 
2000), and adopts a similar layered structure, but relaxes a number of 
simplifying assumptions: the flowing layers are allowed to flow at distinct 
velocities, and the solid concentration in the sheet-flow layer is considered 
lower than its value in the static bed. The implications of this new set of 
phenomenological assumptions on the flow dynamics are now investigated. 

Assuming equal velocities in the two layers imposes a movement of the 
sheet-flow layer that remains fully locked to that of the water layer. On the 
contrary, allowing bs uu ≠  means that one or more coupling mechanisms are 
required to drive the sheet-flow layer. The first is the pressure thrust due to 
the surface gradient, acting both on the water and on the grains. This was 
essentially the sole coupling mechanism present in the simplified immiscible 
two-layer model discussed in Chapter 3. The second is due to the frictional 
shear stresses at the interface between the clear water and sheet-flow layer. 
Those two mechanisms are independent of the relation between sc  and bc . 
Below it is demonstrated that a third important coupling mechanism derives 
precisely from the effect of granular dilatancy. 

Accounting for granular dilatancy by allowing bs cc ≠  has several 
implications. Beyond its pure volumetric effect (layer thickening) identified 
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in Section 2.1.3., dilatancy may affect the dynamics of the flow in several 
ways, enumerated here and discussed more in details below: 1) pore pressure 
relaxation effects; 2) suspension; 3) capillary effects; 4) vertical mass and 
momentum exchanges between the layers. 

Pore pressure relaxation effects result from the non-immediate adaptation of 
the solid concentration from bc  to sc . For bed material to be entrained, the 
grains have to expand in the vertical direction. To counterbalance the 
movement of the grains, the expansion requires a flux of water relative to the 
grains. This flux is hindered by the finite permeability of the bed. Capart 
(2004) showed that permeability thus act as a delaying mechanism for 
erosion by increasing the resisting effective stress on the grains. In the 
present context, only bed material with a large permeability combined with 
relatively small sheet-flow layer thickness is considered, and thus this effect 
is assumed negligible. 

A significant dilatation of the granular material may result in much lower 
rates of inter-particle contacts and collisions within the upper portion of the 
transport layer. As a result, the mode of transport of the grains changes, and 
suspension may occur. Suspension is governed by different mechanisms 
such as turbulent friction, that are not accounted for in the description. While 
it may not be intractable to incorporate in the description of the upper clear 
water layer a concentration in suspended particles with some adequate 
closure relation for the estimation of the suspended discharge, suspension 
was almost not noticed in the present dam-break experiments. For the coarse 
material that was investigated, the threshold for suspension was not attained. 
This phenomenon is thus not considered. 
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Figure 4.7. de-saturated wavefront on a flow snapshot at =t 0.6 s for the 

PVC experiment involving an upstream reservoir nearly filled with 
sediments (configuration of Fig. 2.8e). The dry region at the wave 
forefront appears much brighter on the image (rectangular inset). 

As a result of dilatation, the thickness of the sheet-flow layer may grow 
substantially and at a point almost fill the entire flow depth. What happens 
next appears to be strongly influenced by capillary effects. A further 
thickening or dilatation of the sheet-flow layer would tend to de-saturate the 
upper grains. Indeed, a peculiar dam-break experiment, carried out with an 
upstream reservoir initially almost entirely filled with sediments, was seen to 
temporarily create a dry wavefront as a result of granular dilatancy combined 
with a very intense transport rate. An illustration of this wavefront is shown 
in Fig. 4.7, where the de-saturated wavefront appears much brighter than the 
saturated wave. But in order to emerge the grains, the forces tending to 
further increase the sheet-flow thickness should first overcome the surface 
tension at the free surface. At the scale of laboratory experiments, in which 
the height of capillary rise in the granular material may be of the same order 
of magnitude as the height of the dam-break wavefront, such an effect is not 
negligible. To account adequately for capillary effects may appear as a tricky 
complication. However, it might have only the limited role of preventing de-
saturation of the granular medium at the wavefront. Indeed, except for the 
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very peculiar case of Fig. 4.7, real de-saturation of the wavefront was not 
observed. Though, in many cases the wavefront was entirely filled with 
moving grains, and the precise observation of the water surface suggested 
small menisci surrounding grains at the point of emerging. In the next 
section a simple physical framework is proposed to account for this limited 
effect of capillarity. 

The last implication of granular dilatancy represent the key novel feature of 
the description. It consists in the mass and momentum exchanges induced 
between the two flowing layers. When erosion takes place, the mobilised bed 
material undergoes a transition from solid-like to fluid-like behaviour. At the 
same time, in order to integrate the sheet-flow layer, the fluidised granular 
material dilates from a volume concentration bc  to sc . By virtue of simple 
volume conservation, this requires a supply of water to counterbalance the 
increase in pore volumes. This volume of water will be supplied by the 
above clear water layer, and it is assumed that this transfer takes place 
instantaneously, which amounts to assume an infinite permeability of the 
sheet-flow layer. The opposite takes place in case of deposition. The 
deposited granular material leaves a surplus of water in the sheet-flow layer, 
which is transferred back into the clear water layer. The implications of these 
mass transfers of water are made clear when the associated momentum 
transfers are considered. Since the layer velocities are not equal, the 
transferred water endowed with the velocity of its initial layer ends up in a 
layer with a different velocity, and the momentum of the layers should be 
modified accordingly. 

Globally, since in general larger water velocities than sheet-flow velocities 
may be expected, the water exchanges at )(sΓ  will tend to accelerate the 
sheet-flow layer in case of erosion (to see whether this will actually happen 
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so, however, exchanges at the bed interface )(sΓ  should also be considered), 
and in any way to decelerate the clear water layer in case of deposition. 
Doing so, they act precisely so as to restore some coupling mechanism 
between the two layers. As will be shown in Section 7 this allows the 
emergence and driving of a sheet-flow layer even in the absence of frictional 
shear stresses, an argument that is not met when bs cc =  is assumed. This 
will constitute an important pre-requisite when trying to prove the existence 
of self-similar exact solutions of the resulting governing equations. 

3. Extended shallow flow description 

A two-layer shallow-water model is to be developed, that is based on the 
layered vertical flow structure described previously. For the sake of 
simplicity but without loss of generality, governing equations for the 
conservation of mass and longitudinal momentum are derived by considering 
“transient uniform” flow conditions and a horizontal bed (Capart, 2004). 
Such idealised conditions may for example be pictured by considering an 
infinitely long channel, with uniform flow conditions such that the flow 
variables swsw uuhh ,,,  are everywhere equal. Even in this situation, the 
flow might not be in equilibrium with the bed, so that erosion or deposition 
may result (consider e.g. a fast pure-water flow on a easily erodible sediment 
bed). Given that flow variables are everywhere identical, this geomorphic 
evolution will process at exactly the same rate at all sections along the 
channel. After a small time step, a new flow situation is attained, distinct 
from the previous one due to vertical interaction between the bed and 
flowing layers, but still constituting a uniform flow in the sense that flow 
variables are equal all along the channel. The flow thus evolves as a 
succession of uniform states. 
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Such “transient uniform” flow conditions may appear tricky and artificial. 
However, they allow to derive the vertical flow structure associated with 
erosion and deposition more clearly. Doing so, the terms associated with the 
spatial gradients of the flow variables are suppressed, and the focus is set on 
the terms related to the vertical exchanges discussed in the previous section. 
Then, the terms of the horizontal flow structure, described by the model of 
Chapter 3, and the bed slope terms, are re-incorporated to form a complete 
description. 

3.1. Unsteady uniform flow with interfacial transfer 

The physical laws for conservation of mass and longitudinal momentum are 
now applied to the physical system shown in Fig. 4.8. Transient uniform 
flow is assumed throughout the flow depth, so that net changes of mass and 
momentum result only from vertical exchanges between the layers, through 
frictional and geomorphic interactions. 
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Figure 4.8. Sketch of vertical flow structure for pseudo-uniform conditions. 

A procedure similar to the one described by Fraccarollo and Capart (2002) is 
followed by applying Reynolds transport theorem to the balance of mass and 
horizontal momentum on an arbitrary control volume Ω . In the present 
context, as opposed to their derivation, the exchanges occur across layers of 
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distinct densities, and thus conservation of mass further needs to be 
distinguished from conservation of volume. The three equations write: 

 ( ) 0dd =Γ⋅−+Ω
∂
∂

∫∫ ΓΩ
nvu

t
 (4.1) 

 ( ) 0dd =Γ⋅−+Ω
∂
∂

∫∫ ΓΩ
nvuρρ

t
 (4.2) 

 ( )( ) [ ]∫∫∫∫ ΓΩΓΩ
Γ⋅+Ω=Γ⋅−+Ω

∂
∂ dddd xxxxt

ngnvuuu σσσσρρρ  (4.3) 

where ρ  = mass density, u  = material velocity, v  = celerity of non-
material boundary Γ , n  = outward unit normal to Γ , σσσσ  = stress tensor and 
g  = oriented acceleration of gravity. Equations (4.1) and (4.2) are scalar 
equations. Equation (4.3) is normally a vector equation, but only its 
horizontal component is here considered, governing the evolution of 
horizontal flow momentum. 

The volume flux density e, the mass flux density i, and the horizontal 
momentum flux density j across control surface Γ  are defined as 

 ( ) nvu ⋅−=e  (4.4) 

 ( ) nvu ⋅−= ρi  (4.5) 

 ( )( ) [ ]xxj nnvuu ⋅−⋅−= σσσσρ  (4.6) 

The integral equations (4.1), (4.2), and (4.3) are applied successively from 
top to bottom over the rectangular control volumes corresponding to the 
water layer of depth wh , the sheet-flow layer of depth sh  and the static bed 
at level )(bz . Given that uniform flow is assumed, the fluxes across the left 
and right vertical boundaries of the control volumes balance exactly, and 
integration over Γ  resumes to the integration over the layer interfaces 

)(wΓ , )(sΓ  and )(bΓ . Since the interfaces are horizontal, the acceleration of 
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gravity has no component in the direction of longitudinal momentum and the 
first term on the right-hand side of (4.3) is zero. 

The following equations are thus obtained for the continuity of clear-water 
layer, sheet-flow layer, and bed material (in terms of volume and mass, 
respectively), and for the momentum of water layer and sheet-flow layer: 

 )()( sww ee
t

h +−=
∂
∂  (4.7) 

 )()( bss ee
t

h +−=
∂
∂  (4.8) 

 )(
)(

b
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e
t

z −=
∂

∂  (4.9) 

 ( ) )()( sw
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∂
∂ ρ  (4.10) 

 ( ) )()( bs
ss iih

t
+−=

∂
∂ ρ  (4.11) 

 ( ) )()( bb
b iz

t
−=

∂
∂ ρ  (4.12) 

 ( ) )()( sw
www jjuh

t
+−=

∂
∂ ρ  (4.13) 

 ( ) )()( bs
sss jjuh

t
+−=

∂
∂ ρ  (4.14) 

in which subscripts w, s and b stand for layer variables, while the 
superscripts (w), (s) and (b) refer to interface variables. e, i and j with 
superscripts denote the volume, mass and horizontal momentum flux 
densities across the discontinuous layer interfaces )(wΓ , )(sΓ  and )(bΓ . They 
are considered positive when oriented downwards. The layer densities are 
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wsMss cc ρρρ )1( −+=  and wbMbb cc ρρρ )1( −+=  , with Mρ  being the 
specific density of the granular particles. 

Interface )(wΓ  is a “no-flux” boundary, so that 0)()()( === www jie . 
Summation of equations (3.1), (4.8) and (4.9) implies that 0)( =∂∂ tz w , or in 
other words that the level of the water surface )(wz  is not affected by vertical 
exchanges occurring at internal interfaces )(sΓ  and )(bΓ . Combining (3.1) 
with (4.10) and (4.9) with (4.12) gives relations between volume and mass 
fluxes 

 )()( s
w

s ei ρ=      and     )()( b
b

b ei ρ=  

so that (4.8) and (4.11) together yield a compatibility constraint between the 
movement of interfaces )(sΓ  and )(bΓ : 

 )()( b

ws

sbs ee
ρρ
ρρ

−
−−=  (4.15) 

The movement of interface )(sΓ  is not free. It is tied to the evolution of the 
bed interface )(bΓ  so as to preserve constant densities of the flow layers. 
Also observed from (4.15) is that )(be  and )(se  always have opposite signs. 
A downward movement of )(bΓ , associated with mobilisation of bed 
sediments through erosion, requires a dilatation of the eroded material, 
initially at a density bρ , to reach the sheet-flow density sρ . An upward 
movement of )(sΓ  results, aimed at transferring just the required amount of 
water to fill the increase of pore volumes created by the dilatation. 

To ensure that the description is consistent, one must still guarantee that 
volume, mass and horizontal momentum is conserved across the 
discontinuities )(wΓ , )(sΓ  and )(bΓ . This leads additional relations known as 
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jump conditions (Chapman, 2000). They state that the flux densities i and j 
experienced on both sides of the discontinuous interfaces are to be identical. 

Using (4.5) and (4.4), equalling mass flux densities )(b
si  and )(b

bi  on both 
sides of the bed interface )(bΓ  requires 

 ( ) ( ))()( b
bnb

b
sns eueu +=+ ρρ  

where u with subscript n denote the vertical component of layer velocity, i.e. 
in the direction orthogonal to the interface. They are assumed positive when 
oriented upwards. As the bed is immobile, 0=bu  and thus also 

0== bbn uu . The vertical velocity of material within the transport layer is 
obtained: 

 )(b

s

sb
sn eu

ρ
ρρ −=  (4.16) 

This vertical layer velocity does not correspond either to the vertical 
movements of the grains dilating along the vertical, or to the vertical celerity 
of the water moving in the opposite direction to counterbalance the 
dilatation, but constitutes an average material velocity which derives simply 
from a mass conservation argument between layers of distinct but 
homogeneous densities. 

At interface )(sΓ , the relation reads 

 ( ) ( ))()( s
wnw

s
sns eueu +=+ ρρ  

Since the water surface )(wΓ  is invariant under uniform conditions 
( 0)()( =∂∂= tzdtdz ww ), the vertical velocity in the water layer is zero, 

0=wnu , and 

 )(s

s

ws
sn eu

ρ
ρρ −−=  (4.17) 
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which is consistent with (4.16) and (4.15), but is redundant and does not 
bring additional information. 

A similar development is performed for the momentum flux densities (4.6). 
At interface )(bΓ , equalling )(b

sj  and )(b
bj  yields 

 ( ) ( ) )()()()( b
b

b
bnbb

b
s

b
snss euueuu τρτρ −+=−+  

Again, 0== bnb uu  and, using (4.16), the relation reduces to 

 ( ))()()( 1 b
b

b
s

sb

b

u
e ττ

ρ
−=  (4.18) 

This constitutes a Rankine-Hugoniot type argument that preserves the 
conservation of longitudinal momentum across the bed discontinuity. It is 
similar to the interface relation obtained by Fraccarollo and Capart (2002), 
and expresses the erosion/deposition rate )(be  as a function of the velocity 
jump su  across the bed interface, and of the difference between the shear 
stresses on both sides: the entraining shear stress )(b

sτ  in the fluid-like sheet-
flow layer sΩ  and the resistive shear stress )(b

bτ  in the solid-like bed. 

In the same way, the momentum flux density across interface )(sΓ  should 
also be single-valued. Compatibility between lower estimate )(s

sj  and upper 
estimate )(s

wj  requires that 

 ( ) ( ) )()()()( s
w

s
wnww

s
s

s
snss euueuu τρτρ −+=−+  

Using (4.17) and given that 0=wnu , another interface relation is obtained, 
relating the vertical movement of interface )(sΓ  to a difference in shear 
stresses: 

 ( ) ( ))()()( 1 s
s

s
w

sww

s

uu
e ττ

ρ
−

−
=  (4.19) 
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Note the similarity between (4.18) and (4.19). In the latter case, the velocity 
jump experienced across the interface is sw uu − . 

Summarising the above developments, the set of governing equations for the 
conservation of mass and momentum may be obtained by expanding the 
fluxes on the right-hand sides of (3.1)- (4.9) and (4.13)-(4.14). Recall that, 

)(wΓ  being a no-flux interface, 0)()( == ww je . Given that interface relations 
(4.18) and (4.19) ensure that the fluxes n⋅−= σρ euj  at each interface 

)(sΓ  and )(bΓ  are single-valued, they may be equally evaluated based on 
variables on both sides, i.e., 
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 (4.20) 

Using (4.20), the complete set of governing equations may be written as: 

 )(sw e
t

h =
∂
∂  (4.21) 

 )()( sbs ee
t

h −=
∂
∂  (4.22) 

 )(
)(

b
b

e
t

z −=
∂

∂  (4.23) 

 ( )
w

s
ws

w
ww eu

t
uh

ρ
τ )(

)( −=
∂

∂  (4.24) 

 ( )
s

b
b

s

s
ws

w
s

wss eu
t
uh

ρ
τ

ρ
τ

ρ
ρ )()(

)( −+−=
∂

∂  (4.25) 



 Erosion, deposition and the effects of granular dilatancy 4-25 

 

complemented by interface relations (4.18) and (4.19). The above system is 
written based on the first estimates of j in (4.20), i.e. in terms of )(s

wτ and 
)(b

bτ , but an alternate formulation could be written based on the second 
estimates. The two formulations are mathematically strictly equivalent. 
However, when designing a computational strategy to solve the system in 
distinct successive steps, in Section 4, one formulation will lead to a natural 
partition of numerical operators for the case of erosion ( 0)( >be ), and the 
other for the case of deposition ( 0)( <be ). More details will be given in 
Section 4. 

3.2. Shear and normal stresses functions 

Closure of the system (4.21)-(4.25) still requires to specify constitutive 
equations for the shear stresses at interfaces )(sΓ  and )(bΓ . Four distinct 
shear stresses were introduced: two of them, )(b

bτ  and )(b
sτ , govern the 

evolution of the bed interface as dictated by the shock relation (4.18). The 
other two, )(s

sτ  and )(s
wτ , are related through the shock relation (4.19). But 

interfaces )(bΓ  and )(sΓ  do not evolve freely and independently. Their 
respective displacements )(be  and )(se  are constrained by (4.15). One may 
see the water exchanges produced by the displacement of )(sΓ  as an 
immediate response to bed evolution, counterbalancing the apparent change 
of density that would otherwise result from dilatation/contraction of the bed 
material in case of erosion/deposition. As a consequence, one needs to 
specify closure relations for three of the four shear stresses only. The fourth 
shear stress may be derived from (4.15), (4.18) and (4.19). 

For shear stresses in the fluid region at the top face of both interfaces, )(b
sτ  

and )(s
wτ , constitutive laws similar to those postulated by Fraccarollo and 

Capart (2002) are adopted, extended to the case of different layer densities 
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and velocities. These are Chezy-type relations expressing that the shear 
stresses have a quadratic dependence on the velocity slip at the interface: 

 ( )sss
bb

s uuC sgn2)()( ρτ =  (4.26) 

 ( ) ( )swsww
ss

w uuuuC −−= sgn2)()( ρτ  (4.27) 

where )(bC  and )(sC  are dimensionless friction coefficients. 

At the bed, interface )(bΓ  constitutes a “phase change” discontinuity, across 
which the bed material undergoes a transition between solid-like and fluid-
like behaviour (Capart, 2000). Viewed from below, the interface constitutes 
a shear surface. Along such a failure plane, the shear stress )(b

bτ  may be 
related to Terzaghi’s effective normal stress )(bσ ′  through the Coulomb law, 
describing the stress state at failure for a rigid granular assembly: 

 ( ) )sgn(tan)()(
s

b
bc

b
b uϕσττ ′+=  (4.28) 

where bcτ  is a critical yield stress, ϕtan  is the friction angle, and )sgn( su  
must be introduced to ensure that )(b

bτ  is always a resistive stress, oriented 
against the sheet-flow. 

By virtue of conservation, the total stress )(b
bσ  in the bed just beneath the 

interface, in a direction normal to it, is equal to the pressure exerted on the 
bed by the flow, hence )()()( bb

s
b

b σσσ == . The latter pressure was assumed 
hydrostatic, so that  

 ssww
b hghg ρρσ +=)(  (4.29) 

In extracting the effective stress taken over by the grains )(bσ ′ , one must 
first evaluate the pore water pressure )(b

wp . In case of a substantial thickness 
of the pure water layer overlying it, the transport layer is completely 
submerged, and under the hydrostatic assumption the pore water pressure at 
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the bed is essentially ( )sww
b

w hhgp += ρ)( . When the thickness of the 
transport layer sh increases, however, it may come to the point that its upper 
boundary almost reaches the water surface. This was seen in Section 2 to 
occur in the region close to the wavefront for the granular dam-break 
experiments under study. Further increase of the transport layer would lead 
to partial de-saturation of some grains and create a dry plug of granular 
material overlying the flow. Analogue features are indeed observed in nature 
at mountainous debris-flow snouts. Yet for de-saturation to actually take 
place, the growing transport layer must first overcome the capillary pressure. 
When the thickness of the water layer decreases below the height of 
capillary rise, the water pressure at the free surface will start to turn negative. 
The deficit is transferred to the grains, who will bear a greater portion of the 
total stress. The resulting increase of the effective normal stress )(bσ ′  at the 
bed, will act as a slow-down mechanism for further erosion, through a 
substantial increase of the resistive shear stress )(b

bτ . 

In order to investigate the relative importance of capillary action at the 
wavefront, a typical case is considered, representative of the experiments 
with PVC pellets presented in Chapter 2. Raw estimations of the height of 
capillary rise for that material within static assemblies were obtained by 
means of a “tulip” test, leading values ranging between 5 and 15 mm. 
Slightly lower values are expected for the more dilute dispersions within the 
sheet-flow layer. Given the specific density of PVC 1560=Mρ  kg/m³, and 
assuming an upper bound for the solid concentration in the transport layer 
near the front 5.0=sc , the bulk density of the layer is 

12805.010005.01560 =⋅+⋅=sρ  kg/m³. For a typical height of the 
saturated wavefront 20=sh  mm, the effective stress at the bed, without 
accounting for the capillary supplement, is ( ) N55)( ≈−=′ sws

b hgρρσ . 
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This corresponds to about 5 mm of water pressure, which is the same order 
of magnitude as the capillary rise. This confirms that accounting for 
capillary effects while estimating the effective normal stress at the bed is not 
something odd and marginal, but that it may significantly affect the erosive 
power of dense liquid-granular flows at laboratory scales. For the same 
material, capillarity was found as an important parameter for determining 
effective granular stresses in steady uniform debris flows involving a 
partially emerged plug of desaturated grains (Armanini et al., 2005). 
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Figure 4.9. Effect of capillarity on effective granular stress experienced at 

the bed. 

The capillary effects are accounted through a modified model for the 
evaluation of )(bσ ′ . Figure 4.9 illustrates the concept by plotting )(bσ ′  as a 
function of the thickness of the transport layer, for a constant water level 

)(wz  and bed level )(bz . Numerical values are taken from the above 
example, with a grain diameter d = 3 mm and capillary rise pc = 5 mm. For 
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low values of sh (indicated by segment A-B on Fig. 4.9), capillarity does not 
intervene and ( ) sws

b hgρρσ −=′ )( . When the thickness of the pure water 
layer vanishes, at )()( bw

s zzh −= , capillarity has fully developed and the 
effective stress is supplemented by capillary pressure pc (point C on 
Fig. 4.9). In fact, the mobilisation of capillary pressure is not instantaneous. 
It is assumed that a gradual transition takes place over a height of one grain 
diameter d, indicated by the segment B-C on Fig. 4.9. For higher values of 

sh , desaturation occurs and the supplement in effective stress corresponds to 
the weight of the dry grains sd

b hg ∆=′∆ ρσ )( , with dρ  being the density 
of the desaturated granular layer (segment C-F on Fig. 4.9). While it may be 
possible to account explicitly for the possible emergence of such a 
desaturated layer, it was not considered in the present two-layer model 
introduced above. Instead, an extension of segment B-C is considered for 
higher values of sh  (segment B-C-D on Fig. 4.9). Accordingly, a general 
expression for )(bσ ′  may thus be written as follows: 

 ( ) ( ) dhghdhg cwwsws
b ρρρσ 0,max)( −+−=′  (4.30) 

This consists in presuming that the effect of capillarity will always be 
sufficient to prevent desaturation to occur at any time. Even if it might not 
extend straightforwardly to real scales and natural material, the scale and 
granular material of the experiments currently under study tend to confirm 
this simplification. The assumption will be verified a posteriori in the 
simulations carried out in the next sections, by verifying that 0>wh  even 
near the wavefront. 

3.3. Dissipation of mechanical energy 

Equations (4.21)-(4.25) have been obtained by imposing conservation of 
mass and balance of longitudinal momentum in a two-layer system 



4-30 Chapter 4  

 

constrained by the vertical structure introduced in Section 2. In order to 
guarantee a physical behaviour, the system should also obey an essential 
principle: the dissipation of mechanical energy. It imposes that the 
mechanisms governing the flow may only act so as to preserve or dissipate 
energy. A mechanism that would lead to an increase of the flow energy 
would violate the second law of thermodynamics, and should be proscribed. 
In the absence of non-conservative external forces acting on the system, the 
constraint for dissipation of mechanical energy is the following: 

 ( ) 0≤+UT
dt
d  (4.31) 

where T is the kinetic energy and U the potential energy. Below this 
constraint is applied to the system described by(4.21)-(4.25), by extending a 
reasoning initially proposed by Capart (2004) for a simpler set of equations. 
The derivation is somewhat tedious, but the results will prove especially 
useful when designing well-posed algorithms as will be shown in 
Section 4.1. 

The kinetic energy, per unit surface in the horizontal plane, is 
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The potential energy, again per unit surface in the horizontal plane, is 
defined relative to a reference level )(0 bzz <= : 

 
[ ] [ ] [ ]

( ) 2
2
12

2
1)(2)(

2
1

2
2
12

2
1

0
2

2
1

0

)(

)(

)(

)(

)(
)(

)(

wwswwss
b

ssww
b

b

z

zw
z

zs
z

b

z

hghhghgzhghgzg

zgzgzgdzzgzmU
w

s

s

b

b
w

ρρρρρρ

ρρρ

+++++=

++== ∫ (4.33) 



 Erosion, deposition and the effects of granular dilatancy 4-31 

 

The derivative of mechanical energy may be written as a function of the 
derivatives of the primary variables ssww

b
sw uhuhzhh ,,,, )( : 
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 (4.34) 

This is a linear combination of the right-hand sides of equations (4.21)-
(4.25). These may thus be replaced in (4.34) by the corresponding left-hand 
sides, and one obtains a relation without spatial derivatives in the right-hand 
side, but function of the parameters governing the evolution of the system: 
interface velocities )(be  and )(se  and shear stresses )(s

wτ  and )(b
bτ . The 

relation may then be further worked out. Invoking interface relations (4.15), 
(4.18) and (4.19), and after some laborious work, a surprisingly simple 
criterion is obtained for the dissipation of energy: 

( ) ( ) ( )( ) ( ) 0)()()(
2
1)()(

2
1 ≤−+−+−+−=+ b

ssbsw
s

s
s

ws
b

b
b

s ehguuuUT
dt
d ρρττττ

  (4.35) 

Three terms are identified. The first two terms indicate that the dissipation of 
energy is proportional to the arithmetic mean of the shear stresses on both 
sides of the discontinuous interfaces )(bΓ  and )(sΓ , multiplied by the jump 
in horizontal velocity across those interfaces, sbs uuu =−  and sw uu −  
respectively. To ensure that those terms are negative and correspond to 
energy dissipation in (4.35), it suffices that the corresponding shear stresses 
be defined positive in the direction opposite to the flow in the faster moving 
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layer of the interface. This amounts to state that they should be resistive 
shear stresses, a quite natural consideration. The third term is more delicate, 
and deserves further attention. In case of deposition, 0)( <be  by definition, 
and the third term in (4.35) is always negative, and corresponds to energy 
dissipation. In case of erosion however, 0)( >be , and the term is always 
positive. It thus constitutes an apparent violation of the second law of 
thermodynamics, as a mechanism introducing additional energy in the 
system. In order to explain this apparently non-physical behaviour, it is first 
interesting to consider two special cases: if the more restrictive assumptions 
of Fraccarollo and Capart (2002) are retained, i.e. identical flow velocities 

msw uuu ==  and identical granular layer densities bs ρρ = , the second and 
third terms of (4.35) are zero, and the relation reduces to its first term, in 
accordance with the result previously obtained by Capart (2002): 

 ( ) ( ) 0)()(
2
1 ≤+−=+ m

b
b

b
s uUT

dt
d ττ  (4.36) 

which is trivially verified. If then only the assumption on the velocities is 
relaxed by allowing sw uu ≠ , the third term is still zero. Following (4.15), 

0)( =se  and, invoking (4.19), the shear stresses at )(sΓ  must thus be 
identical, )()( s

s
s

w ττ = , so that the relation is  

 ( ) ( ) ( ) 0)()()(
2
1 ≤−−+−=+ sw

s
ws

b
b

b
s uuuUT

dt
d τττ  (4.37) 

which is also trivially verified. In those two cases, the energy dissipation 
may be fully cast into functions of the shear stresses only, because the 
exchanges across interface )(bΓ  occur between layers having the same 
density. The third term in (4.35) thus results from the relaxation of the 
assumption of identical granular layer densities. It comes as a result of the 
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dilatation of the granular material associated with erosion, and founds a 
physical interpretation by invoking (4.15) to express it as a function of )(se : 

 ( ) ( ) )()( s
sws

b
ssb ehgehg ρρρρ −−=−  (4.38) 

Since 0)( <se  in case of erosion, the apparent gain of mechanical energy 
thus follows from the raising of interface )(sΓ , and is equal to the potential 
energy gained by the raising grains within the thin layer that undergoes a 
density change from wρ  to sρ . Though, the second and third terms of 
(4.35) are intimately related through (4.19), and they both pertain to a single 
physical mechanism. The apparent gain (4.38), generated by distinct shear 
stresses on both sides of the interface, is largely counterbalanced by the 
dissipative work performed by the same shear stresses. All together, the 
dissipative constraint (4.35) was found to be verified in all the computations 
performed, as will be shown in the next sections. 

3.4. Non-uniform shallow-flow theory 

For sake of clarity and conciseness, the vertical structure of the flow, 
governed by the set of geomorphic equations (4.21)-(4.25), has been derived 
under the assumption of uniform flow, by which spatial gradient terms are 
all zero. In order to deal with non-uniform dam-break flows, one obviously 
needs to model the horizontal flow structure, introduce the spatial gradient 
terms on the left hand side of the equations, and collect the various terms 
into a complete formulation. Shallow water equations for an immiscible two-
layer system with a density contrast have been derived in Chapter 3 by using 
Hamilton’s principle of least action, and were discussed in light of the 
possible wave structures associated to two-fluid dam-break waves on 
horizontal beds. 
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The equations of continuity for the water layer and for the transport layer, 
along with the equations for the conservation of longitudinal momentum 
within the two layers, are: 
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As compared to the equations derived in Chapter 3, an additional term has 
been introduced in each of the momentum equations to account for the non-
horizontal profiles of the bed surface )(bz . They extend straightforwardly 
from the classical term for a sloping bed in the single-layer shallow-water 
equations (see e.g. Soares Frazão, 2002). One notes that the momentum 
equations may not be written in full conservation form. Besides the usual 
term associated with bed slope xz b ∂∂ )( , non-conservative terms are 
associated with the pressure thrust acting on the sloping interface )(sΓ , 
producing momentum exchanges between the two layers. 

The complete set of unsteady non-uniform geomorphic equations are 
obtained by merging the set of equations (4.21)-(4.25), governing the 
vertical exchanges, with equations (4.39)-(4.42), governing the flow 
propagation in the longitudinal direction. In the end, one obtains: 
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complemented by morphodynamic interface relations: 

 ( ))()()( 1 b
b

b
s

sb

b

u
e ττ

ρ
−=  (4.48) 

 )()( b

ws

sbs ee
ρρ
ρρ

−
−−=  (4.49) 

and closure relations (4.26)-(4.28) for the shear stresses )(b
sτ , )(s

wτ  and )(b
bτ . 
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4. Computational scheme 

The system (4.43)-(4.47) may be written in the compact vector form 

 ( ) )(USUUAU =
∂
∂+

∂
∂

xt
 (4.50) 

with the vector of variables 
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the coefficient matrix 
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and the vector of source terms 
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For solving system (4.50) an operator splitting methodology is adopted, and 
the integration is performed in two steps. The first considers the 
homogeneous system obtained when removing the source terms, i.e.  

 ( ) 0=
∂
∂+

∂
∂

xt
UUAU . (4.54) 

The integration procedure will closely reproduce the numerical scheme 
introduced in Chapter 3. The second step integrates the source terms vector 
by solving  

 )(USU =
∂
∂

t
. (4.55) 

It is more specific and should be performed with care. This is why the focus 
is first set below on the details of its treatment. In the subsequent section, a 
brief description is made on how the hyperbolic operator is dealt with, and 
how to the splitting of operators is handled when extending the scheme to 
second-order accuracy. 

4.1. Source operators 

4.1.1. Source operator splitting 

The complete source operator )(US  may not be easily integrated in a single 
step. Instead, using once more a splitting approach, it may again be split in 
various components that are more easily integrated separately. When doing 
so however, one has to be extremely careful at keeping the computations 
stable, and at ensuring a physical sense to each of the individual operators. 
This will especially be the case for the highly transient erosional dam-break 
waves under study, because the source terms are computationally stiff and 
have a significant impact on the flow dynamics. In particular, the 
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mechanisms included in the source vector )(US  may act only as 
mechanisms for the dissipation of mechanical energy contained within the 
system. One should thus ensure that energy is either preserved or dissipated 
by each of the operators. 

The components of the source vector )(US  may be broadly divided in two 
categories: friction and geomorphic changes. Friction induces diffusive 
exchanges of momentum between the layers flowing at distinct velocities, 
but does not affect the depth of the layers. Geomorphic changes are 
associated with interfaces displacements )(be  and )(se , and provoke both 
mass and momentum transfers. One would thus like to split the source vector 
in two components: 

 )()()( USUSUS GF += , (4.56) 

where )(USF  and )(USG  are frictional and geomorphic components, and 
then solve the two corresponding source operators in sequence. Doing so, the 
geomorphic operator will take over the transfers of mass across the 
interfaces, and the “convective” transfers of momentum. Convective 
transfers stand for the transfer of momentum that is directly connected to the 
transfer of mass (convective momentum transfer = mass transfer * velocity 
of the transferred mass). The frictional source operator will account for the 
diffusive transfers of momentum, occurring in the absence of mass transfers. 
It will further be divided in two components, )()()( )()( USUSUS FFF

bs += , 
representative of friction at interfaces )(sΓ  and )(bΓ  respectively. 

The division of momentum exchanges in “convective” and “diffusive” 
transfers should be made in such a way that energy dissipation is guaranteed 
for each operator taken separately. Therefore, one should distinguish 
between the cases of erosion ( 0)( >be  implying )()( b

b
b

s ττ > ) and deposition 
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( 0)( <be  implying )()( b
b

b
s ττ < ). The source vector )(US  should be written 

differently for the two cases: 
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Invoking interface relations (4.18) and (4.19), it may be checked that the 
above two expressions are in fact identical (see Section 3.1). However they 
form a convenient basis for the splitting of source operators into its various 
components )(USG , )()( USF

s  and )()( USF
b , by explicitly partitioning the 

momentum transfers in convective and diffusive components. The various 
components of (4.57) and (4.58) found a natural physical interpretation. The 
first three elements are directly related to mass transfers. The fourth element 
represent the change of longitudinal momentum in the clear water layer, and 
has two terms: (1) the first term represents the convective transfer associated 
with mass transfer )(se ; in case of erosion, the loss of momentum associated 
with water leaving the layer at velocity wu ; in case of deposition, the gain of 

)( )()( b
b

b
s ττ ≥

)( )()( b
b

b
s ττ <
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momentum associated with water integrating the layer at velocity su ; (2) the 
second term accounts for the diffusive transfer due to friction at the 
interface, and depends on )(s

wτ  or )(s
sτ  respectively to ensure compatibility of 

the full source vector with (4.53). Finally, the last elements of (4.57) and 
(4.58) are the change of momentum within the sheet-flow layer, as a result of 
convective and diffusive momentum transfers across the upper (first two 
terms) and lower (last two terms) interfaces. One notices that the mass 
exchange with the bed is not associated with any convective momentum 
transfer in the case of erosion. The bed velocity is indeed zero and the 
eroded material does not convey additional momentum in the sheet-flow 
layer. The overall distinction between the cases of erosion and deposition is 
illustrated in Fig. 4.10. Table 4.1 summarises the adopted splitting technique 
for the three elementary source operators. 
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ρw wu e(s)
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Γ( )w(a) (b)

 
Figure 4.10. Mass and momentum transfers associated with the source terms. 

(a) erosion; (b) deposition. Black arrows: mass transfers; white single 
arrows: “convective” momentum transfers resulting from bed level 
changes and granular dilatancy; white double arrows: “diffusive” 
momentum transfers resulting from friction at the interfaces. 
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Table 4.1. Adequate partitioning of the geomorphic and frictional  
source operators for the case of erosion and deposition. 
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4.1.2. Integration procedure 

Using the splitting methodology described above, it may be checked that 
each operator is associated with energy dissipation. The inspection of model 
behaviour carried out in Section 5.4 will present energy plots that show the 
fraction of energy dissipation generated by each operator. 

The general integration procedure to solve )(USU =∂∂ t  from )( itU  to 
)()( 1 ttt ii ∆+=+ UU  is to solve the individual source operators in sequence, 

with the following three steps: 

 tt s
i ∆+= )()( )()1( USUU F   

 tb ∆+= )()()1()2( USUU F   (4.59) 

 tti ∆+=+ )()( )2(
1 USUU G  

For each operator, a robust method is to seek to obtain a number of 
homogeneous equations by appropriate combinations of the system of 
equations to be solved. This furnishes a number of invariants W , i.e. 
combinations of variables that are not affected by that operator. These 
“source” invariants are invariants of the source system (4.55) only, and thus 
they are not invariants of the complete non-uniform system (4.50). For 
example, a first source invariant may yet be derived independently of the 
considered source operator. It is the water surface level, obtained by 
summing up the three first source equations: 

 ( ) 0)()()()()(
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=+−+−=++
∂
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∂
∂ ssbb

ws
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eeeehhz
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It is clear that the water surface level is not an invariant of the full system 
(4.50) and is likely to evolve with the flow. But (4.60) simply states that 

)(wz , being an invariant of (4.55), is not affected by the source operators. 

The other invariants are specific to the considered operator. By appropriate 
change of variables, the system of equations for each operator may be 
reduced to a principal scalar equation, function only of a single principal 
variable ω  and of the operator invariants W : 

 ( )W,ωω f
t
=

∂
∂  (4.61) 

This principal equation is more easily integrated. Finally, when this scalar 
equation has been solved and the principal variable updated, the other 
updated primitive variables may be retrieved from the operator invariants 
and the updated principal variable. 

For the integration of (4.61), implicit and explicit schemes offer two 
alternatives. An implicit backward Euler scheme would be preferable, 
because it is unconditionally stable whatever the time step of the 
computations. In this case, the right-hand side of (4.61) is to be evaluated at 
the new time step, and the discretised equation becomes: 

 ( )W,∆
∆

=
∆
− ωωω f
t

 (4.62) 

where, here and in the following paragraphs, a superscript ∆  denotes an 
updated variable. In the best cases, (4.62) yields a quadratic polynomial in 

∆ω . Depending on the particular expressions for the invariants W , 
however, it may lead to a quartic polynomial that is more cumbersome to 
solve, requiring an iterative procedure and special care to ensure 
convergence to the sole physical root of the quartic polynomial. 
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On the contrary, an explicit forward Euler scheme is much more easy to 
implement and is computationally less expensive. It amounts to evaluating 
the right-hand side of (4.61) at the initial time of the computational step, 
resulting in the discretised equation 

 ( )W,ωωω f
t

=
∆
−∆

 (4.63) 

which may be integrated in a straightforward manner. 

To discriminate between explicit and implicit schemes, the two alternatives 
were implemented for the case where the capillary effect on )(b

bτ  is 
neglected. In fact no significant differences at all were observed for the 
present erosional dam-break wave simulations. This may be due to the 
highly transient character of the wave, and due to the small computational 
time steps that are imposed by the Courant-Friedrichs-Levy (CFL) condition 
on the flow propagation algorithm. An implicit version was found more 
delicate to implement when accounting for the capillary effect discussed in 
Section 3.2. Comforted by the above analysis, the simpler and faster explicit 
scheme was adopted, and consequently in (4.59) the operators )()( USF

s , 
)()( USF

b  and )(USG  are evaluated explicitly, at )( itU , )1(U  and )2(U  
respectively. When resorting to an explicit scheme, the derivation of 
operator invariants is not strictly required, as in fact the whole right-hand 
side of (4.63) is considered invariant. However, when discussing the 
integration procedure particularised to each operator in the next sub-sections, 
the invariants for each operator will be established. Their derivation is 
interesting in itself, and gives physical insights into the respective 
implications of the source operators on the flow dynamics. In addition, doing 
so, a possible future extension of the scheme to an implicit treatment will be 
facilitated. 
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4.1.3. Friction at )(sΓ  

The friction operator at )(sΓ  is the only source operator for which no 
distinction should be made between erosion and deposition. Indeed, 
discussion in Section 3.2 shows that only one of the two shear stresses )(s

wτ  
and )(s

sτ  may be given a constitutive relation, since the movement of 
interface )(sΓ  is not governed by the difference in shear stresses, but rather 
by the movement of )(bΓ  through (4.49). The two formulations of )()( USF

s  
in Table 4.1 are thus exactly equivalent. The system of equations to be 
solved is 
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 (4.64a-e) 

Three invariants for this operator are directly obtained from the first three 
source equations: wh , sh  and )(bz . As one would expect, friction only alters 
the layer velocities. Summation of the last two equations (4.64d-e) 
multiplied by the respective layer densities yields 
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ssswww uhuh
t

ρρ  (4.65) 

Thus, the operator preserves the total flow momentum 

ssswww uhuh ρρ +=Π . The principal equation is obtained by dividing 
(4.64d) by wh  and (4.64e) by sh , then subtracting the two to obtain an 
equation in the relative velocity of both layers: 
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Defining swr uuu −=  and integrating in the explicit Euler scheme yield the 
updated relative velocity ∆

ru : 

 ( )
sw

swsw
rr

s
rr hh

hhuuCtuu +∆−=∆ ρρsgn2)(  (4.67) 

The updated layer velocities are then derived from the unchanged flow 
momentum, Π=Π∆ : 
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 ∆∆∆ −= rws uuu  (4.69) 

Finally, two exceptions are considered for vanishing thickness of the layers. 
Firstly, when the depth of the sheet-flow layer is negligibly small (in 
practice, when minhhs < , with minh  a predefined minimal depth, typically 
10-6 times a characteristic depth of the flow), the layer velocities are not 
updated, ss uu =∆  and ww uu =∆ . Secondly, when the depth of the clear-water 
layer is below that threshold ( minhhw < ), the velocity of the clear-water 
layer is set equal to that of the sheet-flow layer, sw uu =∆ . 

4.1.4. Friction at )(bΓ  

The set of equations to be solved is: 
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The first four equations state four invariants: the bed level, the layer depths 
and clear-water layer velocity. For solving the remaining principal equation 
in su , one should distinguish between erosion and deposition. The updated 
sheet-flow layer velocity is 
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where, in accordance to an explicit treatment, the shear stresses are evaluated 
using (4.28) and (4.26) based on the initial variables. 

4.1.5. Erosional geomorphic exchanges 

The cases of erosion and deposition are again treated separately. The set of 
equations to be solved in the case of erosion is: 
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Subtracting wu  times (4.72a) from (4.72d) yields 
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so that the clear-water layer velocity is an invariant of the erosional 
geomorphic operator. This is indeed suggested in Fig. 4.10. The convective 
momentum transfer at )(sΓ  is directed from the water layer towards the 
sheet-flow layer, and the loss of momentum for the water layer results 
directly from the equivalent loss of mass, so that overall the layer velocity is 
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preserved. The second invariant is less trivial, and may be found by first 
invoking the compatibility relation (4.49) to write (4.72b) in terms of )(se  
only : 
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By using this to extract )(se , (4.72a-e) becomes: 
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Putting all the terms in the left-hand side gives the invariant: 
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The invariant expression contained within the [] brackets is denoted Ψ . 

Using (4.49) again but in the reverse order, (4.72b) may be written only in 
terms of )(be , 
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and then solved with the classical explicit Euler scheme to yield the updated 
depth of the sheet-flow layer. )(be  is given by (4.48) based on initial 
variables only: 
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The updated clear-water layer depth is obtained by using 
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and thus 

 ( )ss
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ww hhhh −

−
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ρρ
ρρ , (4.80) 

Finally, the updated sheet-flow layer velocity is retrieved from the invariant 
quantity Ψ : 
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An exception should be considered when the thickness of the water layer 
vanishes as a result of the dilatation of the sheet-flow layer. In particular, the 
thickness may not become negative. When the updated depth minhhw <∆  
(again minh  is a predefined minimal depth, typically 10-6 times a 
characteristic depth of the flow), minhhw =∆  is imposed and the other 
variables ∆

sh  and ∆
su  are adapted accordingly. 

4.1.6. Depositional geomorphic exchanges 

The set of equations to be solved is in this case are 
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Subtracting su  times (4.82b) from (4.82e), and using (4.49) to express )(be  
as a function of )(se , results in 
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Here, as illustrated in Fig. 4.10, all the convective momentum transfers are 
directed outwards of the sheet-flow layer, so that the velocity of the latter is 
preserved and constitutes an invariant. Equation (4.82b) may thus be 
integrated straightforwardly with the explicit Euler relation: 
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Then, the updated clear-water layer depth is 
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and velocity 
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4.2. Hyperbolic operator 

In the previous section, the focus was set on the source operators, 
materializing erosion or deposition by vertical mass and momentum 
exchanges between the layers. They were dealt with first because they 
constitute the key novel elements of the proposed layered description. The 
remainder of system (4.50) describes the longitudinal propagation of the two 
flowing layers, and accounts for the horizontal mass and momentum 
exchanges between neighbouring computational cells as a result of spatial 
gradients in the flow variables: 

 ( )
xt ∂

∂−=
∂
∂ UUAU  (4.87) 

where U  and ( )UA  are as introduced in (4.51) and (4.52). The resulting 
numerical operator is usually referred to as the hyperbolic operator. In fact it 
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is essentially the same as the two-layer shallow-water solver introduced in 
Chapter 3, and since the same numerical scheme is used, the developments 
are note replicated. The sole difference lies in the fact that in Chapter 3, a 
flat horizontal bottom surface was assumed. Here, as a result of erosion and 
depositional exchanges, the bed profile may evolve and the actual 
topography should be considered. To account for the pressure thrusts acting 
on a sloping bed with local gradient xz b ∂∂ )( , additional terms appear in the 
momentum equations. Those are the terms corresponding to the third column 
of ( )UA . They are non-conservative in nature, and present similarities with 
the terms related to the pressure interaction between the two layers (see 
Chapter 3, Section 3.3). They are treated in the same way, i.e. as lateralised 
corrections to the numerical fluxes evaluated using the HLL scheme. More 
details on this so-called LHLL scheme may be found in Chen et al. 
(submitted) in the framework of a first-order implementation. The present 
code relies on a second-order extension as described by Capart and Young 
(2002), and briefly introduced in Chapter 3, Section 3.3. The reader may 
refer to those publications for more details. For a first-order accurate version 
of the model, the hyperbolic and source operators are simply solved in 
sequence at each time step. For the second-order version, the hyperbolic 
operator is solved using a predictor-corrector time-stepping procedure. The 
integration of the source terms is thus performed in two steps, each 
accounting for a half time step: one before the predictor step, one after the 
corrector step. 

Overall, the complete numerical code was build upon an existing code 
initially developed by H. Capart at National Taiwan University for a distinct 
set of equations (Capart and Young, 2002; Chen et al., submitted), and 
kindly made available for the present work. 
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5. Model behaviour 

Before validating the description by comparing simulations with the 
laboratory experiments, the general behaviour of the proposed model is 
investigated first: the choice of model parameters and their sensitivity, the 
implications of the presence of source terms on the observed wave structure, 
the numerical accuracy and the characterisation of model instabilities. 

5.1. Model parameters 

In the system (4.43)-(4.49) complemented with closures (4.26)-(4.28) and 
(4.30), a total of ten model parameters are found: ,,tan,,,, )(b

cbswg τϕρρρ  
)()( ,,, sb

c CCdh . They can be subdivided into four different categories 
depending on how they are evaluated: universal constants, independent 
measurements, experimental observations, and calibration parameters. 

The first category includes universal constants: the acceleration of gravity, 
=g 9.81 m/s², and the density of pure water, =wρ 1000 kg/m³. 

The second category includes soil parameters that may be measured through 
standardised tests of the soil mechanics, thus independently of the dam-break 
experiments: the bulk density of the saturated granular bed, bρ , is measured 
by analysing bed samples taken in situ with small cylindrical annuli; the soil 
friction angle, ϕtan , was deduced from the angle of repose of loosely 
poured heaps; the particle diameter d  is taken as the average diameter 50d  
for granular material with variable grain size and shape ; the height of 
capillary rise ch  was estimated with a “tulip” test for static assemblies, 
however the effective capillary pressure in the sheet-flow layer is expected 
to be lower due to the lower solid concentration ( bs ρρ < ), and the 
estimation from the tulip test should be considered as an upper bound. 
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The third category consist in parameters that are evaluated based on 
experimental measurements. This is the case of the postulated constant 
density of the sheet-flow layer, sρ . It derives from the average volumetric 
solid concentration sc  in the layer, evaluated based on balances of bed 
volumes like explained in Section 2.1.3. This is a measured average value, 
based on one experiment for each granular material and then taken as a 
constant value throughout the experiments. For sheet-flow regimes, Nnadi 
and Wilson (1992) expect the average volumetric solid concentration sc  to 
be in the range of 1/2 of the solid concentration bc  in the static bed, a ratio 
similar to the imaging estimations based on balances of layer volumes. 
Concentration profiles within laboratory fluid-granular flows obtained with 
stereoscopic imaging techniques (Spinewine et al., 2003) revealed similar 
orders of magnitude. 

The last category features parameters that may not easily be deduced from 
independent measurements: the dimensionless friction coefficients )(sC  and 

)(bC , and the critical bed shear stress )(b
cτ . They are left as adjustable 

calibration parameters. However, the order of magnitudes for those 
parameters may be obtained by facing the model with a classical sediment 
transport formula under uniform-flow equilibrium conditions on a uniformly 
sloping bed. The spatial gradients of the complete system then reduce to a 
constant bed slope 0

)( Sxz b −=∂∂ , and equilibrium transport imposes 
)()( b

s
b

b ττ = . Under such assumptions, Savary (see Zech et al., 2005) has 
shown that the reduced system of equations leads to a relationship between 
on the one hand parameters )(sC  and )(bC  and on the other hand the 
equilibrium volumetric solid discharge per unit width, ssss uhcq = . If the 
latter is constant, evaluated either experimentally or from an adequate 
empirical predictor, a set of unique values for parameters )(sC  and )(bC  
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may be obtained. When sq  varies, however, the relationship is non-linear 
and parameters )(sC  and )(bC  are affected. Since the model assumes 
constant values, the above procedure may thus only furnish an order of 
magnitude that can guide us in the choice of adequate values of the 
parameters used in the simulations, which are allowed to slightly depart from 
those equilibrium values. The last parameter, )(b

cτ , may be related to the 
initiation of motion. For the erosional dam-break experiments under study, 
the effect of initiation of motion was deemed negligible, and it was simply 
considered that )(b

cτ =0. 

Table 4.2 summarises parameter values considered in all the simulations. 
Note that the only adjusted parameters, )(bC , )(sC , )(b

cτ  and ch , are taken 
as equal for the cases of PVC and sand beds. Thus, the PVC and sand 
simulations only differ in parameters that were precisely measured with 
independent characterisation tests of the material, the most determinant 
being the specific density of the sediment particles. 

5.2. General observations 

A typical time sequence of simulated profiles is shown in Fig. 4.11. It 
corresponds to a granular bed made of PVC pellets, and an initial depth of 
water in the upstream reservoir of 25 cm. This case is used as a prototype for 
all the analysis of the next sub-sections. Profiles on Fig. 4.11 are given at 0.5 
s intervals, and were computed with the parameters of Table 4.2, spatial 
steps =∆x 2 cm, a Courant number =Cr 0.5 like elsewhere in the thesis, and 
first-order accuracy. One may observe the downstream propagation of the 
dam-break wave, and the gradual mobilisation of the sheet-flow layer. Near 
the wavefront the sheet-flow is seen to cover almost the entire flow depth, as 
was observed in the experiments. It is interesting to compare qualitatively  
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Table 4.2 : Values of model parameters for the simulations 

Symbol Description Units 
PVC 
value 

Sand 
value (Source) 

Universal constants    
g Acceleration of 

gravity 
[m/s²] 9.81 [–] 

wρ  Clear-water layer 
density 

[kg/m³] 1000 [–] 

Material properties     
Mρ  Specific granular 

density 
[kg/m³] 1580 2680 measured 

bc  Bed granular 
concentration 

[–] 0.58 0.53 measured 

bρ  Bed layer bulk 
density 

[kg/m³] 1336.4 1890.4 wbMb cc ρρ )1( −+=
 

ϕ  Friction angle [°] 38 30 measured 
d Particle diameter [mm] 3.92 1.82 measured 

sc  Sheet-flow 
granular 
concentration 

[–] 0.22 imaging estimate 

sρ  Sheet-flow layer 
bulk density 

[kg/m³] 1127.6 1369.6 wsMs cc ρρ )1( −+=
 

Shear-stresses parameters    
)(bC  Friction coefficient 

at )(bΓ  
[–] 0.04 adjusted 

)(sC  Friction coefficient 
at )(sΓ  

[–] 0.005 adjusted 

)(b
cτ  Critical bed shear [N/m] 0 assumed 

ch  Capillary rise [mm] 10 estimated 
Numerical parameters    
Cr CFL constant [–] 0.5 [–] 
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Figure 4.11. Time sequence of computed profiles (PVC, flat bed, 

=H 25 cm) at =t 0, 0.5, 1, 1.5 and 2 s. Greyed regions, from light to 
dark, refer to water, sheet-flow and bed layers respectively. 

the profiles of Fig. 4.11 with the profiles of Fig. 3.11, obtained in Chapter 3, 
using the simplified two-layer model in which the granular layer was 
assumed completely and permanently fluidised. The major difference is that 
the fluidisation of granular material is now modelled rather then postulated. 
Another major dissimilarity is the disappearance of the curious pinched-off 
feature that was observed previously to move rapidly ahead of the 
wavefront. This could indeed be expected, as the pinch-off was seen to be 
associated with very large velocity difference between the two layers. 
Friction along )(sΓ , that is now accounted for and is function of the square 
of the velocity difference, will naturally tend to prevent this feature to detach 
from the main wavefront. 
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The profiles of Fig.  4.11 may be analysed further by arranging them in non-
dimensional form according to Froude similarity, as in Fig. 4.12, where the 
vertical scale is also stretched to enhance visibility. This reveals one more 
fundamental difference with the simulated profiles of Chapter 3. The profiles 
do not collapse on a single curve, which means that self-similarity of the 
solution is lost. Several mechanisms included in the source terms are 
responsible for this phenomenon: the inertial effects causing non-equilibrium 
sediment transport, the capillary effects near the wavefront, and the friction 
along the two interfaces )(sΓ  and )(bΓ . These mechanisms act at different 
time scales, and their implications on the flow development are distinct. 
Non-equilibrium effects are most significant in the near-field (Fig. 4.12a), 
and result in a gradual mobilisation of the bed material. Capillarity has only 
a local influence in the vicinity of the wavefront, which will be discussed 
later. Friction has the most apparent impacts in the far field (Fig. 4.12b): 
slowing down of the wavefront, swelling of the water profile behind the 
front, and reduction of the sheet-flow layer thickness. Later in Section 7, it 
will be shown that within an intermediate range of time scales, for which 
equilibrium transport may be assumed and friction may be neglected, 
geomorphic exchanges do not violate Froude scaling and may still preserve 
self-similarity of the solution. 

In the far-field of the wave development (see the profile at =t 2 s in 
Fig. 4.12b), the bed exhibits a non-monotonous profile with distinct zones: 
substantial scouring behind the wavefront, followed by partial re-deposition 
of bed material (in the region of 5.0≈gHtx ), and a developing scour 
hole just downstream of the failed dam ( 0>≈x ). 
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Figure 4.12. Self-similar plots of the computed profiles of Fig. 4.11, with 

exaggerated vertical scale. (a) near-field: =t 0.1, 0.2 and 0.5 s; (b) far-
field: =t 0.5, 1.0, 1.5 and 2.0 s. 

5.3. Numerical accuracy and instabilities 

Numerical tests have been performed to investigate the differences between 
the first-order and second-order accurate simulations, and the model 
convergence for decreasing computational steps x∆ . Figure 4.13 compares 
the first- and second-order accurate simulations at two instants, for the same 
test case as in the previous figures, with discretisation =∆x 2 cm. 
Differences are hardly noticeable. As expected, the second-order profiles 
enhance the flow discontinuities. They exhibit a sharper wavefront and a 
cusped profile in the vicinity of the failed dam, but the overall behaviour is 
largely similar to the first-order results (note that the vertical scale is 
stretched by a factor 5 in Fig. 4.13). 

Simulations presented in Fig. 4.14 correspond to a computational mesh 
refined by a factor 4 as compared to Fig. 4.13, thus with discretisation 

=∆x 5 mm. The refined first-order profiles closely reproduce the unrefined 
second-order profiles of Fig. 4.13. However, the computational cost (in 
terms of CPU time) associated with the mesh refinement is largely superior  
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Figure 4.13. Comparisons of computed results at 1st order and 2nd order 

accuracy at mesh size =∆x 2 cm: (a) =t 0.5 s; (b) =t 2.0 s. 

to that of the second-order extension, making the latter a preferable 
alternative. Another flaw of the mesh refinement is made clear in Fig. 4.14 
for the second-order profiles, and consists in the emergence of instabilities at 
the interface between the clear-water and the sheet-flow layer. These 
instabilities first appear at some location behind the wavefront (Fig. 4.14a), 
and then develop into a regular train of oscillations across the whole length 
of the internal rarefaction (Fig. 4.14b, from 5.0≈x m till the wavefront). 
The shape and ratio of horizontal and vertical length scales of the 
oscillations  are  better  visualised  in  the  Figure  inset,  where  the  axis  are  
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Figure 4.14. 1st and 2nd order computations on a refined mesh ( =∆x 5 mm): 

(a) =t 0.5 s; (b) =t 2.0 s. Distorted vertical scale, except in inset of (b) 

undistorted. The wavelength of a single oscillation spans over many 
computational cells (approximately 25), with a relatively smooth rising edge 
and a sharper falling edge. Corresponding oscillations are reproduced at the 
free surface. They have a much smaller magnitude but approximately the 
same wavelength as the sheet-flow oscillations, though with a small lag. 

Apparently, the oscillations stay confined to the internal rarefaction 
separating the upstream region with low thickness of the sheet-flow layer, 
from the downstream region where the sheet-flow invades the whole flow 
depth. In the simulations of Chapter 3, Section 5.2 (see Fig. 3.21) it was 
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observed that this is precisely the reach where the stability Froude number, 
)(/)( swsw hhguuFr +−=∆ , comes very close to the critical value for 

onset of instabilities associated with the loss of hyperbolicity of the 
homogeneous two-layer equations. In Fig. 4.15, the actual profiles of this 
stability Froude number are plotted versus the unstable bands inside which 
hyperbolicity of the homogeneous system is lost. In Fig. 4.15a, the profile of 
the standard second-order simulation approaches the unstable region, but 
remains smoothly outside of it. For the refined mesh, in Fig. 4.15b, 
oscillations occur even if the profile, though approaching it, stays outside of 
the unstable band. It thus seems that instabilities may emerge even outside of 
the unstable region corresponding to the homogeneous equations. The 
appearance of unstable numerical modes for very fine meshes is a classical 
drawback of higher-order numerical schemes. While the matter would 
certainly require further attention and a scrutinized inspection, in the present 
context, it is believed that (i) the instabilities are initiated numerically at 
mesh size, due to mesh refinement that encourage the development of 
unstable numerical modes associated with small wavelengths, but that 
(ii) the amplification of these instabilities and their development into 
pseudo-stable oscillations is governed by physical processes. In this regard, 
friction (shear) has initially a destabilizing effect, while the density contrast 
has a stabilizing effect that prevent the oscillations from growing 
indefinitely. This is in qualitative agreement with the description by Drazin 
and Reid (1981), who explain on physical grounds the processes governing 
the evolution of instabilities in stratified shear flows. The emergence of 
stable oscillations in the framework of a two-layer model for fluid-granular 
flows was first observed by Capart and Young (2002). At the time they did 
not insist on the mechanisms for the emergence and for the stabilization of 
these oscillations. 
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Figure 4.15. Stability Froude profiles (solid lines) for 2nd order accurate 

simulations, and bands of partial loss of hyperbolicity (grey regions). 

While the oscillations of Fig. 4.14 are reminiscent of the antidune-like 
bedforms observed in the experiments, these should be handled with care 
and the matter should rather be considered as an interesting perspective 
worthy of further research. In the simulations, and in particular when 
comparing the model to the experiments in Section 6, the mesh refinement 
will thus be limited to prevent the emergence of these instabilities. 

5.4. Dissipation of mechanical energy 

In terms of energy, the breaking of a dam mainly involves the transformation 
of potential energy, stored in the reservoir upstream of the failed dam, into 
kinetic energy of the flood wave, while some energy is dissipated in the 
process. This is illustrated in Fig. 4.16. The evolution of potential and kinetic 
energies, integrated over the entire flume length, are plotted versus time for 
the same test case as discussed above (a dam-break wave initiated by the 
release of a 25 cm layer of clear water over a bed of PVC pellets, modelled 
at second-order accuracy). The sum of both is the total mechanical energy of  
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Figure 4.16. Evolution of mechanical energy in the simulations (PVC, flat 

bed, =H 25 cm, 2nd order): potential energy U (grey), kinetic energy T 
(black), and energy dissipation (white). 

the flow. The triangular-shaped region left above the two coloured regions 
thus corresponds to the dissipated energy, which is analysed in details below. 

In Section 3.3 a global mathematical relation was derived, constraining the 
flood wave to dissipate mechanical energy. This is a physical constraint, 
known as the second law of thermodynamics. Numerically, in Section 4.1.1, 
it was stipulated that a robust treatment of the source terms should also 
ensure that energy is either preserved or dissipated by each of the individual 
numerical operators derived from an operator splitting approach. System 
(4.50) features two classes of processes: the “hyperbolic” operator, 
governing the horizontal propagation of a two-layer flow as introduced in 
Chapter 3, and the “source” operators, governing the vertical exchanges of 
mass and momentum between layers as a result of friction and geomorphic 
exchanges. In the absence of dissipation, the hyperbolic operator should 
theoretically preserve flow energy. However, numerical rounding errors may 
cause spurious energy dissipation, depending on the accuracy of the selected  
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Figure 4.17. Contribution of the various operators to energy dissipation for 

(a) 1st order; (b) 2nd order simulations. From dark grey to light grey: 
(1) mechanical energy, T+U; energy losses associated with 
(2) hyperbolic operator; (3) friction operator )()( USF

s ; (4) friction 
operator )()( USF

b ; (5) geomorphic operator )(USG . 

numerical scheme. Globally, the source operators were seen in Section 3.3 to 
be compatible with energy dissipation. Here it is checked that energy is 
individually dissipated by each source operator: friction between the flowing 
layers along )(sΓ , friction along the bed interface )(bΓ , and geomorphic 
action of erosion and deposition. The respective contributions of each 
process to the global energy loss, in the near-field and in the far-field, are 
highlighted. 

This is illustrated in Fig. 4.17, featuring time lines of the mechanical energy 
similar to the ones of the previous figure, and for the same test case. The left 
panel corresponds to a first-order simulation, and the right panel to a second-
order simulation. The lower grey region indicates the decreasing mechanical 
energy left available in the system. The four coloured stripes overlying it 
correspond to the energy losses caused respectively by the hyperbolic 
operator and by the three source operators. Several observations can be 
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made. Firstly, the energy losses associated to the four stripes are strictly 
positive. A trivial observation is also that the sum of mechanical energy and 
of the four stripes features a horizontal line, which simply means that the 
energy balance is consistent. Secondly, the energy loss of the hyperbolic 
operator is not zero, but is materialised by a band of approximately constant 
thickness on Fig. 4.17. The related numerical dissipation is thus mainly 
caused at the very first instants of wave formation, and does hardly grow 
later on. In the right panel, it is substantially reduced with second-order 
accuracy. Thirdly, the energy losses of the three source operators are of the 
same order of magnitude. The effect of geomorphic action is predominant in 
the near-field (until 4.0≈t  s), whereas the effect of friction is more 
significant in the mid- and far-field. 

5.5. Effect of granular dilatancy 

One of the implications of granular dilatancy on the flow dynamics, as 
identified in Section 2.2, is the generation of clear-water transfers at 
interface )(sΓ . Those are required to counterbalance the surplus or deficit in 
pore volumes within the sediment grains, enduring dilatation or contraction 
as they are eroded or deposited. The related transfers of flow momentum 
provide, in case of erosion, an additional driving force for the sheet-flow 
layer. 

In order to quantify the implications of granular dilatancy, in Fig. 4.18 model 
simulations for the sand test are obtained for three sets of parameters. The 
profiles of Fig. 4.18a reproduce the results obtained with the parameters as 
given in Table 4.2, thus accounting for granular dilatancy with =bc 0.53 and 

=sc 0.22. The profiles of Fig. 4.18b are obtained when setting bs cc = , thus 
turning off the effects of granular dilatancy. Two major differences are 



4-66 Chapter 4  

 

observed: first, the modelled wavefront is much faster than observed; 
second, bed erosion and thickness of the sheet-flow layer are largely 
underestimated. In fact, turning off granular dilatancy suppress the major 
coupling mechanism between the two flow layers. The sheet-flow may not 
be driven any more by the supply of fast-moving clear-water transferred 
from the upper layer. The sole mechanism still available for its acceleration 
is friction at the interface )(sΓ . 
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Figure 4.18. Implications of granular dilatancy. Comparisons of flow profiles 

(left) and layer velocities (right) for three different configurations: 
(a) bs cc ≠ , with model parameters given in Table 4.2; (b) bs cc = , with 
other parameters as in Table 4.2; (c) bs cc = , but with a substantial 
increase of friction parameters )(sC  and )(bC . ( =t 0.75 s, sand bed, 

=H 35cm, experimental profiles as shaded grey regions in the 
background, vertical scale of the flow profiles distorted by a factor 4) 
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One alternative to rectify the simulations of Fig. 4.18b while still forcing 

bs cc =  is to increase substantially the friction parameters. The simulations 
of Fig. 4.18c are obtained for dimensionless friction coefficients )(sC  and 

)(bC  that were adjusted so as to restore a correct positioning of the 
wavefront. Values =)(sC 0.01 and =)(bC 0.1 correspond to about 2.5 times 
the values of Table 4.2. If a reasonable agreement is obtained with the 
experiment, this alternative has an important drawback: it substitutes the role 
of friction to the role of granular dilatancy. While the latter vanish in 
conditions of uniform flow and equilibrium transport, friction does not. 
Consequently, artificially large values of friction adjusted for highly 
transient dam-break flows may lead non-realistic predictions of sediment-
transport rates in uniform flow conditions. 

Overall, the best agreement between simulations and observations is 
obtained for the case of Fig. 4.18a. For this case, the velocity profiles plotted 
in the right panel suggest a ratio between depth-averaged velocities ws uu /  
roughly equal to 0.4 (whereas ≈ws uu / 0.15 in Figs. 4.18b and 4.18c), a 
value in qualitative agreement with the experimental observations of 
Fig. 4.3. 

5.6. Effect of capillarity 

In Section 3.2, it was indicated that when the sheet-flow layer invades the 
entire flow depth, capillary forces at the free surface may have a substantial 
effect on Terzaghi’s effective normal stress at the bed, at least at the reduced 
scale of laboratory experiments. Near the saturated wavefront, the increase 
of normal stress due to capillarity was seen to be potentially of the same 
order of magnitude as the submerged weight of granular particles within the 
sheet-flow layer. A simplified correction to the resistive shear stress )(b

bτ  
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(4.28) was proposed in (4.30), by which capillary pressure is assumed to 
develop progressively over a thickness of one grain diameter below the free 
surface (see Fig. 4.9), and assuming that this correction is enough to prevent 
partial de-saturation at the wavefront. 

All of the above simulations and figures of Section 5 have been constructed 
with values of capillary pressure and grain diameter as in Table 4.2. The 
simulations shown in Fig. 4.19 compare the same test case with results 
obtained by not considering the effect of capillarity. Simulation time is 
=t 2 s. As expected, capillarity only intervenes near the wavefront 

(Fig. 4.19a), where the remaining thickness of the clear-water layer vanishes, 
but in that region its influence is surprisingly significant (Fig. 4.19b and c).  
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Figure 4.19. Effect of capillarity at the wavefront (PVC, flat bed, 

=H 25 cm, =t 2 s): comparison of simulations with (––––) and without 
(------) effect of capillarity. Experimental observations as greyed regions 
in the background. (a) general view; (b) and (c) closer views on the 
wavefront. 
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In the absence of capillary action, the top of the sheet-flow layer at the 
wavefront quickly reaches the water free surface. A “contact point” occurs, 
that separates regions of finite and zero clear-water thickness. Downstream 
of this contact point, erosion is prevented in the model since the top layer 
can not provide the necessary clear water for the dilatation of the bed 
material. As a result, the granular slurry behaves as if it was propagating on 
a rigid substrate. It is not slowed down by incorporation of additional bed 
material, and rapidly moves forward, in such a way that the wavefront 
adopts the peculiar profile of Fig. 4.19c. When capillarity is accounted for 
(Fig. 4.19b), the shape of the bore is sharper and more regular. Luckily, it is 
also more consistent with the shape of the experimental wavefront. Erosion 
behind the bore is slowed down by the capillary forces that increase the 
resistive bed shear stress. Here as for all the cases that were investigated, 
capillary action was sufficient to prevent the occurrence of the peculiar 
behaviour of Fig. 4.19c. 

6. Comparison of model and experiments 

Model simulations are compared with the experiments for the three distinct 
configurations sketched in Fig. 4.20a-c. Configurations (a) and (b) feature 
the same initial conditions, with 35 cm of water in the upstream reservoir, 
but differ in the granular material constituting the bed, i.e. sand and PVC 
respectively. Configurations (b) and (c) compare results obtained with PVC 
for two different depths of clear-water in the reservoir, 35 cm and 25 cm 
respectively. 

Comparisons of simulated and observed profiles for the three configurations 
at selected times are shown in Figs. 4.21, 4.22 and 4.23, respectively. 
Experimental profiles are drawn as shaded regions of different grey scales. 
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The computed profiles are superimposed as solid lines. On each figure the 
vertical scale has been distorted by a factor of 2, for viewing purposes. 

The simulated profiles depicted in Fig. 4.21 for the sand bed compare very 
well with the experimental observations. Only the first profile at =t 0.25 s 
shows substantial deviations in position of the wavefront, thickness of the 
sheet-flow layer and curvature of the free surface, that may be due to 
violations of the shallow-water assumptions. Non-hydrostatic pressure 
distributions, combined with the non-instantaneous gate release, make the 
observed profiles deviate locally from the shallow-water predictions. 
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Figure 4.20. Sketch of the three experimental configurations that are faced 

with numerical results in the next figures. 
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Such effects are not limited to the present case of moveable beds, since 
similar discrepancies were also observed for pure liquid dam-break 
experiments on rigid beds (Janosi et al., 2004; Stansby et al., 1998). 
However, efforts paid for a careful gate design were not vain, and the 
experimental conditions are getting closer to the idealisation of an 
instantaneous gate release assumed in the simulations. At later times, the 
agreement between the simulations and the observations is much better. Both 
the free surface profile, wavefront celerity, bed scour and sheet-flow 
thickness are satisfactorily reproduced. 

Comparisons for the case of a lighter bed of PVC with identical initial test 
conditions are reported in Fig. 4.22. The granular bed at =t 0.25 s shows a 
very peculiar profile, attributable to the massive soil movement initiated by 
the gate release. The process is that of a plastic soil failure, and has nothing 
to do with the mechanisms of sheet-flow entrainment postulated in the 
description. In fact the granular movements in that layer are very slow, and 
consist mainly in small rearrangements of the grains, without significantly 
affecting the formation of the dam-break wave. At later times, again, the 
correspondence between the observed and simulated waves is good. As 
compared to the sand tests of Fig. 4.21, the thickness of the sheet-flow layer 
is substantially larger, and the celerity of the wavefront substantially 
reduced. Note that these results for sand and PVC are obtained for identical 
values of the two adjustable friction coefficients (see Table 4.2). Thus, the 
simulations differ only in granular material properties (mainly density and 
repose angle), that were measured independently of the experiments. 
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Figure 4.21. (2 pages) Comparisons of numerical profiles (solid lines) and 

experimental observations (shaded regions) for the configuration of 
Fig. 4.20a (sand, flat bed, =H 35 cm). Times =t 0.25, 0.5, 0.75, 1, 
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1.25, 1.5, 1.75, and 2 s. Dimensions are in meters, vertical scale is 
distorted by a factor of 2. 
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Figure 4.22. (2 pages) Comparisons of numerical profiles (solid lines) and 

experimental observations (shaded regions) for the configuration of 
Fig. 4.20b (PVC, flat bed, =H 35 cm). Times =t 0.25, 0.5, 0.75, 1, 
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1.25, 1.5, 1.75, and 2 s. Dimensions are in meters, vertical scale is 
distorted by a factor of 2. 
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Observations for the PVC tests further indicate the typical in-phase 
oscillations of the sheet-flow layer and free surface, that were discussed 
previously in sections 5.3. In the simulations, the emergence of these 
instabilities was hampered by limiting mesh refinement, but convergence 
tests at second-order accuracy have shown that similar oscillations can 
emerge numerically and grow on the basis of physical processes to reach 
pseudo-stable configurations. Encouragingly, the non-oscillating simulated 
interfaces of Fig. 4.22 provide reasonable comparisons with the observed 
undulating profiles. The behaviour of the observed wavefront, quickly filled 
up with moving grains but showing no signs of grain de-saturation, comforts 
the simplified model to account for capillary forces. 

Figure 4.23 plots comparisons for the same PVC bed but with a lower depth 
of water in the upstream reservoir. The agreement between observed and 
simulated flows is comparable to that of Fig. 4.22. The resemblance is 
further enhanced in Fig. 4.24 where dimensionless profiles are obtained by 
scaling the vertical axis with the initial depth 0,whzz =′  and the horizontal 
axis according to Froude similarity, )( 0,whgtxx =′ . The profiles 
pertaining to the two cases are plotted at the same dimensionless time 

094.7 tt = , with ght w 0,0 = . This corresponds to =t 1.5 s for the 35 cm 
test and to =t 1.27 s for the 25 cm test. The resemblance suggests that the 
mechanisms responsible for breaking the Froude self-similarity, identified in 
Section 5.2, do not depend on the initial depth 0,wh . 
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Figure 4.23. Comparisons of numerical profiles (solid lines) and 

experimental observations (shaded regions) for the configuration of 
Fig. 4.20c (PVC, flat bed, =H 25 cm). Times =t 0.5, 1, 1.5 and 2 s. 
Dimensions are in meters, vertical scale is distorted by a factor of 2. 
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Figure 4.24. Comparisons of PVC profiles with different water depths: 

(a) =H 25 cm; (b) =H 35 cm. Numerical profiles (solid lines) and 
experimental observations (shaded regions) plotted in dimensionless 
form at the same dimensionless time =gHt / 7.94 



 Erosion, deposition and the effects of granular dilatancy 4-79 

 

7. Reduced theory with Riemann description and self-
similar wave structure 

The purpose of this last section is to show that one further advantage of the 
proposed description is that, under certain additional assumptions, it is 
amenable to a homogeneous system for which a Riemann-type exact 
solution should be available. Such exact solutions of the equations are 
interesting numerically, because they provide benchmarks for the validation 
of numerical models, and physically, because they allow to gain insight into 
the nature of the various waves that form the solution. 

In Chapter 3, the two-layer shallow-water equations were introduced, 
governing the propagation of a two-layer system with distinct densities and 
velocities over a rigid bed. It was shown that the system, in the absence of 
frictional or geomorphic source terms, was homogeneous, and thus 
compatible with a Riemann description, provided that the region of loss of 
hyperbolicity is avoided. Instead of building up an analytical solution that 
was beyond the scope of the thesis, numerical simulations were performed, 
at second-order accuracy on very refined numerical meshes, and the 
numerical solutions were indeed seen to converge to self-similar profiles 
presenting a series of simple waves separated by constant states. 

Departing from the rigid bed assumption, Fraccarollo and Capart (2002) 
have shown that a two-layer system accounting for erosion and deposition 
may still be amenable to a Riemann description, provided that two flow 
mechanisms are disregarded: non-equilibrium sediment transport processes, 
and friction. Since these processes act respectively in the near-field and in 
the far-field, there may exist an intermediate range of wave evolution for 
which the assumption could hold. Within this range, they have derived exact 
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self-similar profiles for erosional dam-break waves. However, they relied on 
a simpler flow structure than the one that is postulated in the present work 
(Section 3). Most importantly, they assumed a single flow velocity 
throughout the flow depth, thus equalling the flow velocity in the sheet-flow 
layer and in the clear-water layer. 

Capart and Young (2002) first proposed a geomorphic two-layer model with 
distinct layer velocities, but with equal solid concentrations in the bed and 
sheet-flow. Under this set of assumptions, the only mechanism for the 
emergence and acceleration of the sheet-flow layer was friction between the 
two layers (interface )(sΓ ). Such a description is thus not compatible with a 
Riemann description. In the absence of friction, there is no more any 
coupling mechanism between the two layers, whereas the description by 
Fraccarollo and Capart (2002) consisted in a full coupling of velocity 
between the two flow layers ( uuu sw == ). With distinct velocities and in 
the absence of friction, no erosion can thus be generated when starting from 
a sheet-flow layer of zero thickness. 

In the present context, it is argued that accounting for distinct concentrations 
in the bed and sheet-flow regions provides precisely such a coupling 
between the two layers, and in this way restores the existence of Riemann-
type solutions. The coupling mechanism is induced by granular dilatancy, 
that generates exchanges of water and momentum between the clear-water 
and sheet-flow layers. As the sheet-flow thickens through erosion, it also 
incorporates fast-moving water from the above layer, affecting the velocity 
of the sheet-flow layer that can further grow towards an equilibrium. 

This will be demonstrated in successive steps, by first resorting again to 
uniform flow conditions and turning off the frictional shear stress terms. 
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Under these conditions, invariant quantities will be identified, and it will be 
verified that the sheet-flow layer can still emerge and reach a stable 
equilibrium value. Assuming that the sediment transport adapts 
instantaneously to the flow conditions amounts to state that the sheet-flow 
thickness and velocity adapt instantaneously so as to ensure that )()( b

s
b

b ττ =  
at any time, yielding an additional relation between equilibrium sheet-flow 
variables )(eq

su  and )(eq
sh . Reduced equations are obtained in the form of a 

homogeneous system of four conservation equations, in which gradient 
terms are reintroduced. Finally, instead of a complete analytical approach, a 
modified version of the numerical code is used, that incorporates a relaxation 
equation for the equilibrium sediment transport. The behaviour of this model 
for a very small relaxation time is analysed. 

7.1. Unsteady uniform invariants 

In the absence of frictional source terms, the system of equations (4.21)-
(4.25) obtained when assuming unsteady uniform flow conditions reduces 
to: 

 )(sw e
t

h =
∂
∂  (4.88) 

 )()( sbs ee
t

h −=
∂
∂  (4.89) 

 )(
)(

b
b

e
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∂
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ρ
ρ−=

∂
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where w
INV uu =  in case of erosion and s

INV uu =  in case of deposition. In 
the below development only eroding flows are considered (erosion occurs 
until the equilibrium sediment transport is reached, and then the equilibrium 
is maintained), and thus w

INV uu = . To consider a depositional behaviour, a 
different approach than the one described below should be adopted. 

A number of physical quantities are preserved by system (4.88)-(4.92). They 
may be obtained by the following linear combinations: 

(4.88)+(4.89)+(4.90) ⇒  [ ] 0)( =++
∂
∂

ws
b hhz

t
 (4.93) 

(4.91) - wu  (4.88) ⇒  [ ] 0=
∂
∂

wu
t

 (4.94) 

wρ (4.91)+ sρ (4.92) ⇒  [ ] 0=+
∂
∂

ssswww uhuh
t

ρρ  (4.95) 
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



−
−+

∂
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s
wb

sb
w hh

t ρρ
ρρ  (4.96) 

where (4.15) was also invoked to derive (4.96). 

The four system invariants are thus: the level of the flow free surface, the 
total flow momentum, the velocity of the clear-water layer, and an 
equivalent flow depth, that would correspond to the depth of the clear-water 
layer if the densities bρ  and sρ  were equal. 

7.2. Equilibrium transport asymptote 

Let us consider the initial unsteady uniform flow conditions sketched in 
Fig. 4.25a, with a clear water layer of depth 0

wh , and no sediment transport. 
For the existence of a non-trivial solution to system (4.88)-(4.92), there 
should  also  exist  a  corresponding  configuration  as  the  one  sketched  in  
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Figure 4.25. Possibility of emergence of a stable sheet-flow layer in the 

absence of friction, under an equilibrium transport assumption. 

Fig. 4.25b, with a non-zero sheet-flow layer of depth )(eq
sh  and velocity 

)(eq
su  that preserve the above invariants. 

Expressing the invariance of (4.96) between the two configurations yields: 

 )()(0 eq
s

wb

sbeq
ww hhh

ρρ
ρρ

−
−=−  (4.97) 

and the invariance of the total flow momentum (4.95): 

 )()()(0 )( eq
s

eq
ssw

eq
www uhuhh ρρ =−  (4.98) 

For the target situation of Fig. 4.25b, the equilibrium assumption on the 
sediment transport requires that the situation will evolve so as to equate the 
two shear stresses on both sides of the bed interface. Indeed, a residual 
difference in shear stress would induce further erosion or deposition until 
equilibrium is attained. With shear stresses functions (4.26) and (4.28), and 
neglecting the effects of capillarity and critical bed shear, imposing 

)()( b
b

b
s ττ =  yields an additional relation between the sheet-flow variables 

)(eq
sh  and )(eq

su : 

 ϕρρρ tan)( )(2)()( eq
sws

eq
s

b
s hguC −=  (4.99) 
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Defining the dimensionless constant 

 
ϕρρ

ρµ
tan

)(b

ws

s C
−

= ,  (4.100) 

the expression reduces to 

 
2)()( eq

s
eq

s u
g

h µ= . (4.101) 

This relation resembles a classical sediment transport formula, and expresses 
the equilibrium sediment transport capacity ( )()( eq

s
eq

s uh∝ ) as a function of a 
flow velocity to the third power. Using (4.97) to suppress the factor 

)( )(0 eq
ww hh − , and incorporating the equilibrium relation (4.101), the 

constraint of flow momentum conservation (4.98) can be further elaborated 
into the following expression: 

 [ ] 0)(2)( =− w
eq

s
eq

s uu
g

u κµ  (4.102) 

in which  

 
wb
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s

w
ρρ
ρρ

ρ
ρκ

−
−=   (4.103) 

is a second dimensionless constant. Besides the trivial solution 0)( =eq
su  

corresponding to a status quo of the first configuration (Fig. 4.25a) with no 
sediment-transport, another solution exists, with the development of a stable 
sheet-flow layer of the type of Fig. 4.25b, characterised by the following 
values for equilibrium velocity and depth: 

 w
eq

s uu κ=)(  (4.104) 

 
2)()( eq

s
eq

s u
g

h µ=  (4.105) 
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One may also observe that in case of bs ρρ = , the constant κ  equals zero, 
and the only solution to (4.102) is the trivial solution 0)( =eq

su . This 
explains why such a description (Capart and Young, 2002) does not allow 
the emergence of a sheet-flow layer in the absence of friction. In other 
words, accounting for granular dilatancy by allowing bs ρρ <  provides a 
mechanism to supply flow momentum to the eroding grains and allow 
erosion and sediment transport to take place even in the absence of friction 
between the two flow layers. 

For sake of clarity, the above development assumed that the initial situation 
was that of a pure water flow with no active sheet-flow layer. Let us now 
consider the situation of a two-layer flow whose sheet-flow layer was in 
equilibrium at a time it , and assume that the layer variables (depth and 
velocity) have been perturbed (Fig. 4.26a). This may happen due to other 
flow mechanisms, and, in the event, due to the spatial gradient terms 
responsible for the horizontal flow propagation. In order to restore an 
equilibrium consistent with the adjusted flow variables at time 1+it , one 
must again find a configuration of the type of Fig. 4.26b that preserves the 
erosional invariants (4.93)-(4.96). By conducting a similar reasoning than 
the one performed to obtain (4.104) for the simpler picture of Fig. 4.25, a 
relation for the equilibrium sheet-flow velocity may be obtained, in the form 
of a cubic equation: 

 03
)(

2
2)(

1
3)( =+++ auauau eq

s
eq

s
eq

s  (4.106) 

with coefficients: 

 ( )wssw uughaaua κ
µ

κ −−==−= 321      ,     0     ,      (4.107) 
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Figure 4.26. Restoration of an equilibrium sheet-flow layer from an arbitrary 

initial situation. 

It may be checked that the relation reduces to (4.104) when the initial sheet-
flow thickness sh  equals zero. 

7.3. Reduction to homogeneous system 

Under the assumption of an instantaneous adaptation towards equilibrium, 
the system (4.88)-(4.92) may be recast in terms of the four erosional 
invariants (4.93)-(4.96). To complete the description, the spatial gradient 
terms of the complete system (4.43)-(4.47) may also be re-introduced. After 
some rearrangement the following system is obtained: 
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where [ ]4321 EEEE=E  stand for the four invariants of the unsteady 
uniform system: 

 ws
b hhzE ++= )(

1 ,       ssswww uhuhE ρρ +=2 , 

 wuE =3 ,                     s
wb

sb
w hhE

ρρ
ρρ

−
−+=4  (4.113) 

This constitutes a system of four conservation equations, complemented by 
an equilibrium relation for the sheet-flow layer. Compared to the full set of 
governing equations (4.43)-(4.47) endowed with five degrees of freedom, 
the equilibrium assumption thus removes one degree of freedom of the 
system, by constraining the sheet-flow variables sh  and su  to stay locked 
together through (4.112). 

A very important property of system (4.108)-(4.111) is that it is 
homogeneous, i.e. all the right-hand terms are zero, and the left-hand terms 
contain only time derivatives of the erosional invariants and spatial 
gradients. As such, any uniform flow state (with zero spatial gradients) is a 
valid solution provided that it satisfies the equilibrium constraint (4.112). 
For dam-break type initial conditions, solving (4.108)-(4.111) constitutes a 
Riemann problem, expected to produce self-similar solutions consisting in a 
series of uniform states separated by n simple waves (shocks or rarefactions, 
n  being the number of degrees of freedom). It should theoretically be 
tractable by means of semi-analytical techniques, consisting in the explicit 
integration of Riemann invariants across each wave. 
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7.4. Computational solutions in the limit of equilibrium transport 

If this Riemann problem could be solved analytically, exact analytical 
solutions for the dam-break problem would be available, extending the 
analytical solution that Fraccarollo and Capart (2002) derived for the simpler 
case when ws uu =  and bs ρρ =  are assumed. However, the derivation of 
such exact solutions seems largely out of reach in the framework of the 
present thesis. 

Instead, numerical computations are used, relying on a modified version of 
the numerical code used to produce the comparisons of Section 6. Simply, 
the friction source operators )()( USF

s  and )()( USF
b  are turned off, and the 

geomorphic operator )(USG  is replaced by: 

 ( )s
eq

s
s hh
t

h −=
∂
∂ )(1

ε
 (4.114) 

This is a classical relaxation equation, in which the sheet-flow thickness is 
assumed to approache asymptotically the equilibrium value according to the 
relaxation time ε . The limit of equilibrium transport is achieved for very 
small values of the relaxation parameter ε . 

The relaxed geomorphic operator is solved in the following successive steps: 
(i) obtain )(eq

su  by solving analytically the cubic equation (4.106); (ii) obtain 
the corresponding equilibrium depth )(eq

sh  with (4.105); (iii) solve (4.114) 
for the updated depth sh′  with an implicit Euler scheme, and (iv) retrieve the 
other updated variables su′ , wh′  from the operator invariants, and ww uu =′ . 

No exhaustive evaluation of the model behaviour and emerging wave 
structures was performed at this exploratory stage. Though, test simulations 
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were carried out for the typical case of the PVC dam-break experiments, 
with the following parameters: 

- Initial conditions: 35 cm of clear-water in the upstream reservoir, a flat 
granular bed, and a uniform layer of 4 mm of water in the downstream 
reach; 

- Material properties: specific density =Mρ 1580 kg/m³, solid 
concentrations =bc 0.58 and =sc 0.22, corresponding to layer densities 

=sρ 1128 kg/m³ and =bρ 1336 kg/m³, =ϕ 38° and a dimensionless 
constant =µ 2.25. 

- Numerical parameters: relaxation parameter =ε 0.001, Courant number 
=Cr 0.5, =∆x 2 cm, first-order accuracy; 

The above parameters are similar to those of Table 4.2 that led to the results 
of Fig. 4.22, except for two aspects: the adoption of a small downstream 
layer of water =wh 4 mm, and the new parameter µ . The first was required 
as a necessary band-aid to avoid de-saturation to occur near the wavefront. It 
plays a role similar to the capillary effects that were introduced in the full 
model. The second characterises the equilibrium transport asymptote, and 
was kept as an adjustable parameter. 

Figure 4.27a compares experimental and “equilibrium” numerical profiles at 
=t 0.75 s. The agreement is surprisingly good, given the simplified model. 

As was explained above, in the absence of any friction at the interfaces, the 
only mechanism responsible for initiating and driving the sheet-flow layer is 
the granular dilatancy. The latter is quite efficient in this regard, as seen also 
on the simulated velocity profiles along the wave plotted in Fig. 4.27b, in 
solid line for wu  and in dashed line for su . Note that here the ratio between 

wu  and su  comes out as a model output, rather than being prescribed from 
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an empirical closure law. This is an important strength of a full two-layer 
approach, which does not make any a priori assumption on the profile of 
layer-averaged velocities. 
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Figure 4.27. Comparisons of “equilibrium” simulations with experiments 

(PVC, flat bed, =H 35 cm, =t 0.75 s). (a) simulated flow profiles 
(solid and dashed lines) and experimental observations (shaded 
regions); (b) simulated flow velocities in the water (––––) and sheet-
flow (------) layers. 

 



 

Chapter 5 

Behaviour in case of a discontinuous bed 

profile: a slope failure mechanism for the 

fluidisation of unstable bed steps 

1. Introduction 

As well for the motivation as for the validation of the proposed description, 
the two previous chapters (3 and 4) relied on experimental dam-break waves 
propagating over a flat granular bed extending on both sides of the dam. In 
Chapter 2 other configurations were explored in the experimental campaign, 
involving an initial discontinuity of the bed profile across the dam section. 
Such configurations were seen to behave differently, with a pronounced 
modification, in the very first instants of wave formation, of the bed profile 
in the immediate vicinity of the discontinuity. In this chapter the behaviour 
of the model is investigated for such cases. In particular, to reproduce 
satisfactorily the observed behaviour, it will be necessary to incorporate an 
additional mechanism in the description, accounting for the initial reshaping 
of the bed discontinuity that has more to do with soil mechanics than with 
flow-induced sediment erosion. A simple slope failure criterion is used, that 
was proposed initially for lateral bank erosion of erodible channels 
(Spinewine, Capart, et al. 2002), in the framework of a two-layer model with 
equal concentrations in the bed and transport layers. Here it is applied in the 
longitudinal direction to the failure of unstable bed steps, and different 
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alternatives for implementation are discussed, that come out when extending 
it to a model with distinct concentrations in the two granular layers. The 
resulting simulations are faced against their equivalents obtained without this 
additional mechanism, and against the experiments. 

2. Experimental observations 

Five experimental configurations explored in Chapter 2 contained a 
discontinuity of sediment level at the dam, bz∆ , that was defined as positive 
if the upstream bed level is higher than its downstream counterpart. They 
were performed with an initial water table maintained at a constant level 

=)(
0
wz 35 cm above the downstream sediment level, taken as a reference. 

The initial depth of the upstream clear water layer is thus b
w

w zzh ∆−= )(
00, . 

One configuration involved an upward step =∆ bz -5 cm, two involved a 
downward step of height =∆ bz +5 cm and +10 cm, the latter being also 
reproduced with a simultaneous layer of clear water of the same height 
(10 cm) in the downstream reach. Finally, a last configuration involved a 
downward bed step such that the upstream reservoir is almost entirely filled 
with sediments; it will not be considered here, as it pertains to a different 
class of flow, closer to a landslide than to a fluid flow. 

The initial formation of the wave is illustrated for the case of a bed step on 
the basis of the configuration with =∆ bz +10 cm. The panels of Fig. 5.1 
show selected snapshots of the flow at instants immediately following the 
release of the gate, =t [0  0.05  0.10  0.15] s. On each frame, grain 
trajectories, reconstructed over a few successive frames (5 frames, or 1/40 s) 
with the Voronoï imaging techniques (see Chapter 2), are superimposed as 
red segments. They give an idea of the deformation rate within the granular 
matrix. 
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Figure 5.1. Flow snapshots immediately after gate drop-down, at =t 0, 0.05, 

0.1 and 0.15 s respectively. Initial PVC bed configuration is indicated 
on each panel as dashed lines. Grain trajectories over 1/40 s in 
superimposition. Dimensions are in meters. 
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It is clearly observed in Fig. 5.1 that the bed step does not remain in place as 
a rigid body. Instead, a substantial portion of the bed is mobilised in the first 
instants. In Fig. 5.1a, it is observed that near the upper corner of the bed step, 
the grains are slightly lifted upwards and to the right. It results in a swelling 
of the bed step visible in Fig. 5.1b. This swelling releases somewhat the 
sustained inter-particle contacts that prevailed in the solid-like granular bed, 
allowing sediments to move more freely. Later on (Fig. 5.1c), the bed step 
further plunges downstream, following the movement of the collapsing 
water body. The moving region of the bed covers the whole bed step and 
even a lower portion in the vicinity of the gate. Grain velocities have 
increased substantially, and trajectories are predominantly oriented in the 
lower-right direction. In the upper reach, the level of the granular bed has 
dropped, as opposed to the swelling observed initially in the preceding panel. 
In Fig. 5.1d, the collapsing bed step has reached the downstream bed level, 
which is shoved below and forward due to the impact. This results in a 
curved movement of the downstream bed along a spoon-shaped failure 
surface. Upstream, the drop of the bed profile has continued, and the moving 
region of the bed still encompasses a large portion of the step, roughly 
wedge-shaped as delimitated by the thick oblique line sketched on Fig. 5.1d. 

All these massive soil movements may not be explained solely by the 
erosional action of flow-induced shear stresses. Geotechnical considerations 
must be invoked. Geotechnical instability is induced by the unstable vertical 
face of the bed discontinuity, and fluidisation of the unstable bed region is 
facilitated by the sudden decrease of effective stresses due to the rapid draw-
down of the water table, able to fluidise the grains. 

As a consequence of geotechnical instability and fluidisation, the bed 
discontinuity rapidly evolves in a much smoother profile. In turn, it may be 
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expected that the alteration of the bed geometry will affect the 
hydrodynamics of the dam-break wave. Any predictive numerical model 
seeking to simulate adequately the propagation of the wave and the evolution 
of the bed should thus incorporate somehow a mechanism to account for this 
initial failure. The need for such a mechanism is illustrated in Fig. 5.2, where 
experimental observations, for the same experiment as above but at two later 
instants, are compared with numerical simulations obtained with the two-
layer shallow water model presented previously. In Chapter 4, the model was 
successfully validated for a flat bed profile, but Fig. 5.2 shows a very 
different picture. If the agreement is relatively satisfactory in the region of 
the wavefront, the simulation largely fails to reproduce the observed 
behaviour in the other regions: (i)  in the vicinity of the gate, the simulated 
bed step remains steep and is only gradually eroded by the flow. A control 
section rapidly develops above the step, that determines the discharge. The 
downstream flow is much more rapid and able to erode the bed more 
actively, so that a deep scour hole forms in that region, which is not present 
in the experiments; (ii) due to the control section upstream, the discharge 
released from the reservoir is underestimated, and consequently the water 
profile throughout the downstream reach is lower than observed. 

This makes it clear that the sole action of flow-induced erosion is 
insufficient to explain the reshaping of the bed discontinuity at the first 
instants. Geotechnical considerations must be invoked. A simple criterion is 
proposed below, first developed in the context of lateral bank erosion of 
erodible valleys but easily adapted for the present purpose. 
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Figure 5.2. Simulated flow profiles in the absence of any bed step failure 

mechanism, faced against mosaic images for the same experimental 
configuration as Fig. 5.1, at (a) =t 0.25 s and (b) =t 1.5 s. Dimensions 
in meters, vertical scale exaggerated by a factor 5. 

3. A slope failure mechanism derived from bank erosion 
studies 

The erosive power of the dam-break waves explored so far was restricted to 
the modifications of the longitudinal bed profile, in an experimental channel 
whose lateral boundaries were constrained. Actual dam-break floods, 
however, can significantly rework the morphology of erodible valleys 
(Lapointe et al., 1998; Brooks and Lawrence, 1999). They exert their 
geomorphic action not only on the bed of the valley, but also on its flanks: 
the bankline itself may retreat severely under the attack of surging waters. 
Observations in the laboratory (Goncette and Spinewine, 1998; Jonard and 
Le Grelle, 2001) indicate that the bankline retreat proceeds in a sequence of 
discrete block failures. Destabilised chunks of banks collapse and slump into 
the channel, before dissolving into the stream. The overall impact of the 
flood is then determined by a strong interaction between in-channel and bank 
processes. 
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Figure 5.3. Principle of a discrete mass failure triggered by slope instability 

In a previous work (Spinewine, Capart, et al., 2002), a relatively simple 
criterion to account for discrete bank failure events due to geotechnical 
instability was proposed. A similar concept is utilised for the initial bed 
failure of stepped-bed dam-break experiments. The basic idea is illustrated in 
Fig. 5.3. The stability of the bank is characterised by a critical repose angle, 
and a block failure is triggered whenever the local slope of the bank exceeds 
a critical repose angle. The failed material, situated above the failure surface, 
is incorporated in the flow as additional sediment material available for 
transport. In Spinewine et al. (2002), the mechanism was further refined by 
(i) distinguishing a critical angle, at which failure is initiated, and a residual 
angle, delimiting the actual extent of failure and the adopted profile after 
failure; and (ii) considering distinct stability angles for submerged and 
emerged regions of the bank. Such refinements have proven useful when 
simulating lateral widening of erodible channels. 

Our present context of a longitudinal bed failure in the vicinity of the dam 
differs substantially from the context of lateral bank failures. Tough, the 
same simple criterion (without the four-angles refinement) may be used to 
account for the mass failure of the bed step observed at the first instants. 
Furthermore, it is conveniently incorporated in a two-layer flow model. If 
one assumes that the failed bed material is instantaneously fluidised, it may 
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be simply transferred into the sheet-flow layer, so that its subsequent 
movement is then taken over by the two-layer flow algorithm. 

When fluidising the bed material into the sheet-flow layer, however, one 
must be especially careful at respecting the postulated flow structure with 
constant layer densities. In Chapter 4, granular dilatancy was considered as a 
mechanism responsible for the reduction of granular concentration in the 
sheet-flow layer as compared to the static bed. The description was 
simplified by assuming piecewise constant profiles of the solid 
concentration, with a representative value for the bed, and a lower 
representative value for the sheet-flow layer. Thus, the failed bed material 
from geotechnical instability, if incorporated in the sheet-flow layer, must 
evolve from a bed density bρ  to a sheet-flow density sρ . In order to ensure 
mass conservation in the system, the sheet-flow layer must thus dilate, and 
add a volume of water to counterbalance the expansion of the granular 
matrix. The overall process was previously explained in details in Chapter 4, 
Section 2.2. 

4. Possible alternatives for practical implementation 

In this context, several alternatives are possible to distribute the volume of 
the failed material resulting from the geotechnical instability of the bed step. 
They are summarised in Fig. 5.4. The first panel recalls the initial situation 
of the bed step. Fig. 5.4b illustrates the failure surface and the fluidisation of 
the bed material situated in the triangular region above it. However, in the 
case of the model with distinct concentrations, the sole incorporation of this 
triangular region in the sheet-flow layer as such would violate mass 
conservation, for the reason explained above, and is not acceptable. 
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(a)

(b)

(c)

(d)

(e)

No mass failure

Fluidisation without dilatation

Fluidisation with vertical dilatation

Fluidisation with horizontal dilatation

Bed reshaping without fluidisation
 

Figure 5.4. Various alternatives for implementing a mechanism for mass 
failure of the bed discontinuity. 

A method that would account correctly for granular dilatation is the one 
sketched in Fig. 5.4c. At each location, i.e. at each computational cell of the 
numerical model, the top level of the sheet-flow layer is raised so as to 
ensure mass conservation of sediments according to the evolving density. 
This is performed using exactly the same principles as the ones described in 
Chapter 4 (Section 4.1.5.), for flow-induced erosion. This results in the 
creation of the inverse triangular region visible on top of the sheet-flow 
layer. The advantage of this method is precisely that it is local and involves 
no horizontal displacement of material, but only in-cell transfers of material 
between the three layers. It does not rely on any predefined shape of the bed 
profile, and thus allows to account not only for the failure of the initial bed 
step at the gate, but for any unstable portion of the bed profile that may 
appear at any instant of the simulation, an argument that could be significant 
when applying the model to real valleys with a complex topography: at 
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every time step (or every few time steps to limit the associated 
computational cost), the computational domain may thus be surveyed for 
unstable bed slopes. Failure toes are identified, and the failed material is 
expanded vertically within each cell affected. In the process of vertical 
expansion, one should also account for the transfer of momentum between 
the two flowing layers, just as one had been doing for the flow-induced 
erosion process considered in Chapter 4 (Section 4.1.5.). 

The method of Fig. 5.4c has nevertheless one prominent drawback, that may 
be explained in terms of energy. The vertical dilatation of the fluidised bed 
material induces a vertical redistribution of weight as the grains, heavier than 
water, are lifted upwards. This causes an increase of the total potential flow 
energy. In the case of gradual flow-induced erosion, this gain of potential 
energy is limited, and largely counterbalanced by a loss of kinetic energy of 
the sheet-flow layer, due to the inertia of the eroded grains, leaving the static 
bed with no initial velocity (see Chapter 4, Section 3.3). But in contrast, for 
the failure of the bed discontinuity at the first time step, (i) the volume of 
fluidised material is much more significant, and so is the related gain of 
potential energy; (ii) the flow has not started yet, so that the dilatation does 
not induce any loss of flow kinetic energy. The method of Fig. 5.4c thus 
violates the physical constraint that any mechanical system may evolve only 
so as to preserve or dissipate energy. 

In fact, the vertical dilatation of the grains does not occur instantaneously. 
Rather, the failed material is initially fluidised without change of solid 
concentration, as if it simply experienced a phase change from a solid-like to 
a fluid-like behaviour (Capart, 2000). The concentration in the sheet-flow 
layer then gradually adapts towards a local equilibrium value corresponding 
to the flow conditions. Figure 5.5 motivates this description experimentally 
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by plotting the time evolution of the average granular concentration within 
the sheet-flow layer, again for the same initial configuration with a bed step 

=∆ bz +10 cm. As in Chapter 4 (Section 2.1.3.), estimates of concentration 
are obtained by balancing the areas of the bed and sheet-flow layers, 
considering that the total mass of sediments within the field of view is 
constant. Starting from a value close to the one of the static bed, the 
concentration slowly diminish towards a value similar to the one observed 
for the flat bed configuration (see Fig. 4.5 in Chapter 4). Accounting for this 
observed behaviour with the current flow description is simply not possible. 
It would require to consider the concentration as an evolving variable, which 
is believed to bring many additional complications in the theoretical 
framework and would require additional closure laws without necessarily 
leading to substantial improvements. Instead, the gradual adaptation of 
concentration is disregarded, considered as a temporary phenomenon. 
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Figure 5.5. Evolution of wave-averaged granular concentration in the 

moving sediments region, for the same experimental configuration as 
Fig. 5.1. 
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Coming back to the failure of the initial bed step, the increase of potential 
energy associated with the solution of Fig. 5.4c is more and more 
pronounced as the difference between layer densities bρ  and sρ  is 
significant. Two special corrections are possible to counter this unphysical 
increase of energy. The first is to displace the dilating grains horizontally 
instead of vertically. The solution described in Fig. 5.4d is obtained, where 
the upper triangle of fluidised material above the initial bed level is 
transferred just downstream of the dam. To ensure conservation of water, a 
small triangle of water must then also be subtracted from the reservoir. This 
configuration may appear as a kitchen recipe, somewhat artificial, but is in 
fact much closer to the actual behaviour observed in the experiments (see 
Fig. 5.1d). It has also the advantage of verifying the energy inequality 
constraint, the global potential energy of the system being reduced. 

Fig. 5.4e is a last alternative, where the initial failure of the bed step is 
viewed solely as a local reshaping of the bed profile, no sediment being 
actually fluidised and transferred to the sheet-flow layer. An advantage of 
this alternative is that it does not explicitly requires a two-layer flow 
description, and may thus be implemented also with most classical 
morphodynamic codes based on a flow model coupled with an external 
sediment-transport routine. However, at least for the PVC tests it does not 
replicate the sustained mobilisation of the grains that was observed in the 
experiments (Fig. 5.1). 

5. Comparisons 

There is no clear physical argument indicating which of the above 
mechanisms should be selected as appropriate for modelling, each having 
advantages and drawbacks, and representing only a facet of the actual 
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behaviour. If the difference in concentration between the two granular layers 
considered in the model is substantial, the methods of Figs. 5.4b and 5.4c 
should preferably be rejected, as (i) the first violates mass conservation in 
the system; (ii) the second involves an instantaneous dilatation of the 
fluidised material along the vertical that was not observed experimentally, 
and violates the energy constraint. The observations of Fig. 5.1 for the PVC 
bed in the near field tend to support the method of Fig. 5.4d, with a 
horizontal dilatation, but there is no evidence that the same would hold for 
the heavier sand, which could be more prone to redeposit very quickly at a 
smoother angle after the initial failure, thus conforming the method of 
Fig. 5.4e. Also the initial configuration may influence the mode of failure. 
For example, in the presence of an initial layer of water downstream of the 
dam, the stability of the bed step is increased, so that real sustained 
fluidisation may be prevented. 

Instead of claiming a priori one mechanism as universally preferable, the 
different alternatives were thus all implemented numerically (except the non-
conservative method of Fig. 5.4b which was rejected), and here one 
compares the various model simulations with experiments. At first, the 
reference configuration of Fig. 5.1 is again considered, i.e. a PVC bed with a 
step =∆ bz +10 cm. The experiment allowed to illustrate the failure mode of 
the bed discontinuity in the near field. Here the implications of the initial 
failure mode on the model behaviour in the far field are studied. In a second 
stage, model simulations are faced with other experimental configurations. 
The purpose is not to present extensive comparisons for all the 
configurations, and hence only a few selected results are shown. Results for 
the other bed configurations did not bring substantial new findings. For all 
the simulations reported hereafter, model parameters are essentially the same 
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as the ones that were used throughout Chapter 4 (see Table 4.2). The sole 
additional parameter is the representative failure angle of the bed step. A 
value of 15° was adopted, taken from the visual observations of Fig. 5.1. 
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Figure 5.6. Implication of the simulated mode of failure on the wave 

behaviour in the far-field (PVC, downward bed step of 10 cm, 
=H 35 cm, =t 1.5 s); (a) no mass failure; (b) fluidisation with vertical 

dilatation; (c) fluidisation with horizontal dilatation; dimensions in 
meters, vertical scale stretched by a factor 2. 
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Figure 5.6 compares the various alternatives for the reference case (a PVC 
bed with a step =∆ bz +10 cm) at instant =t 1.5 s. Figure insets indicate the 
considered failure mechanism, the first panel thus reproducing the profiles 
obtained with the standard model. All the failure modes lead similar results 
near the wavefront, and are in relatively good agreement with the 
experiments in that region. In the vicinity of the gate, the methods of vertical 
fluidisation (Fig. 5.6b) and bed tilting (Fig. 5.6d) preserve a steep bed slope 
at the residual bed step, whereas the experimental wave has flattened out 
more the bed profile. They lead both to the emergence of a spurious scour 
hole, though to a less extent than on Fig. 5.6a. The best agreement is 
obtained for the case of horizontal fluidisation (Fig. 5.6c). The latter was 
already identified as the most realistic mode of failure in the near field. As 
compared to Fig. 5.6a, it yields also substantial improvements in the far field 
in terms of water profile all along the downstream reach. 

Figure 5.7 features an equivalent comparison of alternatives for the case of a 
sand bed, at instant =t 1.25 s. In contrast to the PVC observations, the 
methods that account for a sustained fluidisation of the bed step lead the 
worst agreement: they significantly underestimate the celerity of the 
wavefront and overestimate water levels in the downstream reach. The best 
concordance is here obtained for the simple tilting of the bed (Fig. 5.7d). 

Although the bed step is completely reshaped at the initial instants as a result 
of geotechnical instability, it looks as if the failed bed material could not be 
fluidised for a sustained period by the rushing waters. Density, in this regard, 
certainly provides the major argument for the difference in behaviour 
between sand and PVC experiments. The larger grain size and roundness of 
the PVC pellets may also explain their greater proneness to fluidisation. 
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Figure 5.7. Implication of the simulated mode of failure on the wave 

behaviour in the far-field (Sand, downward bed step of 10 cm, 
=H 35 cm, =t 1.5 s); dimensions in meters, vertical scale stretched by 

a factor 2, mode of failure in the insets as in Fig. 5.4. 

The other bed configurations that were reproduced experimentally (see 
Chapter 2), with a lower bed step or an upward bed step, were also faced 
with simulations, leading observations and conclusions similar to the case 
discussed above. To complete the description, results for the configuration 
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Figure 5.8. Comparisons of simulated profiles and experimental images in 

the case of a downward bed step combined with a downstream water 
layer. (a) simulations without any failure mechanism; (b) with initial 
reshaping of the bed step. Time =t 1.25 s, dimensions in meters, 
vertical scale stretched by a factor 2. 

involving a downstream layer of water, which is a more particular case, are 
presented in Fig. 5.8. The sand bed is taken as an example, with the failure 
mode of bed tilting. The agreement of simulated profiles with the 
experimental mosaic is surprisingly good. 

In fact the intensity of bed modifications for this configuration is much 
lower, the presence of water downstream generating a hydraulic jump, under 
which all the sediments transported from around and upstream the bed step 
redeposit as the flow velocities drop abruptly. 
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6. Conclusions 

The near-field behaviour of experimental dam-break waves was investigated 
for configurations involving an initial discontinuity of the bed profile across 
the dam. In the first instants, massive soil movements were found to occur in 
the vicinity of the discontinuity, whose cause is to be found in geotechnical 
instability rather than flow-induced sediment entrainment. In turn, this initial 
alteration of the bed profile is susceptible of affecting the overall wave 
behaviour in the long term, and not only in the immediate vicinity of the 
dam, comforting the need to account for such effects in the simulations. A 
simple mechanism was proposed, based on a principle of a critical slope 
angle initially set up for modelling lateral bank erosion of erodible valleys. 
Different methods for implementing the approach in the context of the two-
layer flow model were discussed. They were compared with the experiments 
for two distinct configurations and for the two bed materials. They provided 
significant improvements as compared to results obtained without any such 
failure mechanism. Although, no clear evidence was found to discriminate 
between the method consisting in a real fluidisation of the bed step, and the 
method relying simply on a local tilting of the bed profile without 
fluidisation; the first yielding best results for the light PVC bed and the 
second for the heavier sand bed. 



 

Chapter 6 

Conclusions 

Geomorphic floods induced by the failure of a dam or flood-defence 
structure may trigger large modifications of the downstream channel bed and 
banks. The presence of large sediments and boulders in the rushing waters, 
usually not transported by normal floods, may increase its destructive power 
against infrastructure; fine sediments may be transported over long distances 
and create widespread deposition in wider and flatter areas, which are more 
densely populated and used. Overall, in terms of damages to mankind and 
infrastructure, the sedimentological impacts of such floods may be much 
larger than the impacts of the flooding itself. 

Traditional alluvial morphodynamic models, based on pure hydrodynamic 
flood routing scheme combined with a “passive” sediment transport module, 
seem inappropriate to predict geomorphic bed evolution adequately during 
highly transient floods having intense and non-uniform sediment transport. 

Previous authors (Capart, 2000; Fraccarollo and Capart, 2002) have shown 
that it is crucial in this regard to account for the sediment inertia. They 
proposed to describe the flow as having a sharp layered structure, composed 
of a clear-water layer and a moving sediment layer, the latter interacting with 
the sediment bed substrate. They adopted a discontinuous view of the 
evolving bed profile, in which erosion or deposition results from a 
downward or upward displacement of the interface separating the solid-like 
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bed from the fluid-like moving sediment mixture. A similar strategy was 
adopted in the present work. 

To address the issue and investigate the mechanisms of geomorphic 
evolution and sediment transport in such conditions, idealised laboratory 
experiments were presented in Chapter 2. A dedicated flume, and the benefit 
of the experience gained in previous series of dam-break experiments in the 
laboratory, permitted to attain test conditions that approach best the 
idealization of an instantaneous dam collapse. High-speed digital imaging 
through the flume sidewalls combined with particle tracking imaging 
algorithms furnished a detailed visualization of the flow field both in the 
water and within the sediment transport layer. It was experimentally 
observed that: (i) as compared to a rising gate system, a lowering gate 
induces less perturbations to the flow and to the sediment bed during the 
withdrawal; (ii) in the short-time near field of wave formation and 
propagation, plunging breakers are generated, similar to the ones observed 
for pure liquid waves; (iii) the observations for the class of sediments that 
were investigated confirm a layered flow structure with sharp interfaces 
separating the distinct flow regions; (iv) the longitudinal flow velocity is not 
constant throughout the flow depth. Rather, observations suggest a roughly 
linear evolution within the sediment transport layer, and a nearly constant 
value in the clear-water layer; (v) the average bulk sediment concentration in 
the transport layer is significantly lower than that in the bed, but is nearly 
constant in time. Through a wide range of transport intensities, it remained 
within a narrow range around 0.25; (vi) sediment transport is much more 
intense for lower granular densities. Dam-break waves over lighter sediment 
beds are also more prone to generate in-phase undulations of the free-surface 
and bed profiles, that are reminiscent of the antidune bedforms of alluvial 
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channels in supercritical regime; (vii) tests performed with the same bed 
configuration but different water levels in the upstream reservoir scaled 
surprisingly well with Froude similarity; (viii) for configurations involving 
an initial discontinuity in bed levels across the dam, failure of the bed step 
and massive soil movements were observed in its vicinity at the first instants, 
resulting in a significant reshaping of the bed profile. 

Based on experimental observations, a theoretical framework is proposed for 
the simulation of dam-break induced geomorphic floods with a multi-layer 
shallow-water approach. Departing from the idealized flow structure of 
Capart (2000) and Fraccarollo and Capart (2002), it is shown that a number 
of assumptions may be relaxed without making the resulting description 
intractable, but yielding new insights into the mechanisms of sediment 
erosion and bulking into the flow. In particular, two major extensions have 
been examined, which allow the two flowing layers to move at distinct 
velocities, and consider the effect of granular dilatancy associated with 
erosion. 

The first extension was examined in Chapter 3. The two-layer shallow water 
equations with a density contrast, which are well-known, have been 
incorporated in a numerical model whose behaviour was scrutinized for 
dam-break flows, involving the release of a mass of “light” fluid over a 
substrate of “heavy” fluid, leading to some observations that do not seem to 
have been examined systematically before. It is observed that: (i) the two-
layer shallow water equations may be elegantly derived from Hamilton’s 
principle of least-action; (ii) hyperbolicity of the system of equations is not 
guaranteed for a range of velocity difference between the two shallow layers. 
Loss of hyperbolicity stays confined to relatively narrow bands, whose limits 
depend on the density ratio and on the depth ratio between “light” and 
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“heavy” fluid layers; (iii) flow conditions moving close to or inside the non-
hyperbolic region may possibly result in instabilities emerging at the 
interface between the layers; (iv) model simulations converge well towards 
analytical solutions available for degenerate cases with equal layer densities 
( 21 ρρ = ) or equal layer velocities ( 21 uu =  but 21 ρρ ≠ ); (v) while a sharp 
contact discontinuity between regions of light fluid and heavy fluid is found 
for those two degenerate cases, converged numerical simulations obtained 
for the general case ( 21 ρρ ≠  and 21 uu ≠ ) reveal a more gradual transition 
in the form of a rarefaction wave; (vi) while the limits =21 / ρρ 1 and 

=21 / ρρ 0 correspond respectively to the well-known Stoker and Ritter 
solutions, results obtained in the intermediate range of density ratios suggest 
a series of solutions that do not seem to have been observed yet, composed 
of four distinct waves; (vii) the fastest wave is observed ahead of the main 
wavefront, and closely reproduces the tip of the Ritter wavefront observed 
for =21 / ρρ 0. It is proposed to refer to this peculiar wave as the “Ritter 
pinch-off”; (viii) a Ritter pinch-off may exist only for density ratios 
sufficiently lower than 1, when the main wavefront becomes of a mixed 
type, composed of both light and heavy fluids; (ix) stability Froude numbers 
within the main wave and the Ritter pinch-off are situated on the two 
opposite sides of the band characterizing loss of hyperbolicity, and the 
transition was found to occur sharply across the position of the main 
wavefront; (x) simulations obtained with this simplified two-layer model are 
in a relatively good agreement with dam-break experiments over movable 
beds in case of very light sediments, but completely fail to simulate 
adequately the case of a bed composed of heavier sediments. 

The second extension was examined in Chapter 4, in which the two-layer 
model was supplemented with a vertical flow structure that governs the 
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exchanges of mass and momentum between the layers as a result of erosion 
or deposition. The main contribution of the proposed description was to 
account for granular dilatancy associated with erosion, by considering a solid 
concentration in the transport layer which is lower than in the bed. Granular 
dilatancy was found to have several implications on the flow dynamics, the 
most prominent being to generate a strong mechanism of coupling between 
the transport layer and the clear-water layer: transfers of water occur across 
the interface separating the two, and are required to counterbalance the 
deficit of interstitial water generated in the transport layer due to the dilating 
sediments. The description has been formalised into a set of governing 
equations, and some specificities of the numerical implementation were 
presented. The behaviour of the model and the influence of its parameters 
was studied, and simulations have been compared with the experiments. It is 
observed that: (i) comparisons between experiments and simulations with the 
full model gave very good agreement, in terms of wavefront celerity, free 
surface profile, bed scour, thickness of sediment transport layer, and, 
qualitatively, ratio between velocity in each layer. This was obtained for the 
sand bed and for the PVC bed by using a single set of adjusted model 
parameters, the simulations thus only differing in terms of sediment density 
and diameter; (ii) mechanical energy is dissipated both by friction and by 
geomorphic exchanges. Energy dissipation from geomorphic exchanges was 
found most significant in the near field, while friction predominates at later 
times; (iii) when not considering granular dilatancy, friction between the 
layers must be artificially increased in order to retrieve a satisfactory 
behaviour; such friction parameters may not provide reliable estimates of 
sediment transport under uniform flow conditions, and do not lead a realistic 
ratio between velocities in the clear-water and sediment transport layers 
under dam-break conditions; (iv) capillary forces may have a significant 
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influence in the region of the wavefront when the latter becomes fully 
saturated in moving grains. They may prevent de-saturation of the wavefront 
to occur; their incorporation in the model yielded a better agreement with 
experiments in that region; (v) when performing simulations with second-
order accuracy on very fine meshes, oscillations were generated along the 
internal rarefaction just upstream of the wavefront. Instead of amplifying, 
the oscillations then evolved into a regular train of undulations. Although 
some degree of relation is possible with the potential loss of hyperbolicity 
and stability condition of two-layer flows as identified in Chapter 3, no 
straightforward relationship between physical and numerical undulations 
could be proven; (vi) when neglecting friction and considering that sediment 
transport adapts instantaneously towards equilibrium, a reduced set of 
equations may be obtain in the form of a homogeneous system, thus 
associated with a Riemann structure. 

In Chapter 5 the behaviour of the laboratory dam-break waves was 
investigated for the cases where the bed profile exhibits a level discontinuity 
across the dam. Several simple mechanisms are proposed, based on 
geotechnical considerations to account for the mass failure of the bed step 
observed at the first instants. The incorporation of this additional mechanism 
in the model was seen to significantly improve the agreement between 
simulations and observations in the neighbourhood of the dam. 

Ultimately, one possible direction for further work is stressed. Recently, the 
model was extended to two horizontal dimensions. This 2D extension relies 
on an unstructured triangular mesh and solves the 1D Riemann problems in 
the direction orthogonal to every cell face. The architecture of the code is 
built on the skeleton of a one-layer model on a fixed bed, developed by V. 
Guinot at  Université  Montpellier  II  (Guinot, 2003),  that was kindly made 



 Conclusions 6-7 

 

 
Figure 6.1. The triangular computational mesh used in the 2D computations. 

  

Figure 6.2a-d. Simulated flow snapshots at times t = 1,2,3 and 5 seconds, 
respectively. The bed topography is shown through the translucent 
water surface, with depth contours every 1 mm. 
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Figure 6.3. Left: Downstream photograph of the final bed topography. Flow 
was from top to bottom. Right: simulated bed profile in superposition, with 
depth contours every 4 mm. 

available for the present work. Preliminary results were obtained by applying 
the 2D model to the case of a sudden channel enlargement. For comparison, 
laboratory experiments were performed in collaboration with a student 
investigator (Silva, 2004) in the same flume as the one designed for the 
experiments described in chapter 2, but with the adjusted configuration of 
Fig. 2.4, with a sudden asymmetric enlargement at one meter downstream of 
the gate. The triangular mesh used for the 2D simulation is shown in 
Fig. 6.1, and was generated using the Gmsh package (Geuzaine & Remacle, 
http://www.geuz.org/gmsh/), with local mesh refinement in the 
neighbourhood of the inner corner at the sudden enlargement. Fig. 6.2 shows 
some snapshots of the simulated flow, and Fig. 6.3 qualitatively compares 
the modelled final bed topography with a picture of the experiment. 
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Once the 2D model is validated against idealized laboratory situations, the 
final objective is to apply it to the real scale on natural topography. Owing to 
the large amount of data available for the pre-flood and post-flood 
conditions, the case study of the failure of the Ha! Ha! Lake in the Saguenay 
region of Quebec in 1996 (Brooks and Lawrence, 1999; Capart, Spinewine 
et al. 2003) will seem a legitimate candidate in this regard. 
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Appendix I. 

Three-dimensional Voronoï imaging  

methods for the measurement of  

near-wall particulate flows  

This appendix furnishes the abstract of the publication referenced as: 

SPINEWINE B., CAPART H., LARCHER M., ZECH Y. 2003 Three-
dimensional Voronoï imaging methods for the measurement of 
near-wall particulate flows. Exp. Fluids 34(2), 227–241 

The full paper is available at http://dx.doi.org/10.1007/s00348-002-0550-4 

Abstract A set of stereoscopic imaging techniques is proposed for the 
measurement of rapidly flowing dispersions of opaque particles observed 
near a transparent wall. The methods exploit projective geometry and the 
Voronoï diagram. They rely on purely geometrical principles to reconstruct 
3D particle positions, concentrations, and velocities. The methods are able to 
handle position and motion ambiguities, as well as particle-occlusion effects, 
difficulties that are common in the case of dense dispersions of many 
identical particles. Fluidization cell experiments allow validation of the 
concentration estimates. A mature debris-flow experimental run is then 
chosen to test the particle-tracking algorithm The Voronoï stereo methods 
are found to perform well in both cases, and to present significant 
advantages over monocular imaging measurements. 





 

Appendix III. 

Exact analytical expressions for  

the eigenvalues and determinant of  

two-layer shallow-water equations  

with a density contrast 

 

 

 

This appendix briefly outlines a procedure to obtain exact expressions for the 
eigenvalues of the two-layer shallow-water equations introduced in Chapter 
3. An analytical expression for the determinant is also given, which allowed 
to characterize precisely the range of flow conditions for which strict 
hyperbolicity of the two-layer system is lost, leading to partly imaginary 
eigenvalues (see Chapter 3, Fig. 3.6). The derivation closely reproduces that 
presented in Lawrence (1990). The reader may refer to that publication and 
to Armi (1986) and Artale and Levy (1988) for additional details. 

The governing equations for a two-layer shallow-water system with a 
density contrast on a horizontal bed are given by: 
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They may be written in the vector form 
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This constitutes a homogeneous system of first order quasi-linear equations, 
the behaviour of which is well-known to be controlled by the eigenstructure 
of matrix A. The eigenvalues are the roots of equation 
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Developing the determinant yields the characteristic polynomial 
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which may be solved analytically with the below procedure. 
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The following quantities are defined: 

 

• total flow depth h :  21 hhh +=  

• depth ratio α . This ratio is zero when one of the layer vanishes, and 
equal to unity when the flow depth is equally partitioned between the 
two layers, i.e. 221 hhh == : 

 2
214 hhh=α  

• arithmetic mean velocity u : ( )212
1 uuu +=  

• “hat” velocity û . This corresponds to the internal “convective” velocity 
of two-layer flows under a Boussinesq approximation, i.e. when 

21 ρρ ≈ : 

 ( ) hhuhuu 1221ˆ +=  

• relative density difference ε : 
2
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• reduced gravity g ′ : gg ε=′  
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Various “Froude” numbers are so defined. The stability Froude number ∆F  
governs the stability of the two-layer system to long waves (Long, 1956). As 
discussed in Chapter 3, partly imaginary internal eigenvalues are 
encountered when it exceeds a threshold value crit

22 )( ∆∆ > FF  (see Fig. 3.6), 
so that it governs the hyperbolicity of the two-layer shallow-water equations. 
The composite Froude number G  may determine the overall criticality of 
two-layer flows. For a precise determination of flow criticality in terms of 
external waves (barotropic) and internal waves (baroclinic), one should 
however distinguish between internal Froude number IF  and external 
Froude number EF . For the general case involving a density contrast, simple 
algebraic expressions for those Froude numbers are not available. They will 
be calculated as a side-product of the below derivation of the eigenvalues. 

With the above definitions, the characteristic polynomial (3.26) may be 
rewritten: 
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The first step of the solution procedure is reduce (AIII.9) by making a 
substitution of variables, considering an observer moving at the arithmetic 
mean velocity u , i.e. uy +=λ , yielding the reduced quartic equation: 
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The four solutions of the reduced quartic equation are 
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where )(sgn 12 uu −=ξ , and 321 ,, zzz  are the solutions of the normalized 
cubic equation: 
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The solutions of this normalized cubic resolvent depend on the value of its 
discriminant: 
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The sign of this discriminant is also the sign of the discriminant of the 
original characteristic polynomial 
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If 0≤D , all roots are real. If 0>D , two of them become complex 
conjugate. An analytical expression for this discriminant is given by: 
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with 40 =b  
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indicating that the value of the discriminant is a function only of the three 
dimensionless parameters α , ε  and 2

∆F . This observation allowed to span 
the regions of partly imaginary eigenvalues as a function of these 
parameters, however rearranged differently (see Fig. 3.6). 

If 0≤D , the roots of the normalized cubic resolvent are: 
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Once they are obtained, the four exact real solutions of the original quartic 
characteristic polynomial are retrieved as: 
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where again )(sgn 12 uu −=ξ . 

If 0>D , 1z  remains real, but 2z  and 3z  are complex conjugate. Being 
conjugate, the combination )( 5.0

2
5.0

3 zz +  remains real also, so that the 
external eigenvalues 4,1λ  are always real. On the contrary, the combination 

)( 5.0
2

5.0
3 zz −  is purely imaginary, leading to internal eigenvalues 3,2λ  that 

are complex conjugate. 
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For single-layer shallow flows, it is well known that the two characteristic 
velocities are given by cu ±=λ , with hgc = , and criticality of the flow 
is governed by the Froude number cuFr = . By analogy, in (AIII.17) and 
(AIII.18), 5.0

1zu ξ±  represents the “convective” velocity, and )( 5.0
2

5.0
3 zz ±  

the “phase” speeds, of respectively external (free surface) and internal 
(interfacial) wave motions. As a side-product of the above derivation, 
dividing convective velocities by phase speeds, one obtains the two Froude 
numbers governing criticality of two-layer flows in terms of external waves 
and internal waves: 
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In case of exceptional floods induced by the failure of a dam, huge amounts of 
sediments may be eroded. This results in large-scale modifications of the valley 
morphology and may drastically increase the resulting damages.
The objective of the research is to advance the understanding of sediment transport 
under dam-break flows. For such highly erosive and transient floods, it is crucial 
to account explicitly for sediment inertia, and therefore traditional “clear-water” 
modelling approaches are largely inappropriate. The present approach relies on a 
two-layer idealisation of the flow behaviour. Separating a clear-water flow region 
from the underlying sediment bed, the transported sediments are confined in 
a flow layer of finite thickness, endowed with its proper inertia, density and 
velocity. The thesis also pinpoints granular dilatancy as an essential mechanism 
of interaction between the layers. When passing from a solid-like to a fluid-like 
behaviour as they are entrained by the flow, the eroded sediment grains dilate 
along the vertical, and this generates vertical exchanges of mass and momentum 
that should be accounted for.
The thesis proceeds first with experimental investigations. Laboratory dam-break 
waves are reproduced in a dedicated flume, exploring different bed configurations 
and sediment densities. Imaging observations are used to support the proposed 
phenomenological description of the flow. Within a shallow-water framework, 
theoretical and numerical endeavours are then developed to investigate the 
implications on the flow dynamics of the two essential contributions of the 
proposed description, i.e. the two-layer flow behaviour, and the effects of granular 
dilatancy.
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