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Abstract

This paper develops a framework for analyzing tradeoffs between policies for clean-
ing banks’ balance sheets of bad debt when asymmetric information exists between
banks and regulators regarding the amount of bad debt. The framework consists of
a two-tier hierarchy composed of a regulator, banks, and firms. Hidden information
and moral hazard are present at each tier of the hierarchy. The analysis identifies two
types of effects of the regulator’s policy choice: a direct effect on a bank’s willingness
to reveal its bad loans versus hiding them via loan rollovers; and an indirect effect on
firm behavior as a function of the bank’s response. The framework is applied to an-
alyze tradeofls between three policies: a laissez-faire policy, debt transfer to an asset

management company, and cancellation of debt inherited from a previous regime.
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1 Introduction

Many countries throughout the developing and industrialized world have suffered banking
crises in recent years. Lindgren, Garcia et al. (1996) estimated that in the decade and a half
prior to the early 1990s over 130 countries experienced some degree of financial difficulty.
Of these, thirty six countries were judged to have experienced a banking crisis. The Asian
crises have undoubtedly added several more countries to the list.

Importantly, the countries experiencing banking crises are not all developing and emerg-
ing market economies; many industrialized countries have also suffered crises. Yet, emerging
market economies appear to be somewhat more vulnerable to banking crises than industri-
alized economies.! In addition, a unique set of historical conditions faced by the transition
economies (TEs) has created an even greater vulnerability to banking crises than in other
emerging market economies. In each of the TEs commercial banks, which were created by
dividing up the assets and liabilities of the previous monobank, received a sizeable (though
unknown) quantity of bad loans on their books at the point of their inception. These
inherited loans are considered to have played a role in banking sector difficulties, at least
those occurring early in the transition.

Once a banking crisis has occurred, regulators in any country have to address a series
of questions, including whether to close troubled banks or to leave them open; how to
handle the assets of banks that are closed; and what policy to apply to banks that are
allowed to continue in operation but which may have significant quantities of bad loans
on their balance sheets. In practice regulators often become reluctant to close troubled
banks once a banking crisis is perceived to be systemic. By allowing banks to continue
in operation, regulators attempt to avoid negative externalities—such as credit crunches,
premature liquidation of profitable projects, and financial contagion to healthy banks—
created by large numbers of bank closures.? Examples in which regulators have opted for
bank rescues during banking crises are numerous. In an account of the Swedish banking

crisis in the early 1990s, Ingves and Lind (1997) note that “[t]he closer the situation gets

!Caprio and Honohan (1999) cite greater volatility and political interference in banking as two reasons

for the greater susceptibility to crises of emerging market economies.
2For models of externalities associated with bank closures see Dreyfus et al. (1994), Mitchell (1998),

and Rochet and Tirole (1996).



to a systemic [banking] crisis, the larger is the likelihood of state intervention, including
state financial support.” One description of Norway’s banking crisis states that in 1991
there was a perception that the country was suffering a generalized banking crisis, and
“there appeared to be no other acceptable solution than a large-scale government rescue
operation.” (Steigum, 1992) These sentiments accurately describe experience in banking
crises around the world.

This paper deals with the situation in which regulators have decided not to close trou-
bled banks in a banking crisis. It addresses the following questions. Given that regulators
have decided not to immediately close troubled banks, how might policies designed to clean
banks’ balance sheets of bad debt affect bank behavior? Does the policy applied to banks
influence their borrowers’ behavior? Are loan transfers to a specialized asset management
company the optimal policy? When some of the bad debt on banks’ balance sheets has
been inherited from a previous regime, as in the case of the TEs or other countries where
banks have been recently privatized, is cancellation of this debt optimal?

To address these questions the paper analyzes tradeoffs between three policies: a laissez-
faire policy, referred to as self reliance; a transfer of debt from commercial banks to a
specialized asset management company (AMC); and cancellation of debt that has been
inherited from a previous regime. The desirability of transferring debt to an AMC has
been the subject of considerable policy discussion and has been cited by some authors (see,
for example, Dziobek and Pazarasioglu, 1997) as an element of best practice in the response
to banking crises. Many countries, including the U.S., Japan, Sweden, Thailand, and the
Czech Republic, have used AMCs in some form.

As suggested above, the policy of debt cancellation is especially relevant to TEs. Much
discussion regarding the appropiate policies for cleaning banks’ balance sheets took place

3 The policy of cancelling inherited debt in the TEs was

early on in these economies.
advocated by a number of prominent economists (Begg and Portes, 1993; Blanchard et al.,
1991, p. 49; Calvo and Frenkel, 1991; Dornbusch, 1992), who argued that cancellation of
the inherited debt would remove a burden of the past from firms’ balance sheets without

changing the value of state-owned assets, since all firms and banks were state-owned at the

3See Begg and Portes (1993), Bonin (1993), Bonin and Schaffer (1995), Brainard (1991), Calvo and
Frenkel (1991), Caprio and Levine (1992), Coricelli and Thorne (1993), Dornbusch (1991), Estrin et al.
(1992), Levine and Scott (1992), Marrese (1994), Saunders and Sommariva (1993), and Thorne (1993).



beginning of transition. Interestingly, with the exception of Bulgaria none of the TEs has
cancelled any of the inherited debt.*

Although the question of debt cancellation is of particular interest for TEs, it is also
relevant for countries where banking crises follow a regime change in which banks in the
earlier regime were either state-owned or were required to lend to certain firms or sectors.
In fact, directed lending and state ownership of banks are common features of developing
economies. In addition, there is evidence that banking crises frequently follow liberalization
of banking sectors (Demirguc-Kunt and Detragiache, 1998). Mexico offers a specific exam-
ple where a banking crisis followed bank privatization. According to some observers, poor
handling of the privatization process played a roled in the banking crisis that developed
two years afterward. For example, McQuerry (1999) notes that “[m]uch evidence suggests
that the manner in which Mexico’s banks were sold set the stage for future problems in the
banking sector.” Gil-Diaz (1998) concludes that “[t]he original sin that led to the Mexican
crisis is to be found in the expropriation of commercial banks that weakened them and
rendered them a fragile conduit for privatization and credit expansion.”

A number of factors are shown in this paper to influence policy tradeoffs. These factors
include asymmetric information between regulators and banks regarding the amount of bad
debt on banks’ balance sheets, the degree of inside information acquired by banks in their
lending relationships with firms, and the effectiveness of corporate governance of firms.
Most of the literature focusing on the regulator’s decision on when and whether to close a
troubled bank assumes symmetric information between the bank and the regulator (and all
other outsiders) regarding the financial health of the bank at the point where the regulator
must make the closure decision. (See, for example, Boot and Thakor, 1993; Mailath and

Mester, 1994; Dreyfus et al., 1994; Rochet and Tirole, 1996.) Yet, asymmetric information

4The most frequently cited explanation for the absence of this policy has been that it creates a credibility
problem: if the government is willing to cancel debt once, then agents may believe that the government
will be willing to cancel debt in the future. However, the feature of debt cancellation that gives rise to the
credibility problem is bank recapitalization rather than cancellation of the debt per se. If banks were not
recapitalized in conjunction with debt cancellation, they would oppose this policy since it would require
them to write down their assets. Recapitalization has accompanied both the debt transfer and self reliance
policies that governments in TEs have actually implemented; therefore, these policies also give rise to an
analogous credibility problem. The credibility argument, then, cannot completely explain why policies

other than debt cancellation have been chosen.



between banks and regulators is a common feature of banking sector problems in practice.

The presence of asymmetric information between banks and the regulator implies that a
bank may be able to hide its bad loans by rolling them over. It appears that banks regularly
engage in this practice, and policy discussions of banking sector problems are filled with
references to such behavior. Corbett (1999) provides a revealing quote from Lindgren et
al.: “[O]wners and managers of unsound banks have incentives to show loans as performing
in order not to lose their bank.” Caprio and Honohan (1999) note that “bank supervisors
do not have the inside information or the resources to challenge the bank’s assessment of
its loans on a case-by-case basis,” and “even with the best accounting systems, it is difficult
to prevent a bank from concealing a nonperforming loan simply by making a new loan to
cover the repayment, a practice knows as ‘evergreening.”’ Calomiris (1997) makes reference
to an agency problem created by the fact that banks “can hide increases in deposit default
risk—either by hiding loan losses or disguising the riskiness of their portfolio.”

In terms of the model of this paper the presence of asymmetric information implies not
only that banks have the capacity to hide bad loans but also that the regulator must take
into account the effect of the policy choice on the bank’s willingness to reveal and deal with
its bad loans. I label the effect of the policy on the bank’s decision to roll over defaulting
loans versus revealing and addressing them as the direct effect of the policy. A manager
of an insolvent bank who derives a private benefit from operating the bank will attempt
to hide bad loans by rolling them over if revelation of the bank’s insolvency would result
in the manager’s losing her job or in bank closure. The policy of self reliance implies just
such an outcome for insolvent banks; therefore, this policy will not induce insolvent banks
to reveal and deal with their bad debt. Loan roll overs create inefficiencies (and lower bank
values) since defaulting firms whose liquidation values are greater than their continuation
values (or whose continuation values would be greater with restructuring) will be continued
in operation according to the status quo.

A second factor that influences policy tradeoffs is the loss in private information when
a loan is transferred from the original lender bank to another institution. That banks
acquire inside information about their borrowers is a common assumption in the banking
literature (see Rajan and Petersen, 1994; Diamond and Rajan, 1998). Empirical evidence

supporting the claim that information is lost when loans are transferred from the original



commercial bank to other institutions is provided by Slovin et al. (1993) and James (1991).
The assumption of information loss has implications for the policy tradeoffs analyzed here.
On the one hand, as a response to the poor incentives of troubled banks to reveal their bad
debt with the policy of self reliance, the regulator might be tempted to transfer loans from
commercial banks to an AMC (and recapitalize the original banks). On the other hand,
the loss of valuable information when the loans are transferred from the original bank may
imply that the AMC would ultimately collect less on the loans.

A final feature of the anlaysis is that it allows for indirect effects of policies on firm
behavior, in addition to the direct effects on bank behavior. The strength of the indirect
effect of policies will be determined by institutions of corporate governance. The indirect
effect of a policy arises from asymmetric information between the lender bank and the firm
regarding the value of the firm and the firm manager’s use of the firm’s assets. When a
bank rolls over a defaulting loan, it does not use bankruptcy procedures against the debtor.
In this case the bank has less ability to constrain the debtor firm’s manager from improper
use of the firm’s assets than when the bank uses a bankruptcy procedure (or even an out-of-
court workout). This is true for two reasons. First, bankruptcy proceedings (or out-of-court
workouts) serve the purpose of bringing together the firm’s creditors to gather information
and value the firm (see Harris and Raviv, 1990). No such valuation takes place when the
bank rolls over its defaulting loans. The bank thus obtains less information about the value
of the firm and the firm manager’s activities. Consequently, there is greater scope for the
firm manager to undertake unprofitable activities without being caught. Second, even if
the bank detects that the firm manager is not employing the firm’s assets in their most
productive use, the bank may not be able to provide sufficient incentives to the manager
to change her behavior, since the threat of bankruptcy is not credible due to the fact that
the bank has rolled over and hidden the defaulting loan. Firms’ continuation values (and
total repayments to the bank) are lower as a result.’

The magnitude of the indirect effect of policies will be determined by the effectiveness of

corporate governance of firms; i.e., by the existence of mechanisms other than debt which

5The analysis is conducted under the assumption that banks are commercial banks and do not hold
equity in their borrowers. A recent paper by Boyd et al. (1998) suggests that if a universal bank could
share in the benefits of asset dissipation by firm managers, problems arising from indirect effects of policies

might actually be worse.



serve to discipline firm managers. In economies where corporate governance is weak, the
indirect effect of the regulator’s policy choice may be quite important. The strength of
the indirect effect will also be influenced by managers’ time horizons with the firm. In
TEs, where managers risk losing their jobs upon firm privatization, their time horizons
may indeed be short, and indirect effects strong.

The presence of asymmetric information between regulators and banks and between
banks and firms—leading respectively to the direct and indirect effects of policies—requires
a model with a two-tier hierarchy. This hierarchy consists of a regulator, banks, and firms.
Asymmetric information and moral hazard exist at both tiers of the hierarchy. The policy
chosen by the regulator is the policy that maximizes the expected value of bank and firm
values, where the expectation is taken over the regulator’s prior regarding the level of
default on banks’ balance sheets.

Results of the analysis, and the answers to the questions raised above, may be sum-
marized as follows. First, the government’s choice of policy affects bank behavior (and
banks’ asset values): banks may react to policies by passively rolling over their default-
ing loans. Second, the government’s policy choice also has an indirect incentive effect on
banks’ borrowers’ behavior, which then impacts the real asset values on banks’ balance
sheets. This second-order effect of government policy has been largely ignored in literature
on the incentive effects of bank regulation.® Third, none of the policies under consideration
is unconditionally optimal; none of the policies can qualify unambiguously as an element
of best practice in regulatory response to banking crises. The transfer of debt to an AMC
can only be optimal if there is little loss of inside information when debt is transferred
from commerical banks and if the banks would have strong incentives to roll over bad loans
with the policy of self reliance. Self reliance can only be optimal if banks do not have
strong incentives to roll over loans and if the indirect effects of policies are significant. A
final result is that it may not be optimal to cancel bad debts that have been inherited
from a previous regime, even if these debts are responsible for the onset of the banking
crisis. When corporate governance is weak, the indirect effects of policies may be strong
and cancellation of debt can then have the negative effect of removing the only disciplinary

device for firm managers. In this case firm values (and repayments to banks) turn out to

6See Bhattacharya et al. (1998) for a discussion of this literature.



be lower than if the debt were not cancelled. This result is significant for TEs, where cor-
porate governance is extremely weak, and it runs counter to the intuition invoked by those
who have advocated debt cancellation for these countries. Interestingly, debt cancellation
has also been proposed in the reform of the Chinese banking system despite the fact that
China’s economic transition has been in progress for several years.

This paper is related to a small set of papers that analyze regulatory responses to
banking crises in the presence of asymmetric information. (See Aghion et al., 1999; Corbett
and Mitchell, 2000; and Mitchell (1998)).” A natural question arising in this literature
is whether regulators can induce accurate revelation by banks of their bad loans simply
by offering to recapitalize the banks (assuming that the bank managers who accept the
recapitalization are not dismissed). In an approach similar to this paper Aghion et al.
(1999) show that if insolvent banks are recapitalized and bank managers not dismissed,
insolvent banks will reveal their bad debt; however, now a new tradeoff arises: solvent
banks will have an incentive to overstate their levels of bad debt in order to qualify for
recapitalization. Mitchell (1998) analyzes the effect of a regulator’s inability to commit not
to rescue banks when a situation labeled “too many to fail” occurs, in which enough banks
have been discovered to be in trouble that the social costs of closing the banks become
higher than the costs of rescuing them. When banks believe that too-many-to-fail will be
triggered, insolvent banks have the incentive to reveal their bad loans; however, solvent but
troubled banks now have an incentive to roll over their bad loans, thereby lowering their
expected net worth in the expectation of being recapitalized. Corbett and Mitchell (2000)
consider banks’ reactions to a regulator’s offer of recapitalization when bankers’ private
benefits from operating the bank are endogenously determined reputations. They show
that even when conditions accompanying recapitalization are very “soft” on the banker,
bankers’ reputational concerns can cause them to reject recapitalization offers, which has
the effect of prolonging the banking crisis.

The paper proceeds as follows. Section 2 presents the model and identifies the tradeoffs

between the policies of debt cancellation, debt transfer, and self reliance. Section 3 ana-

"O’Hara (1993) and Rajan (1994) model banks’ treatment of bad loans under the assumption of asym-
metric information between insiders and outsiders; however, the contexts are quite different from this paper.
Dewatripont-Tirole (1994) also assume asymmetric information between regulators and banks; however,

they do not endogenize the bank’s choice or analyse the regulator’s bank closure decision.



lyzes the regulator’s choice of optimal policy. Section 4 discusses the role of some of the

assumptions and concludes.

2 The Model

The timing of events is as follows. In period 0 each commercial bank in the economy has a
continuum of debtors of measure 1 with loans equal to d for each debtor. Each bank has an
amount H in deposits.® Total debt repayments for a firm equal d(1+ s), where s represents
the interest rate. Interest sd is assumed to come due in period 1, whereas principal d comes
due in period 2. Prior to the beginning of period 1, and before the precise level of default on
banks’ balance sheets is known, the government chooses a policy: debt cancellation; debt
transfer; or self reliance. One may think of a situation where the government, as a result
of past bank monitoring, realizes that problems (or a crisis) are developing in the banking
sector; however, the government has decided against closing troubled banks, perhaps on
the belief that many banks in the system are affected.

At the beginning of period 1 firms realize their period-1 income and learn their continu-
ation and liquidation values. The combination of income and continuation and liquidation
values determines each firm’s type (good or bad debtor). All of this information is pri-
vate to firms. After firms realize their income and learn their types, they make interest
repayments to banks. More precisely, good debtors will make interest repayments (if debt
cancellation has not been chosen), whereas bad debtors will have no choice but to default
on these repayments. (When debt cancellation is chosen, loans are written off the banks’
and the firms’ books prior to period 1, and default does not occur in period 1.)

Information regarding loan defaults is private to the bank. If default has occurred, banks
decide whether to roll over or to invoke bankruptcy (or out-of-court workout) for the loans
in default. Note that invoking bankruptcy can imply the initiation of a bankruptcy reorga-
nization procedure or a liquidation procedure for the firm. I will use the term “bankruptcy”

generically, to denote any action—including out-of-court workout, bankruptcy reorganiza-

8] assume that banks are identical in terms of size, leverage, etc. This assumption has the effect of
simplifying notation, especially the terms containing the regulator’s expectations over levels of default on
banks’ balance sheets. All of the qualitative results of the paper would go through if banks’ differed in size

and leverage. I return to this point in Section 4.



tion, or bankruptcy liquidation—in which the bank attempts to value the firm and recover
some of its loan and to reorganize or liquidate the firm. Choosing “bankruptcy” for a loan
enables the bank to value the firm at a cost and to slow or halt the dissipation of assets.

Once banks have chosen between bankruptcy and roll over for their defaulting loans,
firms choose their levels of asset dissipation to undertake during period 1. If firm managers
choose positive levels of asset dissipation, this dissipation will occur during period 1, unless
managers’ activities are constrained as a result of a bankruptcy procedure for a defaulting
loan.

The term asset dissipation refers to any use of the firm’s assets in an activity that is not
profit-maximizing. Asset dissipation can include any of a range of behaviors: consumption
of perquisites by the firm manager; investment in projects that yield private benefit to the
manager but that are not profit-maximizing for the firm; diversion of firm profit through
sales of the firm’s output at artificially low prices to another firm in which the manager has
a stake; or transfer of the firm’s assets to another firm. Each of these types of activities
lowers the firm’s continuation and liquidation values.

All outstanding loans are repaid in period 2. If asset dissipation has occurred during
period 1, the value of the firm’s assets that is realized at this point (and the available funds
for repaying loans) will be lower than the value that would have been realized had no asset
dissipation occurred.

The timing of events is summarized below.

Period 0

Government regulator chooses a policy: self reliance, debt transfer, or debt cancellation
Period 1

Firms realize income, learn their continuation/liquidation values (hence, learn their
types)

Default on loans occurs

Banks observe default

Banks choose action (bankruptcy or rollover)

Firms choose level of asset dissipation

Period 2

Outstanding loans repaid

10



The institution that observes default in period 1 and that decides whether to choose
bankruptcy or rollover will be an asset management company (AMC) if debt transfer is

the regulator’s policy choice and the commercial bank if self reliance has been selected.

2.1 Firm behavior

The amount of asset dissipation that occurs during period 1 affects the firm’s value in

period 2. Let the proportion of the firm’s assets that are dissipated be given by A.
Assumption 1: The mazimum feasible value of A is given by A < 1.

The maximum level of assets A that can be diverted from the firm’s productive activities
is determined by existing regulations and institutions of corporate governance; therefore,
the value of A will differ across countries. In economies such as the U.S. where institutions
of corporate governance are strong, A is positive but probably far from 1. Yet, even in this
context asset diversion occurs, and the assumption that firm managers may appropriate
returns or the firm’s assets for their personal benefit is commonly employed in the finance
literature.” In Europe, where firms are often owned through complicated pyramid structures
and where institutions of corporate governance are weaker than in the U.S.; the value of
A is likely to be higher. Finally, in economies such as Russia, where corporate governance
mechanisms are virtually nonexistent, A is probably close to 1: firm managers are virtually
free to steal the firm’s assets. Indeed, this type of “spontaneous privatization” of state-
owned firms’ assets occurred in each of the TEs at the beginning of their transitions from
socialist to capitalist economies. Although firms in these countries were still formally state-
owned at the beginning of the transition, state regulators relinquished their control over the
firms, and many firm managers were able to divert assets to newly formed private firms.'"
Let z;(A) denote the continuation value (gross of debt repayments) in period 2 for firm

i and for a given period-1 level of asset dissipation A. z;(A) is assumed to be decreasing

9Examples include Bolton and Scharfstein (1990, 1995), Grossman and Hart (1982), Hart and Moore
(1990, 1996), Jensen (1986), and Shleifer and Vishny (1992).

10The timing of privatization of firms in TEs is also a potentially important determinant of asset dissipa-
tion; the longer the required time for privatization, the greater the potential for asset diversion. Although
most of the discussions of privatization in the TEs acknowledged the problem of asset dissipation, none
of the discussions of the problem of bad debt on banks’ balance sheets recognized the relevance of this

phenomenon.
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in A, with x;(0) = Z; and x;(1) = 0. The value Z; represents the period-2 continuation
value of the firm if no asset dissipation occurs in period 1. This is the maximum possible
continuation value of the firm. Asset dissipation during period 1 lowers the firm’s period-2
continuation value; when A = 1, there are no assets left in the firm to operate in period 2.

Define the liquidation value [;(A) of firm 7 in period-2 in a manner similar to the
continuation value. ;(A) is nonnegative and decreasing, with /;(0) = I; and I;(1) = 0.

Firm ¢’s period-2 value, gross of debt obligations, is then given by the maximum of the
continuation and liquidation values: V;(A) = max{z;(A),l;(A)}. If the firm is continued
in operation in period 2 and if the debt obligation remains on the firm’s books, then its
period-2 value net of debt obligations will be given by x;(A) — d.

A firm will be called viable if its maximum continuation value is greater than its maxi-
mum liquidation value; that is, in the absence of any asset dissipation and in the absence
of a debt overhang, its value in continuation would be greater than its liquidation value.

Definition 1: Firm i is viable if Z; > [;.

It is useful to distinguish the concept of viability from that of solvency. The latter
depends upon the amount of outstanding debt on the firm’s books. The solvency of the
firm in period 2 will be important for the manager’s asset dissipation decision in period 1.

Definition 2: Let d; represent the debt of firm 7 owed to the bank in period 2. Let x;
denote firm 4’s period-2 continuation value gross of debt repayments. Then firm ¢ is solvent
if z; > d;.

Asset dissipation by firm managers in period 1 determines two sources of private man-
agerial benefits. On one hand, asset dissipation confers current (period-1) private benefits
on managers. On the other hand, asset dissipation reduces the future value of the firm
and thus potentially reduces the manager’s future private benefits if the firm continues in
operation. Denote the value of current private benefits generated by a level A of asset
dissipation by b(A), where (0) = 0 and b(-) increasing.

Denote the manager’s future private benefits by a function P;(A) = - Max[0,firm’s (net)
continuation value], where the parameter £ takes on a value between 0 and 1 and represents
the degree to which the manager’s future private benefits from continued operation of the
firm are tied to the firm’s value. If the debt is left on the firm’s balance sheet in period 2

and if the firm is continued in operation in this period, then the firm’s (net) continuation
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value will be z;(A) —d, and Pi(A) = £- Maz|0, z;(A) — d]. The value of £ will depend upon
institutions of corporate governance, the manager’s time horizon with the firm, and the
extent to which the manager’s remuneration or control over assets is linked to the firm’s
value. If the manager is the sole owner of the firm in period 2, £ = 1. On the other hand,
if the manager is sure to have no relationship with the firm, £ = 0.!* Note that since z;(-)
is decreasing in A, P;(+) is also decreasing in this variable. Clearly, if the firm is liquidated
before period 2, P;(A) = 0.

Assumption 2: The manager’s utility is U;(A) = b(A) + Py(A)."?

The manager’s salary from working in the firm is normalized to zero in the utility
function specified by Assumption 2. This function reflects the tradeoff between current
and future benefits that the manager faces in dissipating the firm’s assets.

Assumption 3 guarantees that asset dissipation is inefficient.

Assumption 3: One dollar’s reduction in period-2 firm value yields less than a dollar’s

increase in current private managerial benefits.

There are two types of firms in the model: good debtors and bad debtors. Definitions of

the types reflect combinations of assumptions on period-1 incomes and on the solvency of
firms. Good debtors are assumed to be solvent, and they are also liquid. That is, all solvent
firms are assumed to earn enough income in period 1 to meet interest repayments in that
period. Bad debtors are assumed to be insolvent, and they are also illiquid; i.e., firms whose
maximum period-2 continuation values cannot cover period-2 debt repayments d also earn
insufficient income in period 1 to meet interest repayments sd. These strong assumptions
regarding liquidity of good and bad debtors are made for expositional convenience only and
do not affect the qualitative results of the model.'?

Definition 2: A good debtor has the following characteristics: (1) period-1 income
exceeds interest payments sd; and (2) Z; —d > 0.

Definition 3: A bad debtor has the following characteristics: (1) period-1 income is

less than sd; and (2) V;(0) — d < 0.

'In TEs the value of ¢ will also be influenced by the method of privatization of state-owned firms.
12For expositional simplicity I assume no discounting in the managerial utility function or in bank profit.

Note that the parameter £ could also include a discounting factor.
13More precisely, these assumptions rule out the need to take into account the case where defaulters are

illiquid but not insolvent and the case where nondefaulters are insolvent but liquid.
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These definitions imply that the good debtor can remain solvent as long as the value
of A chosen by the manager is not too large. Bad debtors have so much debt on their
books relative to potential earnings that default in period 1 is inevitable even if A = 0. An
assumption on income flows that would be consistent with these definitions is that solvent
firms earn period-1 income equal to sd and insolvent firms earn period-1 income equal to
0.14

The level of asset dissipation chosen by a firm manager is endogenous. It will be a
function of the firm’s type (good or bad debtor), G’s choice of policy, and the bank’s
response to default. In the subsections below I analyze bank behavior and firms’ asset

dissipation decisions for each policy.

2.2 Self reliance

Assumption 4 describes the banker’s utility function.
Assumption 4: The banker’s objective function is W (II, p) = max[II, 0] +p, where II
represents expected two-period bank profit and p represents a private benefit to the banker

of maintaining the bank in operation.'®

The parameter p in Assumption 4 represents the private benefit of keeping the bank
in operation (under the implicit assumption that the bank will be closed or the manager
replaced if the bank becomes insolvent), where in this model two-period bank profit is
equivalent to bank net worth. Note that if the bank is insolvent but liquid in period 1
and if the insolvency is not discovered until period 2 when the bank’s negative net worth
is observed, the bank manager still enjoys the benefit p of keeping the bank in operation
during period 1.'% In contrast, if the insolvency is discovered in period 1, the manager will
lose the private benefit and will have a level of utility of zero. The presence of p in the

bank manager’s objective function thus creates an incentive to hide the bank’s insolvency

4The assumption that firms’ types are realized exogenously at the beginning of period 1 is made to
simplify the exposition. This assumption is not essential to the model. Similar results can be obtained

with a model in which firms’ choices of levels of asset dissipation prior to period 1 determine their type.
15This objective function is also employed in Aghion et al. (1999). A similar objective function is

employed in Rajan (1994).
161t is quite common for insolvent banks to be able to remain liquid. Many of the failed Savings and

Loans in the U.S. Savings and Loans crisis were liquid up until the day that they were closed.
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by rolling over loans in default.

A bank with some proportion « of its loan portfolio in default chooses between two
actions: bankruptcy or rollover.!” Bankruptcy and rollover policies are defined as follows.

Bankruptcy:

(i) At a cost c(a) > 0, with ¢’(-) > 0, the bank learns V;(A) for each defaulting firm
and can halt asset dissipation.

(ii) The bank may write off some debt.

Rollover:
Loans are rolled over; therefore, on the bank’s balance sheet the loans appear to be

performing.

The definition of the action bankruptcy implies that when the bank chooses this action,
it will learn at a cost the value of its defaulting debtors and will be able to liquidate
nonviable firms and halt asset dissipation of viable firms. The assumption that it is costly
to learn the debtor’s value is consistent with the literature on costly state verification
(initiated by Townsend, 1979). The cost function c(a) includes resource costs that are
incurred with either out-of-court workouts or bankruptcy proceedings. These costs arise
from information-gathering activities and valuation of the firm, coordination with other
creditors, and negotiations with the debtor and with other creditors. (Administrative
bankruptcy costs are also an obvious component of these costs when bankruptcy procedures
are invoked against borrowers.) Even if the bank has better access to inside information
concerning its debtors than do other outsiders, the process of valuation and of determining
the best course of action for the firm is nevertheless costly.

The presence of costly activities associated with the action bankruptcy has an important
implication: it is impossible for banks to undertake full-fledged out-of-court workouts (or
bankruptcy proceedings) for defaulting debtors without these activities being observed by
the regulator.'® Thus, a bank cannot simultaneously roll over its loans so as to disguise

its loan defaults and surreptitiously undertake a workout to value its debtors and increase

17T assume that the bank applies the same action to all of its debt. Its optimal strategy in some cases
may be to use bankruptcy for some portion of its defaulting debt and to roll over the rest. Allowing for

partial bankruptcy and partial rollover does not change the qualitative results.
18Tt is obvious that initiation of a bankruptcy proceeding against a defaulting debtor will be observable

to outsiders.
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loan repayment.'® Assumption 5 formalizes this idea.

Assumption 5: The bank’s choice of bankruptcy is observable and its value of «

becomes known when it chooses bankruptcy.

A consequence of Assumption 5 is that although rollover of loans involves no explicit
cost, it does entail an implicit cost: lower bank net worth due to lower loan recovery than
with bankruptcy, since nonviable firms will remain in operation when the bank chooses
rollover and the bank will recover only the firm’s continuation value. Another potential cost
of rollover relative to bankruptcy is lower loan recovery due to unhalted asset dissipation
by firm managers.

Although when the bank chooses rollover it does not learn the continuation or liquida-
tion values of any given defaulter, it is assumed to know the general probability distribution
of continuation and liquidation values of bad debtors and can thus calculate the conditional
expected value of a firm given that it is a bad debtor. These expected values will influence
the bank’s choice of bankruptcy or rollover for loans in default given a policy of self reliance.

The conditional expected value of a firm calculated by the bank will be a function
of both the firm’s type (good or bad debtor) and of the level of asset dissipation that is
expected to be chosen by the firm manager. Define the conditional expected continuation
and liquidation values (gross of debt repayments) in period 2 of a firm, given that it
is a bad debtor and given some level of period-1 asset dissipation A, by z(A | B) and
[(A | B), respectively. The conditional expected period-2 value of the firm given that
it is a bad debtor is then given by V(A | B) = E{max[z(A | B), (A | B)]}. The
conditional expected value in period 2 for a good debtor is defined analogously: V(A |
G) = E{max[z(A | G),l(A | G)]}.

Recall that by Definition 3 bad debtors are insolvent; their maximum possible asset
values are lower than the face value of their debt. By definition of rollover, all defaulting

firms whose loans are rolled over will be continued in operation in period 2; hence their

The assumption that ¢”(-) > 0 implies only that there are no economies of scale in the treatment of
bad loans. This assumption is made for technical reasons only and is not essential for the results.

In a similar manner, the assumption that banks may completely halt asset dissipation when they choose
bankruptcy is unnecessarily strong. As will become evident below, the only assumption that is needed
is that the commercial bank is better able than the AMC to slow asset dissipation when bankruptcy is

chosen.
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values (gross of debt obligations) will be their continuation values z;(-). Given that for all
bad debtors z;(A) < V;(0) < d, the bank will receive as debt repayment in period 2 the
entire contination value z;(A) of each bad debtor i. The continuation of a bad debtor in
period 2 as a consequence of rollover will be inefficient if the firm is nonviable, since in this
case [; > m;(A).

A second source of inefficiency with rollover is unhalted asset dissipation by firm man-
agers. Note that in contrast to rollover, the choice of bankruptcy by banks will avoid both
of these inefficiencies. During the course of a workout or bankruptcy proceeding in period
1 the bank learns z;(-) and [;(-) for each bad debtor, and it can also halt asset dissipation.
If firm 4 is nonviable (Z; < [;), the bank will liquidate the firm and will recover ;.

In order for the bank to evaluate its expected profit with bankruptcy and with rollover
and to choose between these actions for its defaulters, it must know the level of asset
dissipation that would be chosen by firms, given the bank’s action. Firms’ choices of asset
dissipation are identified in the following subsections. These choices are then taken into
account in standard dynamic programming fashion in the banks’ computation of conditional
expected firm values, which are incorporated in the expression for the bank’s expected profit

given a choice of action with respect to defaulters.

2.2.1 Asset dissipation by good debtors.

Call the manager of a good debtor a “good” manager. It is tempting to conjecture that
since asset dissipation is inefficient (by Assumption 3) and since good debtors are solvent
(provided that A is not too large), good managers will always choose a lower level of asset
dissipation than will managers of bad debtors. This intuition, however, is not entirely
correct. The fact that a manager’s private benefit from continuation of the firm constitutes
only a fraction of the firm’s period-2 value may give even the good manager the incentive to
dissipate the maximum possible amount of assets in period 1, leading ultimately to default
of the good debtor on its principal repayments in period 2.

Only if the fraction £ in the manager’s future private-benefit function P;(A) = ¢ -
[z;(A) — d] is “high enough” or if the firm’s period-2 continuation value z;(0) — d is high
enough will the good manager be encouraged to choose less than the maximum level of

asset dissipation. The following technical assumption is sufficient to guarantee that good
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managers will not dissipate assets to the point of default on debt repayments in period 2.

Assumption 6: P;(0) > b(A) for all good debtors i.2

The following lemma follows directly from Assumption 6 and characterizes the asset

dissipation decision of the good manager.

Lemma 1: The good debtor i will choose a level of asset dissipation AY, such that
0 < AY <A, with AF < A'if [2;(A) —d] <0.

Lemma 1 states that the good manager will never choose asset dissipation equal to A if
so doing would cause the firm to become insolvent in period 2. Note that A¢ is independent

of the bank’s choice of bankruptcy or rollover for bad debtors.

2.2.2 Asset dissipation by bad debtors.

Observe first that the fact that bad debtors are insolvent implies that P;(A) = 0 for all
A, whether the bank chooses rollover or bankruptcy in response to default. To see this,
suppose that the bank chooses rollover. Then the debt overhang is not removed, and
the firm continues in operation in period 2. Then z;(A) — d < 0 for all A and P;(A) =
¢ Mazx|0,z;(A) — d] = 0. Now suppose that the bank chooses bankruptcy. In this case if
the bad debtor is viable, the bank will allow it to continue in operation. The bank may
write off enough debt so that the firm is no longer insolvent; i.e., the bank will write off
an amount of debt that leaves the new level of debt repayment exactly equal to Z;. (Recall
that the bank is able to halt asset dissipation with workout.) Thus, if d is the amount of
debt remaining on firm ¢’s balance sheet, T; — d=0. Again, P;(A) = 0.

Since P;(A) = 0 for all bad debtors regardless of the bank’s action, there no longer exists
a tradeoff for the firm manager between current and future private benefits of asset dissi-
pation: increasing the current dissipation of assets does not result in a reduction of future

private benefits. It is now possible to identify bad debtors’ choices of asset dissipation.

Bankruptcy. Since asset dissipation is halted, the firm manager i ’s utility will be

20This assumption holds for A low enough, x; (0) high enough, and for d low enough. The assumption
is made only to simplify the exposition. If good debtors had the incentive to dissipate assets to the point
of default in period 2, the bank would have to make a decision in period 1 about the level of monitoring
of good debtors during this period. Including a monitoring decision would complicate the model without

adding new results.
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equivalent to the payoff that she would have received in the absence of any asset dissipation.
That is, since U;(A) = 0 for all A, the manager has no incentive to choose a positive level
of A.

Rollover. When the bank rolls over the loan of a firm in default, asset dissipation is
not halted. The manager’s utility is thus U;(A) = b(A) + P;(A) = b(A). The manager
maximizes utility by choosing A = A. Lemma 2 follows immediately.

Lemma 2: The bad debtor will choose A = 0 if the commercial bank chooses bankruptcy

and A = A if the bank chooses rollover.

Lemma 2 illustrates that asset dissipation is higher with rollover than with bankruptcy.

2.2.3 Banks’ actions.

The bank’s two-period expected profit incorporates firms’ responses to the bank’s action.
Expected bank profit given a proportion a of the portfolio in default and given the action

bankruptcy is?!

") = (1 —a)(1+s)d+a-V(0]| B)—cla) - H. (1)

Eq. (1) shows that when bankruptcy is the bank’s action, the bank’s expected repayments
will equal the maximum expected firm value, V(0 | B), of bad debtors. The value V(0 | B)
represents the expected continuation value for viable firms and the expected liquidation
value for nonviable firms.

Bank two-period expected profit given « and rollover, taking into account bad debtors’

choices of asset dissipation, is

M(a)=(1-a)1+s)d+a - z2(A|B)- H. (2)

In contrast to bankruptcy, rollover results in the bank recovering repayments equal only to

the continuation values z(A) of all bad debtors subject to their maximum levels of asset
dissipation.
Assumption 7 guarantees that bankruptcy by the commercial bank will always be so-

cially desirable; i.e., IT°(a) > II"(c) for all c.

21T assume that deposits are not withdrawn until period 2.
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Assumption 7: o [V(0| B) — z(A | B)] > c(a) for all a.

Assumption 7 states that the expected gain in repayment to the bank from bankruptcy
relative to rollover exceeds the bankruptcy costs c¢(«) for all a. Yet, although bankruptcy is
actually more profitable than rollover, the presence of the private benefit p in the banker’s
objective function will motivate the banker to roll over loans whenever I1°(a) < 0.

Lemma 3: Define o by the value of o such that 11°(a*) = 0. The bank manager will

* 22

choose rollover for all o > .

Lemma 3 implies that managers of insolvent banks will choose rollover.

2.3 Debt Cancellation

With debt cancellation the inherited debt is cancelled from the commercial banks’ and
the firms’ balance sheets in period 0, and the banks are recapitalized.?> Because the debt
has been cancelled, no default occurs in period 1 and the bank has no choice to make
between bankruptcy and rollover. Yet, because there is no default in period 1, there is no
mechanism to halt asset dissipation by firms. It is straightforward to show that the level
of asset dissipation chosen by a “good debtor” i (i.e., a firm that would have been a good
debtor if the debt had not been cancelled) remains A¢, the level chosen with self reliance.
Although the future private benefits for a good manager are now given by P(A) = £-x;(A)
rather than ¢ - [x;(A) — d], the value of A that maximizes the manager’s objective function

does not change.

22The assumption ¢”’(«) > 0 guarantees that if the bank rolls over loans for a proportion a* of the
portfolio in default, it will roll over loans for all a > o*. If ¢’(«) < 0, then there may exist some values of
a > o for which the bank begins using bankruptcy again. The assumption of nonconcavity of bankruptcy

costs eases notation.
231t may appear to be an extreme assumption that all of the inherited debt is written off. In fact, this is

not an unreasonable assumption for TEs. It has been extremely difficult, if not impossible, to determine
whether loans inherited from the pre-transition period were performing or not, since loan performance
was not tracked prior to the transition. In other economies where debt is inherited from a regime with
state-owned banks, it may also be difficult to determine which of the inherited loans are bad, since the
government may have been willing to automatically reschedule overdue loan payments. In this case defaults

would not have appeared on the banks’ books.
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Now consider “bad debtors,” or firms that would have been bad debtors if the debt were
not cancelled. The future private benefits for bad manager i become P;(A) = £ - x;(A),
rather than P;(A) = 0. Given the higher level of future private benefits and the dependence
of these benefits on A, managers of bad debtors now face a tradeoff between current and
future private benefits and may well have an incentive to choose A < A. Define AP, to
be the value of A that maximizes the utility of a bad manager ¢ when debt cancellation
is the policy; Afdc < A. Factors affecting the level of Afdc relative to A will include the
degree of viability of bad debtors and the degree to which managers derive future private
benefits from firms (i.e., the value of £). The greater the viability of firms (i.e., the higher
is @; relative to [;) the greater the incentive to reduce asset dissipation.

The policy of debt cancellation generates two potential tradeoffs relative to the policy
of self reliance. On one hand, when institutions of corporate governance are weak, the asset
dissipation of bad debtors is not halted with debt cancellation, whereas with self reliance
and bankruptcy it is. In this case removal of debt from firms’ balance sheet removes the
disciplining device; firms’ values are lower with debt cancellation than they would have been
if self reliance had been the policy and bankruptcy undertaken by banks. On the other
hand, removal of the debt overhang with debt cancellation raises the continuation values
of bad debtors relative to their values with self reliance and rollover and, if institutions
of corporate governance are strong enough, may result in lower levels of asset dissipation

relative to levels that would have occurred with self reliance and rollover by banks.

2.4 Debt Transfer

With debt transfer the commercial banks’ inherited debt is transferred to an asset man-
agement company (AMC) in period 0 and the commercial bank is recapitalized. I assume
that the AMC is created for the purpose of working out the debt and will be closed upon
termination of its duties. Because the AMC is not a commercial bank and does not accept
deposits, its “solvency” is not an issue. I assume that G is able to structure the compen-
sation scheme of the AMC’s managers so that they have an incentive to maximize debt
collection and to choose bankruptcy. If the AMC is a public institution, G can simply
instruct the AMC to choose bankruptcy for all defaulting loans.

Because all of the inherited debt on commercial banks’ balance sheets is transferred
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to the AMC, the pricing of the transferred loans is not an important issue in determining
banks’ willingness to transfer their loans (although the amount of recapitalization offered
by the government must be sufficient for banks to cover their liabilities). This analysis of
debt transfer nonetheless applies more generally to any policy targeting a specific type of
debt for transfer (such as revolving inventory loans), where removal of this type of debt
from banks’ balance sheets together with recapitalization would restore insolvent banks to
solvency. It also applies to the situation where transferred loans are not inherited from a
previous regime but are priced so that banks are willing to accurately reveal and transfer
their bad loans. (Aghion et al., 1999 derive such a pricing scheme.)

I show below that if the costs for the AMC of applying bankruptcy are the same as the
costs for commercial banks and if the AMC is as skilled as the commercial bank at recovering
loans, then debt transfer will always be preferred to self reliance. There is, however, reason
to believe that the AMC may not be as effective as the commercial bank in implementing
the activities subsumed under bankruptcy. In particular, if the commercial bank has access
to inside information about borrowers’ values, then bankruptcy by the AMC will not be as

effective as bankruptcy by the commercial bank.

Assumption 8: Due to commercial banks’ access to inside information about their
borrowers, commercial banks are better able than the AMC to determine their borrowers’

values and to recover loan repayments with bankruptcy.

Assumption 8 is formally equivalent to an assumption that the bad debt bank is able to
slow, but not to halt, asset dissipation when this bank undertakes bankruptcy. Let A DT,
where 0 < A pr < A, be the expected level of asset dissipation that remains unrecovered
when the AMC uses bankruptcy. If bad debtors choose a level of asset dissipation at least
as great as A pr, the conditional expected value of a bad debtor given bankruptcy by the
AMC will be V(Apr | B), where V(A|B) < V(Apr|B) < V(0|B). Furthermore, because
A pr of asset dissipation remains unrecovered, the manager of a bad debtor receives utility
of b(Apr) even when the AMC uses bankruptcy,2! as opposed to a utility of zero when the
commercial bank chooses bankruptcy.

Lemma 4: The bad debtor will choose A = ADT when debt transfer is the policy.

The level of asset dissipation chosen by bad debtors with debt transfer is greater than

2For the same reasons cited in Section 2.2.2, P;(A) = 0 for all bad debtors i and for all A.
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that chosen with self reliance and bankruptcy but less than the level chosen with self

reliance and rollover.

3 The government’s policy choice

The government regulator must choose a policy before « is known. The objective is to
select the policy which yields the highest expected net worth of banks and firms, where the
expectation is taken over o and where the regulator takes into account banks’ and firms’
behavior at each value of a. The optimal policy will thus depend upon the regulator’s prior
over a and upon other parameter values. Pairwise comparison of policy choices provides
the intuition for characterization of the optimal policy. The aggregate balance sheets with
self reliance and bankruptcy, self reliance and rollover, debt cancellation, and debt transfer

are given in the appendix.

3.1 The choice between debt cancellation and self reliance.

Consider a value of a < a*; i.e., a value of a for which the bank would choose bankruptcy
with self reliance. Define (A, | B) to be the conditional expected continuation value of a
firm given that it is a “bad debtor” and given a policy of debt cancellation. Comparison of
the aggregate asset values with bankruptcy and debt cancellation indicates that the regu-
lator will prefer self reliance to debt cancellation for this value of « if - [V(0 | B) —z(AZ,
B)] > ¢(«). This inequality states that the gain in the value of firms with bankruptcy by
the commercial bank relative to expected firm value with debt cancellation exceeds the cost
of bankruptcy. While Assumption 7 guarantees that o - [V/(0 | B) — z(A | B))] > ¢(a) for
all «, it does not guarantee that the above inequality holds. That is, if AZ is low enough,
the policy of debt cancellation may actually be preferred to self reliance and bankruptcy for
some values of a. This can only be the case, however, if institutions of corporate governance
are very effective; i.e., if removal of the debt overhang results in managers choosing low
levels of asset dissipation.

Now consider a value of @ > o, or such that the commercial bank chooses rollover with
self reliance. Examination of aggregate asset values reveals that debt cancellation will be

preferred to self reliance if #(AZ | B) > 2(A | B). This inequality always holds; therefore,
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debt cancellation is preferred (possibly only weakly) to self reliance for all o > a*.

3.2 The choice between debt transfer and self reliance.

Consider a value of o < o*. Comparison of asset values reveals that debt transfer will be
preferred to self reliance for this value of « if and only if V(Apr | B) > V(0 | B). This
equality never holds (Assumption 8); therefore, self reliance is preferred to debt transfer for
all o < o*. Now consider a value of a > o*. Debt transfer will be preferred to self reliance
if and only if o[V(Apr | B) — #(A | B)] — ¢(a) > 0; i.e., only if the expected increase in
firm value with bankruptcy by the AMC relative to expected firm value with rollover by

the commercial bank justifies the cost of bankruptcy.

3.3 The choice between debt transfer and debt cancellation.

Debt transfer will be preferred to debt cancellation for all values of o such that
o{V(Apr | B) —2(AL | B)} —c(a) > 0. (3)

This inequality states that the gain in the expected value of bad debtors with debt transfer
relative to the value with debt cancellation exceeds the expected costs of bankruptcy by the
AMC. The gain in the value of bad debtors with debt transfer relative to debt cancellation
has two potential sources: a reduction in the level of asset dissipation (3 pr vs. AF) and
the liquidation of nonviable firms with debt transfer versus continuation of all firms with
debt cancellation (leading to expected firm values given by V(-) and z(-), respectively).
The gain to debt transfer is entirely reflected in loan recovery by the AMC since all bad

debtors are insolvent.

3.4 The optimal policy

The optimal policy is the policy that yields the highest expected value of bank and firm
assets where the expectation is taken over the regulator’s prior over . While it is obvious
from the above discussion that the optimal policy will depend upon parameter values and
upon the distribution of «a, there are nonetheless some general observations that can be
made. First, note that the asset dissipation of good managers is invariant to the regulator’s

policy choice. The policy choice influences only the behavior of bad managers.
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The fact that a number of observers have proposed the policy of debt cancellation for
transition economies raises the question of the conditions under which this policy would be
optimal. Obviously, a necessary condition for debt cancellation to be optimal is that it is

preferred to debt transfer. The following definition aids the discussion.

Definition 4: An AMC is effective if

1
| {alv@Bor| B) = 2(a% 1 B - et} Fla)da >0, ()
where f(«) represents the regulator’s prior over a.

An AMC will be called effective if the expected value of bank and firm assets (where
the expectation is taken over o) with debt transfer is greater the expected value with debt
cancellation. The inequality of Definition 4 is simply the expectation taken over a of the
inequality (3).

It is clear from Definition 4 that the greater the ability of the AMC to slow asset
dissipation, the more likely it is that the AMC will qualify as effective. It is also clear,
however, that the problem of asset dissipation with debt cancellation is important: the
higher is A%, the more likely it is that the AMC will qualify as effective.

The following proposition provides necessary and sufficient conditions for debt cancel-

lation to be optimal.

Proposition 1 Debt cancellation is optimal if and only if: (i) the AMC is not effec-
tive; (1i) the expected gains to self reliance and bankruptcy relative to debt cancellation are

less than the expected losses of self reliance and rollover relative to debt cancellation; i.e.,

S {aV(0 ] B) — (AR | B)] - c(a)} - f(a) < [ a{z(AR | B) —x(A | B)} - f(a)

Condition (i) follows directly from Definition 4. Condition (ii) follows from taking
the expectation over « of the inequalities presented in Section 3.1 and accounting for the
endogeneity of the commercial bank’s bankruptcy /rollover decision as a function of «. It
is clear from condition (ii) that the greater is the probability that o > o* and the lower is
AB | the more likely is debt cancellation to be preferred to self reliance.

As mentioned above, some economists who have advocated debt cancellation for tran-
sition economies have cited the benefit of this policy as deriving from the removal from

firms’ balance sheets of a burden from the past. Indeed, as the discussion of Section 2 has
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shown, the elimination of the debt burden translates into higher continuation values for
firms for each level of asset dissipation A. However, because of firm managers’ potential
ability to dissipate their firms’ assets, the increased continuation value of firms will not
necessarily translate into a higher total value of firms relative to their values with other
policies. These observations demonstrate that when corporate governance mechanisms are
weak and problems of asset dissipation among firms are serious, debt cancellation cannot
be optimal. Whether debt transfer or self reliance will be optimal in this case depends
upon the skill of the AMC at workout. The following proposition provides conditions for
the optimality of debt transfer.

Proposition 2 Necessary and sufficient conditions for debt transfer to be optimal are:
(1) the AMC is effective; (ii) the expected gains to debt transfer relative to self reliance and
rollover are greater than the expected losses to debt transfer relative to self reliance and

bankruptcy; i.e.,

Iy {alv© | B) = V@pr | BI}-£(@) < [ a{V(Bpr | B) = =& | B) - c(a) } f(o).

Condition (i) follows from Def. 4. Condition (ii) follows from Section 3.2, taking into
account the endogeneity of the commercial bank’s workout /rollover decision. The left-hand
side of the inequality represents the expected loss in firm values with debt transfer relative
to self reliance and bankruptcy; the right-hand side represents the expected gain to debt
transfer relative to self reliance and rollover. The lower is the value of a* and the greater
is the probablity that a > «a*, the more likely is debt transfer to dominate self reliance. It
is obvious from this proposition that if the AMC is as skilled as the commercial bank at
bankruptcy (i.e., A pr = 0), then debt transfer will be preferred to self reliance.

Proposition 2 also gives rise to a simple necessary condition for debt transfer to dominate

self reliance, which is stated in the following corollary.

Corollary 1 A necessary condition for debt transfer to dominate self reliance is that

o* - [V(Apr | B) — z(A | B)] = c(a*) > 0.

Recall from Section 3.2 that self reliance dominates debt transfer for all @ < o*. In
order for debt transfer to dominate self reliance, it must be preferred for at least some

values of a > «*. This implies the condition stated in the corollary. More generally, define
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& as the minimum value of « such that a - [V(KDT | B) — (A | B)] — c¢(@) = 0. The value
a is the critical value of o at which the costs of bankruptcy by the AMC begin to exceed
the gains to this policy relative to self reliance and rollover. If & < 1, then there exist some
values of « for which the gains to bankruptcy by the AMC relative to rollover of loans do
not justify the costs of bankruptcy. Obviously, if this point is reached for a < o*, debt
transfer cannot dominate self reliance. One may restate the condition in the corollary as
a > ak.

The results of this section illustrate how information asymmetries, corporate gover-
nance, and bank and firm behavior determine the optimal policy for cleaning banks’ balance
sheets. These results also point to another observation: the severity of the banking crisis
will influence the optimal choice of policy. Specifically, if at the point at which regulators
discover or acknowledge the crisis and select a policy commercial banks are suspected to be
insolvent, then self reliance cannot be optimal. The extreme example would be the case in
which F(a*) = 0, where F(+) is the cumulative distribution function for a. Note that the
severity of the banking crisis may be a consequence either of the cause of the crisis (e.g., a
macroeconomic shock) or of the point in the crisis at which regulators decide to intervene.
In many countries prudential regulations and bank supervisory capacity are weak, so that
regulators do not recognize a banking crisis until banks have already become insolvent. At

this point a policy of self reliance cannot be optimal.

4 Discussion and Conclusion

This paper illustrates how troubled banks may react to loan defaults by passively rolling
over loans and how this behavior affects tradeoffs among policies designed to clean banks’
balance sheets. The paper proposes a framework, consisting of a two-tier hierarchy com-
prised of a regulator, banks, and firms, for analyzing policy tradeoffs. This framework is
used to analyze the tradeoffs between three policies: self reliance, debt transfer, and debt
cancellation.

The analysis indicates how policies to clean banks’ balance sheets have differing real
effects on banks’ and firms’ asset values. Policies have direct effects on banks’ treatment

of defaulting loans and indirect effects on firm managers’ activities relating to the use of
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the firm’s assets. The indirect effects can be an important determinant (in addition to the
direct effects) of the outcome of a policy on banks’ asset values.

In this section I examine several assumptions of the model and discuss the effects of
changes in these assumptions on the results. One assumption is that all banks are identical
in size and leverage. If banks were not identical and if some were better capitalized than
others, the expression for the regulator’s expected utility would become more complicated.
The parameter o would have to be expressed as a vector of levels of default for each bank
(since the critical values of o would differ according to each bank’s capitalization), and
the probability density function of this vector would become the regulator’s prior. The
qualitative results, however, would remain unchanged. The optimality of any given policy
would still be a function of the regulator’s prior, the effectiveness of the AMC, and the
strength of corporate governance.

Another of the assumptions is that bankers are risk-neutral. While this assumption
is standard in the banking literature, one may nevertheless ask how the results might be
affected by an assumption of risk-averse bankers. An initial answer to this question is
that given the current specification of the outcomes of the bank’s actions of bankruptcy or
rollover, neither of these actions is riskier than the other; therefore, risk aversion on the
part of the banker would have no effect on the results. On the other hand, if the model
were modified to allow a bank to invest period-1 profit in a risky new loan or if the choice
of rollover were modelled as a riskier action than bankruptcy, then the assumption of risk
aversion would have an effect. In technical terms allowing the bank to invest in a risky, new
loan with negative net present value would be formally equivalent to assuming that rollover
of defaulting loans is riskier and has lower expected return than bankruptcy. Both actions
have the effect of overstating period-1 earnings at the expense of period-2 net worth (see
Rajan, 1994 for a discussion of this issue). Consider the assumption that rollover is a riskier
action than bankruptcy, and assume that the banker is risk-neutral. Then loan rollovers
would be increased relative to the current model. More precisely, if rollover were a riskier
action than bankruptcy, solvent but troubled banks would now have the incentive to roll
over defaulting loans (the intuition for this being identical to that for the deposit insurance
put option), whereas in the current model only insolvent banks roll over defaulting loans.

(Mitchell, 1998 analyzes a model in which rollover is a riskier action than bankruptcy.)
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Now, if bankers are assumed to be risk averse, the risk aversion will diminish the incentive
of solvent banks to roll over defaulting loans. Whether the end result would be greater or
fewer loan rollovers relative to the current model would depend upon the relative strengths
of the effects of the deposit insurance put option and of risk aversion.

Another question of model specification concerns the assumptions made regarding the
AMC. Other possible specifications for this institution are certainly conceivable. Indeed, a
number of open questions regarding the appropriate design and operation of AMCs have
received attention in policy discussions. (See, for example, Ingves and Lind, 1997; Dziobed
and Pazarasioglu, 1997.) These questions include whether the AMC should be closed after
it has finished handling the debt that has been transferred to it, whether the AMC receives
good as well as bad assets, whether the AMC should be privately or publicly funded, and
whether there should be one AMC as opposed to several, each being associated with a
particular commerical bank. Countries that have established AMCs have in fact differed in
the ways in which they have answered these questions. The question of optimal AMC design
has not been explicitly addressed in this paper; however, it is straightforward to see how
the results would change if the manager of the AMC had incentives to roll over defaulting
loans for some values of « (for example, in order to keep the institution operating for a
longer period of time). The optimality of debt transfer would now be affected by the value
of o at which the AMC begins rolling over loans, in much the same way as the optimality
of self reliance is affected by the commercial bank’s incentive to roll over loans.

Finally, the model can be used to illustrate how differing privatization methods in
transition economies influence the tradeoffs between policies applied in these economies
to clean banks’ balance sheets. Interestingly, privatization of firms by sale followed by the
piecemeal sale of firms that the government has not been able to sell as a whole may actually
cause the policy of self reliance to lead to inefficient liquidation of firms. This is due to
the fact that banks’ loan rollovers leave the debt overhang on firms’ balance sheets, which
reduces the firms’ values in a sale. More firms will thus be sold piecemeal (i.e., liquidated).
In contrast, if privatization of firms by sale is followed by government giveaways of unsold
firms (to the firms’ workers, for example) or if firms are privatized via mass privatization
methods (which are similar to giveways), then self reliance and rollover lead to inefficient

continuation of firms, as in the model of this paper.
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5 Appendix

Total asset values for firms and banks for differing policy choices
Assume that yq is the expected period-1 income earned by a good debtor and that the
expected period-1 income of a bad debtor is zero. Denote by R the value of government

securities used to recapitalize banks when debt cancellation or debt transfer is chosen.

Self reliance and bankruptcy:

Assets
Expected income from good debtors: (1 —a) - (yg+ V(AY | G))— (1 —a) - (1+ s)d
Expected bank net worth (1—a)-1+s)d+a-V(0|B)—cla) —H

Government Liabilities

None

Self reliance and rollover:

Assets
Expected income from good debtors: (1 —a)- (yg+ V(A“ | G) — (1 —a)- (1 +s)d
Expected bank net worth (1—a)-(1+s)d+a-z(A|B)-H

Government Liabilities

None

Debt cancellation:

Assets

Expected income from good debtors (1 — a) - (yq + V(AY | G))
Expected income from bad debtors — « - V(A% | B)

Expected bank net worth R—-—H

Government Liabilities

Securities R

Debt transfer:
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Assets

Expected income from good debtors (1 —a) - (yo + V(A® | G))— (1 —a)- (1 +s)d
Expected commercial bank net worth R — H

Expected AMC net worth (1—a) - (14s)d+a-V(Apr) - ca)
Government Liabilities

Securities R
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