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Introduction

The organization of the present work is depicted in figure 1 and proceeds
as follow.

Chapter one summarizes the young signal processing discipline, called
digital watermarking, which constitutes the basis framework of this work.

Chapter two presents a challenging issue in the design of watermark-
ing algorithms: the robustness against the specific set of distortions which
causes loss of synchronization. Being able to cope with geometrical distor-
tions is far from evident for a watermarking scheme. The limitations and
weaknesses of the previously proposed solutions are discussed.

Subsequent chapters describe the new contributions that are brought
about by this work to the resolution of this issue.

Chapter three addresses the design of periodical structures in water-
marking schemes. A new scheme is proposed and its robustness and se-
curity features are analyzed.

Chapter four presents an image normalization method based on the
signal characteristics observation. The robustness of the method and its
exploitation to secure watermarking schemes relying on pilot registration
are presented.

Finally, chapter five explores the issue of quantifying the perceptual
nuisance caused by a geometrical distortion. We show that such a quality
assessment is mandatory both to evaluate robustness and to design new
watermarking schemes.
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Chapter 1

Digital Watermarking

1.1 Introduction

During the last decade, digital technology expansion has established the
advent of the digital era for information. This technology has introduced
powerful means to every level of the information handling: production,
reproduction, distribution, storage, processing, ... . Almost all information
media are now handled under digital form.

Only few traditional analogue media processes are still widely used.
They are mainly limited to specific, still digitally unequaled, production
and perception/prehension forms. In addition, one must deal with a large
number of analogue devices still in consumers hands and extensively used
in less developed regions. There is no doubt however that the evolution
towards digital will go on at an accelerated rate in the coming years.

Not only digital technology has improved usual techniques, but it has
also introduced new processing opportunities. Some of these new means
have destabilized the long community established relations regarding in-
formation media handling. As community rules cannot evolve as fast as
this technology evolution rate, additional means must be provided to en-
able the enforcement of those community established rules.

A major concern raised by new digital technologies is the ease to re-
produce and distribute media contents. In analogue form, reproduction
and distribution was prevented by unavoidable degradations and ma-
terial constraints. With nowadays digital technology, including Internet
developments, perfect copy and transmission of any digital content can
be done at very low cost. Moreover perfect reproduction processes make
more difficult the determination of the paternity of a work. This situation
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causes damage to the established economic system which rewards content
creation. New means must therefore be provided to impose rules such as
copyright.

Watermarking is one of the different means which can contribute to en-
force intellectual property rights. Cryptography can protect content along
the transmission, distribution and storage processes. However it does not
protect the content once it has been decoded to be viewed by authorized
users. Even with secured playing devices, the digital content is eventually
transformed in physical ligth or audio wave signals which can be copied
through re-digitization. Cryptography therefore does not control subse-
quent uses. Watermarking aims at providing protection up to the last level
of the content handling. In order to reach such protection, it proceeds by
robust hiding of a message within the media content itself. This comple-
mentary information embedding is achieved by applying imperceptible
secret modifications to the content.

The role of this embedded information can be manifold. For copyright,
the watermark information can refer to the rights holder. This information,
if detected, can prevent illicit usage of the content by indicating the exis-
tence of rights on the content. It can also be used a posteriori as a proof of
ownership in front of a court. Another option is to use the watermark as a
fingerprinting tool. In this case, the embedded message informs about the
identity of the user from whom the illicit usage originates.

Watermarking is also proposed for other applications. It can be used
to let a content, represented in analogue form, convey a side information.
These contents are then said smart. A printed image could for example
contain the name of the represented location or the the reference to a web
site. Other applications have been proposed such as authentication tool or
protected side-channel. However the requirements of these applications
for digital content can in many situations be perfectly fulfilled with tradi-
tional cryptographic tools and meta data attached to the files. For these
applications, the use of watermarking is only justified in mixed digital-
analog scenarios. Another exception could be applications where badly
implemented transcoding operations could take place such that meta in-
formation would be erased from the conveyed digital file.

Although different application scenarios can exhibit specific constraints,
a set of important properties is common to most usages of watermarking
technology. Following section describe the usual set of requirements for
digital watermarking.
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1.2 Requirements for a watermarking scheme

An ideal watermarking scheme must satisfy a set of constraints of very
various natures. Most intervening techniques are related to the fields of
signal transmission, cryptography and human perception psychological
phenomena. The design is complicated by the conflicting interdependence
of the different constraints. It makes it difficult to study all aspects si-
multaneously but it appears also hard to successfully isolate the different
constraints. The main requirements which should be fulfilled by a water-
marking scheme are imperceptibility, security and robustness.

1.2.1 Imperceptibility

One may expect from a watermarking scheme that it does not alter the
qualitative and semantic perception of the represented content. It means
that both perceptual comfort and interpretation of the representation
should remain unchanged after embedding of the watermark information.
Figure 1.1 illustrates semantic and qualitative modifications of an image.

Altered Semantic Original image Altered quality

Figure 1.1: Different modifications of an image.

Sometimes semantic and quality notions interfere due to the fact that
our a priori knowledge influences greatly our sensitivity to modifications.
As illustrated in figure 1.2 an identical deformation applied on two differ-
ent contents does not cause the same nuisance. More generally, the human
sensitivity to various distortions is highly dependent on the interactions of
these distortions with the content characteristics. The understanding and
control of the mechanisms at stake is a complex matter. This issue is par-
tially related to the compression discipline.
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Original images

Distorted images

Figure 1.2: Same distortion applied on different contents.

Although well aware of these psycho-perceptual phenomena, very few
sensitivity assessment tools are available. The evaluation of a distortion
severity still relies on an experimental human validation. Three situations
can be brought out to evaluate the perceptual nuisance caused by a water-
marking process.

In the first case, the user is unable to perceive any difference between
the original and watermarked contents. This situation results from a cod-
ing resolution higher than the eye sensitivity or exceeding the restitution
device precision. It can also be consequent to a psycho-sensitive masking
phenomenon.

The second case corresponds to the situation where the user is able to
distinguish both content specimens but without judging one better than
the other. Applied modifications do not introduce semantic or quality
degradation.

In the last case, watermark embedding causes a perceptible and both-
ering distortion to the content. Depending on the severity of the nuisance
and the targeted application, this situation will be considered admissible
or to be ruled out. In specific applications, where additional distortion
is always present, it may be acceptable that the watermarked content ex-
hibits a relative distortion with respect to the original content.
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1.2.2 Robustness

Watermarking only makes sense if you can expect that authorized users
will be able to extract and decode the embedded information. However,
as the embedder generally does not have full control of the transmission
channel and that he is constrained by imperceptibility and security re-
quirements, it cannot be guaranteed that the message be always success-
fully decoded. One must keep in mind that, although the channel exact
characteristics are mostly unknown, one can rely on a general assumption.
The watermark detectability must only be ensured as long as the content
stays valuable. Indeed one can easily apply a distortion on a content such
that watermark extraction is made impossible. However resulting content
might be so degraded that it makes no sense trying to protect it anymore.
The appropriateness of a scheme for a given application will therefore be
measured by the robustness degree to distortions likely to occur in the
targeted application.

When addressing the robustness of a watermarking scheme, one con-
siders the most common and likely distortions. Depending on severity
and the application, two distortions of identical nature can have differ-
ent origins. It is sometimes not straightforward to determine whether a
distortion results from usual content processing or from ill-intentioned
manipulations. Notice that, as malicious users might seek at removing
protection from a content, unusual specific distortions can be designed to
exploit peculiar weaknesses of a watermarking scheme. Let us describe
most common distortions that one should take into account when design-
ing a watermarking scheme.

Compression. Raw digital content representations are huge and highly
correlated. Therefore, it is nowadays inescapable to use compression
when handling digital content representations. If this operation is per-
formed in a lossless manner, it will have no effect on watermarking ro-
bustness. However, as it is most frequent, in order to reach important
compression ratios, this operation will remove part of the content infor-
mation causing perturbations to the watermarking process. An efficient
lossy compression algorithm seeks to simplify the coded representation
of a content by eliminating less significant information. Ideally, this sup-
pression will only cause very little perceptible distortions. As compression
ratio increases, more significant information is left out and perceptual nui-
sance becomes more important.

One can realize that, if a compression technique perfectly meets its
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goals, that is yields a decorrelated representation of the content where
all non-significant information is removed, it will inevitably destroy the
information corresponding to the watermark. Indeed, the watermark-
ing process introduces modifications which are imperceptible to the user.
These modifications should therefore be considered as non significant by
the compression algorithm and as a consequence be removed from the
coded representation of the content. In order to design a watermarking
scheme robust to compression, one should rely on the imperfect charac-
ter of the compression schemes, or in other words, introduce distortions
which will be considered relevant by the compression algorithms. Gener-
ally, compression schemes will eliminate first and foremost high frequency
components of the content which correspond to detail information. Water-
mark information should not be exclusively composed of high frequency
if it has to resist compression.

Rendering related operations. A wide range of usual manipulations can
be performed on a content to better fit one’s needs. In image processing,
classical operations include contrast enhancing, smoothing, color and lu-
minance histogram modification, denoising. The design of a watermark-
ing scheme should take into consideration the effect of these different op-
erations.

Digital/analogue conversions Most content are converted in a physical
form (e.g. sound, light) to be perceived by a human such that a digital-to-
analogue conversion occurs. Content reproduction can be performed on
physical representations using analogue acquisition device. Depending
on the device characteristics, important distortions can take place during
this analogue-to-digital conversion. A case-model for such manipulations
is the illicit movie reproduction performed with handy cameras in movie
theaters.

Geometric deformations Geometric deformations can occur during ren-
dering or acquisition processes. However, the challenge it poses to water-
marking schemes is quite specific and is worth a dedicated attention. The
design and study of watermarking schemes robust against such distor-
tions is the main subject of this work and will be deeply presented in the
following chapters.
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Explicitly malicious manipulations Since early research on watermark-
ing, specific content manipulation algorithms have been designed to
test the robustness of watermarking schemes. These manipulations,
also called attacks, try to exploit expected weaknesses of the proposed
schemes. Common attacks used to evaluate the robustness of image wa-
termarking schemes are denoising, jittering, mosaic attack and stirmark
manipulation software.

1.2.3 Security

For most watermarking applications, an important requirement is related
to security. Indeed watermarking often plays a restricting role on content
usage. It aims at preventing forbidden actions or enforcing user’s obli-
gations. One can expect that some users try to jeopardize the watermark
extraction or the functional model which it relies on. One must also avoid
making decisions based on erroneously extracted messages.

Watermarking makes use of cryptographic tools to ensure its security.
However, watermarking differs from common cryptography in the sense
that it does not necessarily aim at ciphering a message. Watermarking
is more closely related to steganography which consists in hiding a se-
cret message within another one in such a way that others can not dis-
cern the presence or content of the hidden message. However, water-
mark presence- and sometimes content- is publicly known. Moreover,
watermarking must deal with much stronger robustness constraints than
steganography. Primarily concern in watermarking is to make very diffi-
cult the removal of the embedded information without important degra-
dation of the supporting content.

As stated by Kerckhoffs’ principle, security should exclusively rely on
the knowledge of a key. Embedding and detection schemes must be con-
sidered known by opponents, security is only function of the uncertainty
on the key. One way to break the system is to perform a brute force attack
which consists in trying exhaustively all possible keys. Security level is
therefore measured in terms of probability. In order to fit security require-
ments, one must ensure that the number of possible keys is sufficiently
large such that exhaustive search becomes computationally infeasible.

Security issues in watermarking are manifold. One must prevent op-
ponents from exploiting the scheme characteristics to succeed in removing
important watermark signal power while preserving content information.
Opponents should not be able to distinguish watermark components from
the original content signal. Partial watermark removal can often jeopar-
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dize the whole detection scheme. Even for authorized users watermark
signal can not be totally distinguished from content which acts like noise
in the detection. Therefore, in order to limit the probability of wrong deci-
sions, one must be able to evaluate the confidence that it can attach to the
extracted message.

Other security threats are related to the application security protocol.
The availability of multiple specimens of the same content where different
watermarks are embedded can enable a collusion attack on the system.
This attack can provide to opponents a reliable estimation of the original
unwatermarked content and prevent content rights holder from extract-
ing any useful message. One must also prevent opponents from copying
watermark from one content to another one. Exploiting reversibility of
a scheme, an opponent can sometimes produce fake original content and
contest rights legitimacy.

1.2.4 Other desirable properties

A few other properties could be desirable for a watermarking system.
These are not mandatory for most applications but can lower implemen-
tation complexity and costs.

A first useful property is the versatility of the watermarking scheme.
This can refer both to contents and applications. Renewability of the
scheme and compatibility with evolving techniques can also bring advan-
tages. Computational power requirements should be kept as low as pos-
sible to match practical available resources.

Reversibility of the embedding process, enabling perfect recovery of
the original content, can be required for some applications.

Another very useful property would be an asymmetry of the scheme
regarding message embedding, detection and extraction from the content,
also refered to as public key watermarking. Ideally, everyone should be al-
lowed to read the watermark embedded information but only authorized
user would be able to embed or remove it from the content. This func-
tionality, very common in cryptography, has not yet been fully achieved
in proposed scheme. It is far from evident that such a scheme exists.
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1.3 Practical uses of watermarking / Achievable wa-
termarking systems

Designing a watermarking scheme implies to compromize best among all
desirable requirements . For most requirements, practical schemes can
only exhibit partial compliance. Existing approaches differ in the level of
compliance to each of the different requirements. Therefore, effective wa-
termarking design is only achievable if some constraints can be partially
released.

Hopefully, many applications can afford partial release of constraints.
Let us expose some considerations that illustrate the relevance of incom-
plete compliance with the requirements of an ideal watermarking scheme.

Most important, one can optimize its design for the targeted applica-
tion system. One can benefit from a priori characterization of the cover
content. Schemes dedicated to images, songs, or videos will not be the
same. They may even differ for different classes of image content. Video
application can rely on much higher content data volume than still images.
Sometimes the application scenario enables strong constraint releases. In
many cases for example, one can rely on the availability of the original
unwatermarked content to perform watermark extraction. In some other
cases, the system will not be subject to malicious attacks but only to dis-
tortions consequent to usual content processing.

The requirement relative to detection probability is also very depen-
dent on the application. In a commercial scenario where watermarking
aims at enforcing retribution, a payment imposed to 80 percent of the users
could be judged sufficient for the economic viability of the system. In copy
tracing application, a successful detection rate of 1 percent could be con-
sidered sufficient to dissuade illicit behavior.

In applications where watermarking plays a restricting role, it will
most of the time be used in conjunction with other protection mechanisms
such as cryptography and legal actions. It can be used to give informa-
tion about suspected illicit actions which require complementary human
investigation for validation. In such systems, watermarking can be con-
sidered as a complementary protection whom success in not mandatory.

1.4 Watermarking principles

The watermarking process is usually described as communication over
distorting channel problem. The challenge consists in transmitting a mes-



12 Chapter 1. Digital Watermarking

sage through an unknown deforming channel. Figure 1.3 illustrates the
structure of a watermarking system. In this communication system, the
transmitter is essentially composed of encoding and embedding modules,
while the receiver is composed of detection and decoding modules.

Distorting channel

Deformation

Noise

Watermark 

detector

&
decoder

Detection
confidence

Output
message

Watermark

embedder
&

encoderInput

message

Original

content

Key

Figure 1.3: Watermarking system.

The communication system must be designed to cope with cover sig-
nal interference and channel distortions. Solution to the problem will logi-
cally be inspired by the quite elaborated theory of digital communications.
Important constraints which are not highlighted in figure 1.3 are the lim-
itation on the degradation that the cover content may undergo and the
secrecy imposed to prevent opponent from distinguishing cover content
and watermark signal. This leads to very low watermark power which
in presence of cover signal interference, channel distortions and external
noise imposesvery short transmitted messages.

The original cover signal plays a particular role in this model as it is
known to the embedder and sometimes also to the decoder. Therefore wa-
termarking is also referred to as a communication problem with side infor-
mation at the transmitter and possibly at the receiver. This side informa-
tion at the embedder can be exploited in two different manners. Firstly it
helps determining how watermark signal power can be maximized while
ensuring its imperceptibility. Indeed, the theory of psycho-visual masking
phenomenon shows that the interaction between hidden and host signals
should be taken into account in order to guarantee invisibility. Note that
less efficient perceptual weighting of the watermark power can also be
performed without side information by following ”good practice” rules
which modulate watermark power spectrum.

A second way to benefit from cover signal availability is to adapt the
coding process to the cover signal characteristics. This supposes that a
same message can be represented by several different codes. Established
dirty-paper coding theory tells that using this approach with Gaussian
sources, watermarking capacity can be made insensitive to cover signal
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characteristics. More recently, different work [1, 2] have demonstrated
that this property can be extended to many other non-Gaussian sources.
Although watermarking sources can not always be precisely modeled, one
can expect important benefits from using side information during the wa-
termark coding process.

This work does not aim at providing extensive outline of existing wa-
termarking technology. The reader may refer to existing literature[3, 4] for
a more detailed description.

1.5 Present usage and alternatives

Currently, watermarking technology has not yet reached the performance
that could justify its massive usage in multimedia applications. How-
ever, the ongoing research has yielded impressive progress since the early
works. There is no doubt that further research on the subject can still bring
improvements and better understanding of the limitations and potentiali-
ties of this new technology.

Applications exist already where watermarking technology is used. As
previously discussed, in many protection systems currently under devel-
opment, watermarking resort is planned in conjunction with other mech-
anisms.

Some of the essential functionalities that are sought in watermarking
technology can however be implemented using other techniques. Au-
thentication can be very efficiently handled by cryptographic protocols.
Current research is also trying to develop robust identification techniques
to design copy and diffusion monitoring systems. Such identification re-
quires efficient database architectures and poses privacy related problems.
Finally, few systems rely on secure hardware support and playing devices
in order to prevent access to decrypted content. Besides the limitation on
usage, such system often end up being cracked leaving decrypted content
unprotected.

Watermarking technology must be considered as complementary pro-
cessing tool which can play a role in well defined application scenarios.
Further developments are required for a wide resort of this technology in
the multimedia industry.





Chapter 2

The synchronization issue in
watermarking schemes

The resistance of watermarking schemes against geometrical distortions has been
the subject of quite much research in the last ten years. The ability for a commu-
nication scheme to cope with a loss of synchronization is indeed a very difficult
issue. Still, the tolerance of the human visual perception in presence of such dis-
tortions is surprisingly high and situations where loss of synchronization takes
place are numerous. The aim of this chapter is to present an extensive survey of
existing works addressing this particular problem. Each of the proposed class of
techniques will be analyzed to show which forms and what severity of distortions
it is able to survive. The possible security implications of the proposed techniques
will also be studied. We will try to point out the strengths and weaknesses of each
solution. Special attention will be given to implementation details such as crop-
ping operation which is subsequent to most geometrical distortions. Partial loss
of content, change of width to height ratio or modification of the image size have
important consequence on some proposed schemes. We will also briefly discuss
the difficulty to evaluate the severity of a geometrical distortion.

Keywords: Watermarking, synchronization, geometrical distortions.

Introduction

The present work focuses on the challenge of designing watermarking
schemes resistant against desynchronizing distortions. Synchronization
issues are of the utmost importance in a communication system. Indeed, a
signal bears information only relatively to its original references. Modify-
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ing references results in modification of the conveyed information. Robust
communications systems require means to recover from a possible loss of
the original signal references.

Signal transformations causing desynchronization are common. In wa-
termarking scenarios, their origins are numerous and can be consequent
to malevolent manipulations as well as usual processing. With nowadays
digital processing ease, the only limitation to such distortions is perceptual
comfort.

2.1 Communications over desynchronizing channels

A wide class of communication channels can be described by the linear
filter channel with additive noise. In this model, the channel distortion
is determined by the shape of the channel impulse response

�
and the

nature of the independent additive noise signal. Given � an input signal,
the channel output � is given by

�������
	 ��������
 � ��������������� (2.1)

	 ���
� � � �����������������! "�#���������%$ (2.2)

where ������� is noise.
In the above expression, the impulse response

� ����� is not a function
of time variable � . The system is said to be linear time-invariant (LTI).
Quite much theory has been developed about communications over such
channels. However, an important class of channels is not represented by
expression 2.2. In order to describe such channels, one must consider
a more general channel expression where impulse response is evolving
along time. Such channels are called linear time-variant (LTV) filter chan-
nels.

�&�����
	 ��������
 � ���('����)�*������� (2.3)

	 � �
� � � ���('����������������! "�+�*�������%$ (2.4)

Transmission with radio wave signals is an example of a physical system
necessitating the LTV channel model. It is common to consider it as a
varying multi-path fading channel. The channel impulse response has the
form � ���('�����	-,/.1032

�546
798(:<; 7 ������=?> �@��� 7 �����BADC%EGF�H .I032 (2.5)
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where �*����� is the time-varying number of multi-path components, ; 7 ����� , � 7 �����and � 7 ����� are the random time varying amplitude, delay and phase of each
signal path.

In order to deal with such channels, one usually relies on the assump-
tion that time-varying parameters can be considered constant for some
given periods of time. The channel model is hence converted to a LTI
system which can be more easily handled. The achievement of synchro-
nization can be separated in two phases [5]. The first phase consists in
the acquisition of the initial channel characteristics by resolving time and
frequency uncertainty, while, in a second phase, one performs fine track-
ing including optimum sample timing and possibly carrier phase tracking.
Training or pilot signals are often used to achieve initial channel estima-
tion. The acquisition step requires a very stable channel state, while track-
ing only succeeds when characteristics change sufficiently slowly.

Geometrical distortions occurring in image watermarking are best de-
scribed by a linear space-variant filter channel. The channel impulse re-
sponse can be expressed as the combination of two filters:

� ������� '�����	�� 	 ��

��� ��������'�����	�� 
 ��

��� ������� � (2.6)
	 =���� �� ���������	&����� �� ���������	�����
 ��

��� ������� �%$ (2.7)

The space-variant component of the impulse response
��

���

consists in
a single space-varying delay or spatial displacement representing most
desynchronizing distortions. The second linear component

��
����
and the

additive noise ������� model the rest of the distortions such as image com-
pression or rendering. The channel frequency selectiveness is thus fully
space-invariant. Note that the geometrical operation consisting in crop-
ping is a space-invariant distortion. All other geometrical deformations
cause a space-varying channel behavior.

The major difficulty when dealing with watermarking complex desyn-
chronizing channels is that the constant channel state assumption can be
made only over very short periods. Moreover, signal to noise ratio is of-
ten so low that neither initial channel state acquisition nor tracking can be
performed. We will see that a possible solution is to transform the signal
in a new representation space in which the channel exhibits a ”space”-
invariant behavior. Sometimes it merely enables to consider channel as
invariant over larger signal periods.

Another constraint in watermarking systems is that training or pilot
signals mechanisms must be kept secret to opponents.
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2.2 Classification of geometrical distortions

There are two approaches to address the different forms of geometrical
distortions that an image can undergo.

Usually one considers the set of possible distortions in terms of their
likelihood to take place. Under this approach the most important distor-
tions will be those caused by most common physical or digital handling
processes. Distortions resulting from easily achievable manipulations will
also be given much consideration. Excepting some application-specific
non-linear physical processes, this classification will probably match the
mathematical complexity and degrees of freedom of the deformation mod-
els. Attention should therefore be given in decreasing order to the follow-
ing deformations:

• T: Translation (cropping).

• Rigid or RST: Rotation, scaling and translation.

• Affine or SARST: Shear, aspect ratio, rotation, scaling and transla-
tion.

• P: Projective transform.

• Non-linear lens deformation...

Circumstances where such distortions can take place are content editing
using image manipulation software, format conversion, print-and-scan
operations, analog handy-cam video acquisition, ... .

Another approach would apprehend distortions in terms of the amount
of nuisance it causes to visual perception. This requires to jointly consider
nature and severity of a geometrical deformation. Implicitly, many water-
marking algorithms state that complex but tolerable distortions are those
which can be well described locally by simpler deformation models such
as affine transformations.

Under this approach the set of distortion models that should be
considered to address robustness becomes unlimited. Instead, perfor-
mances should be stated in term of perceptually driven degradation cri-
terion. Although many evaluation criteria have been proposed for non-
desynchronizing distortions, very few [6, 7] propositions have been made
so far to characterize geometrical deformations. This issue is far from be-
ing fully resolved.
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Lacking a general evaluation criterion researchers proposed reference
deformation model with range of parameters to be tested to compare wa-
termarking schemes performances. A widely used complex deformation
model is the deformation known as Stirmark[8, 9]. It consists essentially
in a combination of bilinear deformation, global bending, local random-
ization, interpolation and JPEG compression.

Cropping is an important implementation detail which is seldom dis-
cussed. However, as output images cannot include undefined regions, this
operation will follow most geometrical deformations. The mathematical
expression of the deformation usually does not specify output signal lim-
its. In order to establish robustness of a watermarking scheme, one should
mention detailed implementation processes stating whether partial orig-
inal content was lost, signal center of gravity moved or width to height
ratio changed. Figure 2.1 illustrates this often omitted issue.

?

Fitting size

Maximum size

Constant size
?

Figure 2.1: Cropping implementation details.
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2.3 Overview of watermarking schemes dealing with
desynchronization

In this section we try to present an exhaustive survey of the watermark-
ing schemes claiming resistance against distortions causing desynchron-
zations. The classification is organized according to common approaches,
reasoning or assumptions in the design of the different schemes. Partial
correlation exists between the order of presentation and the chronology
or popularity of the different techniques. Some schemes could be catego-
rized in more than one class as they combine several different approaches.
However, each work is only cited once, in the most specific class that it
belongs to.

2.3.1 A priori knowledge

The first papers (e.g. [10]) addressing the robustness against geometrical
distortions considered that the undergone distortion was known at the de-
tection stage. The study only consisted in checking whether the embedded
message could still be recovered after a distort-restore process. Given an
arbitrary geometrical transformation of the image, the inverse deforma-
tion was applied and subsequently the embedded message was extracted.

This consisted in studying the effect of a double interpolation leading
to restoration of the original signal on the detection performances. As one
might expect, one outcome of this analysis is that high frequency compo-
nents of the watermark are quite fragile and poorly withstand such oper-
ations.

2.3.2 Registration

In some situations, the watermarking scheme can rely on information
about the original content to perform watermark detection. These schemes
are said non-blind or non-oblivious. The availability of this information
depends on the capacity to perform robust identification of the incrimi-
nated content. This can be done through soft hashing algorithms com-
bined with efficient database searching techniques. In some applications,
one can rely on manual intervention to validate the identification.

In order to recover synchronization, one can therefore use the original
undistorted content or stored reference values to establish correspondence
between both signals as illustrated in figure 2.2. An inverse deformation
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can be estimated and applied to the illicit content before proceeding to the
watermark detection.

Signals registration is a widely studied problem in the field of image
processing [11, 12]. It plays a crucial role in medical imaging [13]. Im-
portant factors in the design of registration algorithms are the assump-
tions that can be made to characterize the signal content or the relation
linking both signals. This justifies the coexistence of multiple techniques,
each fitted to specific applications. Among the proposed registration
techniques proposed in watermarking, one can find area-based methods
[14, 15, 16, 17, 18, 19] and feature-based methods [20, 21, 22, 23, 24]. Other
works rely on quasi perfect registration [25]. One might regret that some
works do not explicitly state the use of reference from the original content.

Figure 2.2: (a)Area and (b)feature-based registration.

2.3.3 Exhaustive search

This approach consists in considering all deformations that could have
taken place, performing accordingly inverse transformation and subse-
quently performing detection. The embedded watermark is extracted
choosing the best detection confidence value which is above appropriated
threshold. One must inevitably restrict the search over a set of likely de-
formation models and a range of distortion parameters. Besides computa-
tional constraints, one must carefully study false positive probability as it
increases with the size of the search [26, 27, 28].

Considered distortions are generally limited to translation, scaling and
rotation. Assumptions on the severity of the distortion can be made to
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limit the range of tested parameters. In order to address more complex
transform while maintaining reasonable computational cost, detection can
sometimes be performed on smaller regions of the image [29, 30] provided
sufficient watermark-to-image power ratio is available. Strong hypotheses
can be made on the relative continuity or smoothness of the deformation,
further reducing the search space [31].

Another mean to reduce search space is to use periodically structured
watermarks [32, 33, 34]. It enables to limit search for synchronization over
one repetition period. However, one must be careful and prevent oppo-
nents from using this organized redundancy to estimate and remove wa-
termark structure.

2.3.4 Synchronization marks

A classical approach in digital communications to identify channel char-
acteristics is the use of training signals also called pilots. These are signals
which have known and easily detectable features and therefore do not
convey information except their presence. At the receiver, a correct regis-
tration of the received signal with the original uncorrupted reference pilot
is required to achieve channel estimation.

Pilot registration

Channel
distortion

Pilot
embedding

restoration
Image 

Watermark detection

Figure 2.3: Embedding and registration of synchronization marks.

In watermarking, such signals have been proposed to fight against ge-
ometrical distortions. The detection of these reference signals must be ro-
bust to the addressed distortions. This leads to the design of pilots with
trivial and clearly identifiable spatial or spectral features. The estimation
of the undergone distortion requires an exhaustive search to register de-
tected features with reference pilot.
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Several authors propose such an approach performing pilot registra-
tion in spatial domain [35, 36, 37]. Others design a reference signal ex-
hibiting strong spectral characteristics, also called template, and proceed
accordingly in Fourier related domains [38, 39, 40, 41, 42]. Template reg-
istration can often be facilitated using logarithmic and polar mapping of
the Fourier representation space [43]. Rotation and scaling distortion re-
duce to translation in this new representation space, enabling a correlation
based detection.

As an alternative to these complementary signals playing the role of
reference marks, one can design the informative watermark in such a way
that it exhibits robust identifiable features. Such watermark are said to
have self-referencing structures. Periodically structured watermarks have
been widely proposed [44, 45, 46, 47, 48]. Associated reference marks
can be detected in Fourier magnitude spectrum [49] or in the signal auto-
correlation function (ACF).

A complementary approach [50] studied the optimal design of syn-
chronization patterns based on the maximization of the Fisher information
in a embedder-attacker hiding game.

Compared to exhaustive search approach, using synchronization marks
prevents excessive false alarm probability since detection is performed
only on suspected (informed) inverse deformation. However, one might
expect an increase in missed detection probability or a trade-off between
robustness and security issues. This concern was already addressed for
template based methods [51] but is also applicable to most other proposed
pilots or self-referencing structures.

The following approaches all propose watermark embedding in a
transformed domain where channel distortions exhibit “time-invariant”
behavior.

2.3.5 Insensitive domain

The most straightforward manner to get rid of spatial synchronization
constraints is to express signal in an adimensional space, i.e. a scalar value.
Due to capacity objective, this reasoning is applicable only to video water-
marking. One can build a watermark with trivial spatial nature but hidden
temporal structure.

It has therefore been proposed to embed message in mean luminance
value of successive video frames [52, 53]. Other similar works embed spa-
tially robust features along the temporal axis [54, 55]. Although these ap-
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proaches exhibit quite insensitive behavior against spatial desynchroniza-
tion, they are still subject to temporal distortions such as frame dropping,
change of frame rate, ... .

Another little studied approach is the embedding in the color or lumi-
nance representation space [56]. However, robustness to histogram equal-
ization and other color manipulation processes is still challenging.

2.3.6 Fourier magnitude, log-polar mapping, log-log mapping
and Fourier-Mellin domain

These transformed domain approaches have been proposed to design wa-
termarking schemes robust to specific class of deformations. They rely
on advantageous properties of the Fourier transform. In Fourier domain,
magnitude spectrum is insensitive to translation, scaling produces inverse
scaling and image rotation yields identical rotation on the spectrum. Per-
forming log-polar mapping of the Fourier domain, rotation and scaling
of the image become translations. Combining both transforms as illus-
trated in figure 2.4, one can design the Fourier-Mellin domain which is
insensitive to rigid deformations. Several authors address these kinds of
transform [57, 58]. Performing log-log mapping of the Fourier domain
provides a representation insensitive to cropping, scaling, and modifica-
tion of aspect-ratio but not rotation [59]. Discrete implementation of such
transforms and their inverse is not straightforward.

DFT DFT

IDFT

LPM

ILPM IDFT

AmpAmp

Phase Phase
Fourier−Mellin
representation 

Figure 2.4: Combining discrete Fourier transforms (DFT/IDFT) and log-polar
mapping (LPM/ILPM) to obtain the RST invariant Fourier-Mellin domain.

2.3.7 Synchronization on content

Most approaches based on signal content use the availability of the image
at the embedding stage to perform content normalization. It consists in
building reference systems based on robust signal content characteristics.
Classical watermark embedding and detection can then be performed on
a normalized representation of the image. One expects the content depen-
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dent reference system to undergo the same geometrical distortions as the
cover signal.

Three different approaches to produce content normalized represen-
tations have been proposed. They are illustrated in figure 2.5. In the
first group, the entire image signal is expressed in a new global reference
system[60]. In the second group, one extracts robust features or objects in
the image in order to produce a partitioning of the representation space
in several regions. Normalized reference systems are defined over each
separated region[61, 62, 63, 64]. The last approach consists in defining a
distinct reference system for every location in the image signal [65].
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Figure 2.5: Different content normalization approaches: (a) Global, (b) region-
based, (c) local.

The main challenge in content based approaches is to be able to cope
with partial loss of content in the channel and build robust scale refer-
ences. Human scale and orientation perception relies on semantic inter-
pretation of the content. Automatic characterization of an orientation is
manageable thanks to its cyclic structure, the scale issue on the opposite is
intrinsically unsolvable due to its unlimited range. In practical schemes,
robustness can nevertheless be achieved for limited amplitude distortions
which is satisfactory in many applications.

2.4 Problem statement - Needs

It appears that the synchronization problem in watermarking is still a chal-
lenging issue. Current propositions are reliable for handling character-
ized distortions in specific application scenarios. However, both robust-
ness and security improvements would be mandatory for a wide range of
applications. Further refinements are still possible. We believe that fun-
damental aspects of watermarking have not been exploited to their max-
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imum capacity in many proposed approaches. In addition, the so-called
robustness provided by several schemes is jeopardized by serious security
flaws. Quality assessment tools are missing to correctly address the prob-
lem raised by geometrical distortions in watermarking.

In chapter 3, we present a watermarking scheme that we have de-
signed based on periodical spatial patterns and study its related secrecy
and robustness issues. We also discuss the detection of its organized struc-
ture as synchronization pilot to design affine resilient schemes.

Chapter 4 investigates the content based normalization of a signal. We
propose a new local normalization approach and study its robustness un-
der geometrical deformations. We illustrate the use of such representation
tool to secure or design robust watermarking schemes.

In chapter 5, we discuss the lack of quality evaluation tools for ge-
ometrically distorted images. We present the original approach that we
have developed to perform such quality assessment.

based
on content

characteristics

Chapter 4Chapter 3

Periodic
patterns

watermarking

Oblivious
watermarking

Synchronization

Synchronization
issues

Quality 
assessment

Chapter 5

geometric

Assessment
of

distortions

Figure 2.6: Following chapters description.



Chapter 3

2-D periodic patterns for image
watermarking

The robustness of watermarking algorithms against common geometrical defor-
mations has drawn the attention of many researchers for ten years already. Today,
the design of communication systems that are able to recover from loss of syn-
chronization is still an important challenge. In watermarking, the use of periodic
structures has been proposed as a mean to fight such distortions. However, the
security implications of this periodicity have not always been properly addressed.
In this chapter, we first present a method that we have developed to generalize and
introduce secrecy in the construction of periodic patterns for watermarking. The
resistance against cropping and general affine transformations is presented and
the related security and robustness issues are discussed.

Keywords:Watermarking, periodicity, geometrical deformations.

Introduction

Watermarking can be described as a communication over noisy chan-
nel problem with specific security constraints. Digital communication
systems over noisy channels use channel coding techniques in order
to achieve error-free transmissions. These techniques introduce a cer-
tain amount of redundancy in the transmitted message which enables a
diminution of the rate of error at the price of a lower transmitted infor-
mation rate. Specific forms of redundancy can enhance the watermark
detection performances. However, introducing redundancy can also have
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security implications for the watermarking system. These issues will be
discussed in the present chapter.

The simplest way to introduce redundancy in a discrete signal is to
perform repetition coding, where each symbol of the message is repeated� times and produces a code whose length is � times the original length
of the message. In most circumstances, repetition coding is not the most
appropriate way to introduce redundancy in a signal. Algebraic and con-
volutional error coding codes are more complex but also much more ef-
ficient channel coding techniques when the channel exhibits sufficiently
low error probability. Baudry et al. [66] have studied what is the ade-
quate channel coding strategy using a combination of repetition and BCH
or convolutional error coding techniques.

In watermarking systems, the channel is characterized by a very low
signal-to-noise ratio. In practical scenarios, only few schemes can achieve
perfect rejection of the host signal interference. Therefore some kind of
repetition coding will often be required before any other error correcting
coding can successfully be used. Moreover, as the communication channel
is mostly unknown, one will have to consider the worst case signal-to-
noise ratio in the system’s design.

Repetition of a set of symbols can be performed in many different
ways. Some methods can bring more benefit than others. One specific
form of repetition is periodic repetition. One says that a sequence is pe-
riodic with period

�
if the same symbol occurrence can be observed at

fixed-size interval of samples.
In watermarking schemes, the use of periodicity in the embedded sig-

nal is, besides its channel coding role, motivated by two different but quite
related objectives. The first objective is to limit the size of the searching
space to one repetition period in methods performing exhaustive search
to recover from a loss of synchronization. As illustrated in fig. 3.1 the
periodic tiling of an elementary rectangular watermark pattern permits to
operate the search for synchronization after a cropping over the area of
the size of a single tile. This construction also guarantees that, provided
the cropped image remains larger than the elementary tile, it contains an
occurrence of every symbol of the hidden message.

The second objective is to benefit from the self referencing structure of
the signal. One can analyze the autocorrelation function of the periodic
signal to determine which transformation the signal has undergone. This
determination is achievable only when the number of periods represented
in the signal is sufficiently large.
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? ?

(a) (b)

Figure 3.1: (a) Searching for synchronization with reference marks, (b) tiling an
elementary pattern to reduce search space.

This chapter will present an original generalization method to build
periodic n-dimensional discrete signals and set out its advantageous prop-
erties for watermarking schemes.

3.1 Weaknesses of watermarking schemes using pe-
riodicity

Periodicity, because of its very organized redundancy can introduce secu-
rity weakness in a watermarking scheme. The channel coding role played
by periodicity can also be exploited by unauthorized user to compute an
estimate of the embedded watermark through averaging of the signal over
the different repetition periods.

Very early papers [67] on watermarking technique already discussed
the choice of two-dimensional arrays with useful properties. However,
they focused only on cross-correlation properties of rectangular arrays
and did not research periodic structures. Existing periodic watermark-
ing schemes [44, 33, 47] propose rigid watermark construction. Indeed,
the periodicity results from the tiling of fixed size rectangular elementary
pattern as illustrated in fig. 3.1.b . The secrecy of the construction lies only
in the nature of this elementary tile. Therefore the repetition periods of the
watermark are fixed and publicly known.

An important weakness issue arises in those schemes due to the ab-
sence of secrecy in the way the elementary pattern is repeated across the
image. This enables any opponent to compute an estimate of the water-
mark by averaging the signal over the different period repetitions. This
opponent would then be able to remove important watermark power from
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the document or perform a copy-attack [68] on other documents.
The first part of this chapter shows that it is possible to introduce

secrecy through a generalization in the construction process of periodic
structures. In the second part, we illustrate how one can benefit from pe-
riodically structured watermark to estimate undergone affine transforma-
tion of the media. We also discuss the security issues in those different
usage of periodicity.

3.2 Construction of n-dimensional periodic patterns:
a generalization

3.2.1 Problem statement

In the following discussion, we consider finite length discrete multidimen-
sional signals that we refer to as patterns. Each element of the pattern is
characterized by an index giving its position in the sequence, and a value
belonging to an alphabet of symbols � . In the multidimensional case, the
indexes take values in the n-dimensional finite subset � of ��� . The extend
of the pattern is thus given by the set of indexes where a value for the sig-
nal is defined. We consider arrays as a category of patterns whose extend
results from the inner product of index intervals in each dimension.

(a) (b)

Figure 3.2: (a) Two-dimensional pattern, (b) Two-dimensional array.

A n-dimensional pattern � is periodic if there exists
�� � 4 , �� ��� ,..., �� � �

such that

�+� ��
	 � 	��+� ���	 � �� � � � 
�� ��
 �� 	�� ���&� �� 	 � �� � � � � � $ (3.1)

When the signal has finite length, this relation must hold only for pairs
� �� 	 � �� 	 � �� � � � belonging to the subset of indexes that determine the signal
extent.
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Given � , a discrete sequence of symbols with length � , we aim at
finding a method to construct an arbitrary shaped pattern which contains
all the symbols of � in such a way that the pattern is periodic. Moreover,
the proportion of each symbol represented in the pattern should tend to
the same proportion as in the sequence � when the pattern extent tends
to infinity.

3.2.2 Construction scheme

In this section we describe how one can construct different periodic pat-
terns depending on the values chosen as construction keys. The construc-
tion method will be described for 2-dimensional patterns, but its extension
to n-dimensional patterns is straightforward.

Let � be a 1-dimensional sequence of symbols with length � ,

�/> 	 A�� 	 	�� $ $ � ��� $ (3.2)

In general cases, no other information about this sequence is known. It
could contain � different symbols values. No restriction exists on the
length of � .

We start by choosing two keys
	 4 and

	 �
which can be any integer com-

prised between � and � ��� . We will explain below which combinations
of keys should not be used. The pattern is filled with the elements of the
sequence in such a way that there exists in the pattern a constant relation
between elements in adjacent positions. If the position ������	&� in the pattern
is filled with the � 0

�
symbol of the sequence, then we will take the symbol

in position � ��� 	 4 �	��

� � in the sequence to fill position ��� ��� ��	&� of the
pattern. The construction is illustrated in fig. 3.3. In the same way, the
symbol at position ������	�� and the one at position ������	 ��� � are

	 �
cyclic

positions away in the sequence.
Once a first element is chosen in the pattern, there exists only one way

to complete the pattern given the two keys
	 4 and

	 �
.

� > ����	"A 	 �?> � A ' (3.3)
� > ������	
�1A 	 �?> � �(� 	 4 
 �����&� �5�)� 	 � 
 ��	��&� 	��������  � A $ (3.4)

Figure 3.4 shows an example construction with initial sequence � 	> ����� � ����� � � � � � � � � � ��� � � ��!"� � � � � A and construction keys
	 4 	$# and

	 � 	&%
( � 	(' ).
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C[N−2]C[N−3]C[0] C[1] C[2] C[3] ...

Sequence C

C[(i+k1−k2)mod N]

C[i]

C[(i−k1−k2)mod N]

C[(i−k1+k2)mod N]

C[(i+k1)mod N]

C[(i+k2)mod N] C[(i+k1+k2)mod N]

C[(i−k2)mod N]

C[(i−k1)mod N]

Pattern W

C[N−1]

Figure 3.3: Periodic expansion of a 1-dimensional sequence � onto a two-
dimensional pattern
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Some care must be taken while choosing the two keys
	 4 and

	 �
. In-

deed, we want that all the symbols of the sequence be represented in the
pattern. In order to achieve this, the following condition has to be veri-
fied: the greatest common factor between

	 4 , 	 � and � must be equal to
one. When this condition is not satisfied, and say the greatest common
factor is m, only � �

� out of the � symbols of � are represented in the
pattern.

The number of different constructions depends on the length � of the
symbol sequence � . If � is prime, then the number of allowed combina-
tions of keys will be �

�
. If � is not prime, some combinations will have

to be ruled out, and the total number will be slightly smaller. If the factor-
ization of � in prime numbers is given by the following expression,

� 	������4�� ���
	� � $ $ $ � � ���� (3.5)

with � 4 , � � ,..., � � being different prime numbers, then the total number of
combinations that do not satisfy the above stated condition is

��
 ��� 
�� � 
 � 	 ��� �6
� 8 4

���
� � ��� � � ��� � �% �6

��� E 8 4 . ���8 E 2
���

�� � � E �
�
� ��� $ (3.6)

The total number of allowed combinations of keys is given by

� 7 
 � � 	 �
� � ��
 ��� 
�� � 
 � $ (3.7)

Figure 3.5 shows the evolution of the total number of suitable combina-
tions of keys in function of the length � of the sequence. One can clearly
observe the diminution of the number of combinations for lengths that are
multiple of two, three or five.

In the general case where all symbols in � are different, each permu-
tation of symbols in the sequence produces a different pattern owning the
same periodic structure. Therefore the total number of different construc-
tion of a periodic pattern whose repetition period contains strictly one oc-
currence of every symbols comprised in a sequence of length N is

�! �"
0 0

�# � � 	 �%$ � � 7 
 � � $ (3.8)

3.2.3 Reconstruction property

A very interesting property of the pattern construction scheme is the con-
stant relation between symbols located in adjacent positions. It enables
reverse processing on the pattern.



34 Chapter 3. 2-D periodic patterns for image watermarking

0 200 400 600 800 1000 1200
0

2

4

6

8

10

12
x 10

5

N 2 N 
keys 

N 

Figure 3.5: Number of key combinations in function of N

Let �/> 	 A be the initial ordering of symbols in the sequence before con-
struction of the pattern, that is after a possible permutation of the original
sequence. An inverse operation consisting in reconstruction of a sequence
� � > 	 A from the pattern can be performed. It follows from the construction
scheme that the reconstructed sequence � � is a circularly shifted version of
� whatever position is chosen as reference in the pattern. This is illustrated
in figure 3.6 where position � � � % � was chosen as starting index instead of� % � # � .
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Figure 3.6: Reconstruction of a circularly shifted sequence

On the opposite, cyclic permutations of the sequence � produces
shifted versions of the periodic pattern in the construction process.

Another consequence is that the 1-dimensional cross-correlation prop-
erties of the sequence � are transferred to the two-dimensional con-
structed pattern. One might for example choose a maximum length se-
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quence [69] as initial sequence � to generate a pattern with very good
cross-correlation properties.

Note that the construction method does not guarantee that it is possi-
ble to obtain a rectangular pattern without truncating repetition periods.
This means that 2-D cyclic cross-correlation of an arbitrary shaped rectan-
gular pattern will not necessarily exhibit the same cross-correlation as the
sequence. It will however be the case for of few particular arrays. Firstly
all arrays of size � � � whatever combinations of keys are used. Sec-
ondly arrays generated by a combination of keys which have common -
but different - factors with � . With those keys, the adequate array size is

����  � � �
	 4 � � ����  � � �

	 � � $ (3.9)

3.2.4 Extension to N-dimensional periodic structures

The presented construction can easily be extended to n-dimensional struc-
tures. For each dimension, one key has to be chosen. The construction rule
is then given by the following expressions

� � � 4 � � � �9$ $ $ � � � � 	 �?> � A ' (3.10)
� ��� 4 ��� � �9$ $ $ ��� � � 	 �?> � �5� 	 4 
 ��� 4 � � 4 ��� 	 � 
 ��� � � � � �

�+$ $ $ � 	 � 
 ��� � � � � �������D � A $ (3.11)

The considerations concerning the choice of key values can easily be de-
rived from the 2-dimensional case.

3.3 A spatial watermarking scheme based on gener-
alized 2-D periodic patterns

In this section we present a practical watermarking scheme using the afore
described generalized periodic pattern structures. The proposed scheme
is a spatial domain additive scheme for grayscale image. The watermark
embedding procedure can be expressed as follows:

��� ������	�� 	 � ������	&���
	 ������	�� � ������	���� (3.12)

where
���

is the watermarked image luminance,
�

the original image lumi-
nance array, 	 a perceptual weighting factor array and

�
the watermark

array. All arrays have the same size as the original image.
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3.3.1 Watermark construction

Let � be a binary sequence of length ��� representing the message to be
hidden in the image. A succession of processing steps applied to this se-
quence � lead to the watermark array. The global procedure is illustrated
in figure 3.7.

The first operation consists in performing convolutional error correct-
ing coding on the message sequence � to produce a coded message �
with length ��� . The code rate ��� � ��� is limited by the channel bit error
probability and the capacity of the cover image. Indeed, the subsequent
steps in the watermark construction perform pure repetition coding of the
coded sequence � aiming at the achievement of a satisfying bit error prob-
ability on the coded message. Above a certain threshold, convolutional
coding does not perform better than repetition coding.

In a second step, the bits of the coded message � are randomly re-
peated to form a new code sequence � with length � �

. This expansion is
dependent on key

	 : . One should take care that all the bits are equally
repeated, such that � �

is a multiple of � � . This operation can include bit
inversion in such a way that an equal number of 1’s and 0’s is guaranteed
in � and therefore that the watermark pattern embedding into the image
does not change its mean luminance value.

The role of this expansion is to increase the size of � in order to increase
the number of possible different pattern constructions and at the same
time control the size of each periodic repetition in the pattern. One has to
check that the random repetition does not produce a periodic sequence,
otherwise the pattern construction will produce the same structures as if
sequence � was truncated to one repetition period.

The next operation is the periodic pattern construction as detailed in
previous section. We will call � the generating sequence of the pattern.
The pattern dimensions are the same as the cover image. One difference
with the description from section 3.2 is that each cell of the pattern covers
an array of ! � by ! � pixels in the cover image. The repetition of the same
bit value over an array of pixels permits to limit the high frequency com-
ponents of the watermark. Most high frequencies do not survive common
compression and interpolation operations.

The parameters � ��� � � �
	 : � 	 4 � 	 � � ! � and ! � will determine the water-

mark repetition structure. In a practical application, three parameters have
fixed value: the watermark message length � � , image expected size and
the worst channel characteristics. Image expected size means minimum
size of image from which the message should be recovered. The rest of the
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Figure 3.7: Watermark pattern construction

parameters should be optimized for each situation.
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3.3.2 Perceptual masking

The design of the weighting factor 	 in equation 3.12 is motivated by the
will to minimize the image degradation while maximizing the detection
reliability. This leads to the shaping of the watermark signal to fit image
characteristics. Most approaches consist in optimizing watermark power
distribution with perceptual sensitivity considerations. The easiest way
to perform perceptual masking is to apply local scaling to the watermark
proportional to a local activity measure of the cover image. An effective
measure of local activity is the Laplacian high pass filter

� 	
�� ��� ��� � ���� � � ���� ��� � �

�� � ��$ (3.13)

Another perceptual consideration is the lower sensibility of the human eye
to a change of luminance for darker luminance intensity levels. This effect
is rendered by Weber’s law.

A combination of Laplacian high pass filtering and Weber’s law based
weighting was chosen as scaling factor 	 for our method. Other more ef-
fective masking methods based e.g. on anisotropic wavelet decomposition
analysis could be used. Many authors [70, 71, 72] have proposed human
visual sensitivity models for watermarking applications. The comparison
of existing perceptual masking models was not addressed in this work.

3.3.3 Detection scheme

The present detection strategy considers the watermarking channel as lin-
ear time invariant with additive noise. The proposed detection scheme
is essentially correlation based. As the message bits are randomly dis-
tributed over the generating sequence � , the pattern elementary period
can be considered as spectraly white. From detection theory, we know
that correlation detectors are optimum in presence of linear time invari-
ant channels with additive white Gaussian noise (AWGN). However, in
watermarking channels, noise is due to the cover image where neighbour-
ing pixels are highly correlated. Detection improvement can be achieved
through whitening of the cover image spectrum prior to the correlation
operation [73]. This necessitates a decorrelating filter. The following FIR
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filter is appropriate for this operation:

� 	
��
� � % �� % � � %
� � % �

�� � � (3.14)

After the image has been filtered, one must proceed to the inverse con-
struction of an estimated generating sequence � � , according to the con-
struction keys. The sequence results from the averaging of the different
repetitions of the elementary pattern over the image. As pattern cells are
spread over ! � by ! � pixels, as many different sequences � � correspond-
ing to the possible cell shifts have to be considered. The sequence lead-
ing best final correlation value will be retained. If the image was water-
marked with the same keys, the inverse construction process will produce
a sequence which is a circularly shifted estimate of the original sequence
� used to construct the watermark pattern. One has to retrieve the un-
dergone shift. This is performed through the correlation of the estimated
sequence � � with ��� different masks corresponding to each of the differ-
ent bits in the coded message � . Those masks � 4 � � � �9$ $ � �

,
� are vectors

constructed thanks to the knowledge of key
	 : that was used to distribute

the bits of � over the generating sequence � . They are constituted of � , ���
and � ’s according to the position of the different occurrences of each bit of
� in sequence � . Let � be the number of occurrences of each bit of � in � ,

� 	 � �
��� $ (3.15)

For each circular shift, the � � normalized correlation values of sequence � �
with the different masks are squared and summed as expressed as follows:

 7 	 ,
�6

� 8 4
�
��� � � �7
� �

�
� (3.16)

where � �7 is a cyclic permutation of � � . The shift
	

leading to the max-
imum correlation value indicates the most probable undergone circular
shift. This maximum correlation value  � " � constitutes the decision crite-
rion of the watermark detection process:

 � " �+	����
	7  7 $ (3.17)

Considering this shift, an estimated coded message � � is generated where
each value results from the averaging of the different occurrences of each
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bit in � � according to
	 : . The last operation consists in decoding the coded

message � � through a Vitterbi soft decision algorithm and produce the
decoded message � � .

In order to decide whether the image was watermarked, the decision
criterion  � " � has to be compared to a pre-defined threshold value. The
threshold value

�
can be fixed according to the Neyman-Pearson strategy.

This consists in setting a maximum false alarm probability that cannot be
exceeded. Two exclusive hypotheses have to be defined:

• � : The image was not watermarked.

• � 4 The image was watermarked.

The probability of false alarm is defined as

��� " 	 � � ��� >  � " ��� � ��� : A�� (3.18)

and the probability of missed detection is defined as the probability that
we consider the media not watermarked although it is:

� � � 	 � � ��� >  � " ��� � ��� 4 A $ (3.19)

Under the hypothesis that the image does not contain a watermark and
that the image signal was efficiently whitened, the elements of sequence
� � are i.i.d Gaussian variables,

� � �����
	 �*� � ��� � � ��
 ��
 � � $ (3.20)

Each correlation output with one of the mask � �
has therefore a Gaussian

distribution
� � � � �7
� 	 ��� � ��� � � � � 
�� � 	 (3.21)

which can be normalized to standard normal distribution 	 ��� � � � � . Al-
though the elements of � � can exhibit some residual correlation due to im-
perfect cover signal whitening, each correlation output (Equ. 3.21) results
from the random combination of an important number of elements in � �
and can reliably be considered as independent variables. Let’s denote � 7
the random variable describing  7 realizations for a given shift

	
and ��� H

be the probability density function associated to � 7 . Under the hypothesis
that the ��� correlation outputs for a given shift

	
are independent, accord-

ingly to equation 3.16 and provided correlation outputs are normalized,
� � H takes the form of a �

�
distribution with � � degrees of freedom.

� � H�� ��� ���(��	 �
� �	 �54 C �
� 	
%
� �	�� � , �� � 
 	 $ (3.22)
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The cumulative distribution function is given by the incomplete gamma
function � as expressed in following expression:

� �?> � 7 
 � � � : A 	�� ����� ���% ��	
�
� � ���% � � �54 � �

: � � �	 �54 C �54  � $ (3.23)

The detection criterion  � " � is the maximum value of  7 among all � �
possible shifts

	
, for a given realization of � � . Expression 3.22 is the

distribution of  7 realizations for a fixed shift
	

or for independent � � re-
alizations. In our scenario, the � �

different detection values  7 are derived
combining all realizations from the fixed set of realizations in � � . For this
reason, distribution of � 7 for varying shifts

	
will not exactly fit the �

�
distribution. The way that it will differ from �

�
distribution is described

below.
The mean and variance of a �

�
distribution with � � degree of freedom

are given by

� 	 � � ' (3.24)
� ; � � ; � � C 	�% ��� $ (3.25)

In our case, distribution � � H differs from the �
�

distribution in accordance
with the values of � �

and � � . One can show that the first moment will still
be ��� but the variance will take values comprised between 0 and %&� � ����� �
depending on the ratio � � � ��� .

One can easily verify that, when � � 	 ��� , all  7 take the same value
( ��� ) and thus the variance of distribution � � H is equal to zero. This be-
haviour is illustrated in figure 3.8. Figure 3.8.a shows � � H distributions for
different � �

values with fixed � � . Figure 3.8.b shows the evolution of the
variance of � � H as a function of � � � � � ratio.

From figure 3.8.b one can realize that expression 3.22 becomes a quite
good approximation of � � H when ��� is large enough and the � � � ��� ra-
tio is important. The validation of this hypothesis will be illustrated by
experimental results in the following section.

In the following, we consider that the elements of � � are independent
and that � � and � � � ��� are large. Under these assumptions, expression
3.22 being a legitimate approximation the distribution of � 7 , one can com-
pute the probability distribution of � � " � . Since  � " � results from the max-
imum value of  > 	 A over all shifts

	
, the distribution of variable � � " � is

expressed as the distribution of the maximum of � �
independent realiza-
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Figure 3.8: (a) Probability distribution of Dk , (b) Variance in function of � � � ���
ratio.

tions of a �
�

variable  7 :
� ����� � � ��� ���5� 	 � � 
�� � H � ��� ���(��


�
�/� ������� ���% � � , � �54 $ (3.26)

The probability of false alarm for a fixed shift
	

and threshold value
�

is
thus given by

� � " � 7 � � � 	 � �&> � 7 � � A(	 �?� � � � � � �% ��� (3.27)

while the total probability of false alarm given a threshold
�

is the proba-
bility that the maximum detection value be greater than

�
:

��� " �
0
�

0
� � � 	 � �?> ��� " ��� � A 	 �/� � �/� ��� " � 7 � , � $ (3.28)

Given a maximum acceptable false alarm probability, a threshold value
�

for the decision criterion  � " � can be derived. Figure 3.9 illustrates the
probability mass functions and probability of false detection for � 7 and
��� " � computed with fixed � �

and ��� values.
Notice that, when the elementary cell of the periodic pattern covers

more than one pixel ( ! � �(� and/or ! � ��� ), a different  � " � is computed
for every ! � � ! � sub-cell shift. The total number of � 7 realizations is
thus multiplied by the size of the cell. The new distribution of � � " � will
be obtain using

� ��� 	 ! � 
 ! �?
 � � $ (3.29)
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Figure 3.9: Probability mass functions and probability of false detection ( � � 	
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3.3.4 Properties of the watermarking scheme

Whitening of the cover media and detection probability

Experimentation shows that hypothesis 3.20 is quite verified. Pattern
structure produces normally distributed variable. Indeed samples orig-
inating from distant location in the image are uncorrelated. Figure 3.10
shows the pdf of  � " � for different test images. Detection value  � " �
was computed over four different unwatermarked images with 5000 dif-
ferent key combinations with ! � 	 ! ��	 % . The last image was com-
posed of random Gaussian pixel luminance values. Detection curves of
non-watermarked images are quite insensitive to image content.

Figure 3.11 shows that, as discussed in previous section, experimental
detection results match more closely theoretical expression of � � � � � when
the � � � ��� ratio increases.

For schemes designed with small � � � ��� ratio, one can also experi-
mentally estimate � � � � � � � � and set the threshold value to an appropriated
level. When ��� is large, these distributions can be reasonably approxi-
mated by standard normal distribution such that

� �/> � 7 � � ��� : A ����� ��� � � 
 �� � � � �
 �� � � �	�� (3.30)
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where � ���(� 	 ��
%��

� �
� � C�� 		  �	 $ (3.31)

Invariance to cropping

A nice property of the detection scheme is that it is fully insensitive to spa-
tial discrete shifts. As previously described, a loss of reference produces
cyclic shifts in the correlation sequence. The detection schemes performs
an exhaustive cross-correlation to recover from this cyclic shift. If shifts
are fraction of pixels, performances will be slightly degraded due to in-
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.

terpolation. Figure 3.12 shows the effect of a fractional cropping (main-
taining constant image size) followed by cubic spline interpolation [74] on
bit-error rate.
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Figure 3.12: Crop of a fraction of pixel and interpolation.

This property also permits to boost the detection performances using
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side information at the embedding stage. This strategy is also called per-
forming informed embedding procedure [75, 76]. Since the cover media
is known to the encoder, one can optimize the coding process in order to
adapt the watermark to the channel characteristics. The procedure con-
sists in looking for the shift of the to-be-embedded watermark pattern
which leads to the best correlation value with the cover image. The num-
ber of different shifts that can be considered is equal to � � � ! � � ! � . The
resulting increase in performance is illustrated in figure 3.13 using

� � � �
different key combinations.
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Figure 3.13: Detection and BER improvement using informed embedding.

One must keep in mind that exhaustive search for synchronization
tends to increase the probability of high detection value on a content which
is not watermarked. In order to maintain constant false positive alarm
probability, one should therefore increase decision threshold at the price
of a higher probability of missed detection [26]. A benefit of the cyclic pat-
tern construction is that the exhaustive search for spatial shifts is always
bounded by the size � �

of sequence � as expressed in equation 3.28. This
ensures that the false alarm probability is not increased excessively.

When informed embedding procedure is applied, � ��>  � " � � � � � 4 A
also increases with � �

. This tends to show that it is not necessarily detri-
mental to increase the size of the space in which exhaustive search is per-
formed. It will however have a computational cost. Figure 3.14 compares
detection probability for different sizes of � �

. As � �
increases, detection

probability progressively shifts toward higher values. However, as this oc-
curs under both � : and � 4 conditions, it is not evident that the required
increase of decision threshold value to maintain a constant � � " will lead
to an increase of � � � .
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Such an informed embedding approach to improve resistance against
loss of spatial synchronization could be extended to more complex trans-
formation than translation. One might consider rotation, scaling or even
very complex transformations. Considering a watermarking scheme
which is reasonably insensitive to a class of geometrical distortions, one
can attempt to distort watermark structure in a profitable way in order to
exploit cover signal interference while ensuring the ability for the scheme
to recover from the desynchronization. This is illustrated in figure 3.15.
For scheme proceeding by exhaustive search, it is especially true if the
space in which synchronization must be recovered is of limited size. This
is the case for rotations and also for translation using our cyclic watermark
pattern construction. In other words, if the detection scheme is designed
to survive any rotation, then the embedding process should adapt water-
mark pattern considering all possible rotation of the cover media.

For transformations where the space in which we have to look for syn-
chronization is unlimited, such as scaling, hypothesis should be made on
the severity of a plausible geometrical distortion. However in these latter
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Figure 3.15: (a) Geometrical adaptation of the watermark to the content.

situations, in order to be robust, the detector will always need to consider
a larger search space than the embedder. Indeed, any geometrical attack
might further distort the already deformed watermark pattern. It should
be studied whether improvement can be reached enlarging search space
for informed embedding purpose.

Security issues

The specificity that also motivated the design of the scheme is the close
control on secrecy issues that it provides. Indeed, many different param-
eters influence the construction process, making the watermark repetition
structure unknown to unauthorized users. The length of the generating
sequence � plays an important role. Firstly, it determines the total num-
ber of different repetition structures which is linked to the computational
complexity of an exhaustive search attack. Secondly, it represents the ex-
tend of one periodic repetition in the pattern which must be chosen care-
fully. Indeed, as we will describe in section 3.4 periodic structures can
be revealed through autocorrelation or Fourier analysis. However, it can
be done only when a sufficient number of repetition periods are observ-
able in the signal. Therefore, in order to ensure secrecy, one must take
care that the elementary periodic structure is large enough with respect to
the image size. The proposed scheme enables precise adjustments of the
construction parameters depending on the image size and the watermark
embedding power. One can realize also that the informed coding process
provides additional security by making more difficult the exploitation of
the availability of different contents watermarked with the same keys.
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3.3.5 Video watermarking

A classical discussion in video watermarking is how to use temporal di-
mension. This new dimension enables to introduce additional redun-
dancy to increase watermark-to-noise ratio. The same considerations can
me made as for 2-dimensional media content regarding synchronization
issues. Repetition of the same watermark pattern accross multiple video
frames makes the scheme less sensitive to frame rate changes, but gives an
opponent means to estimate the hidden pattern.

As described in section 3.2.4, our pattern construction scheme can eas-
ily be extended to 3-dimensional structures. Successive frames would be
watermarked with spatially shifted versions of a same 2D pattern accord-
ing to the value of a secret temporal key. This watermark has a temporal
periodic structure. Such a scheme would exhibit the same properties as
the image watermarking scheme described in section 3.3.

3.4 Using periodic structures to estimate undergone
geometrical distortion

In communications, a classical approach to inform the receiver about chan-
nel characteristics is to use pilot signals. These are signals which have
known and easily detectable features and therefore do not convey infor-
mation. At the receiver, a correct registration of this received signal with
the original uncorrupted pilot is required to perform channel estimation.

This technique is used in watermarking to design systems that are able
to recover from geometrical distortions. Most approaches rely on the in-
troduction or exploitation of robust singularities in the watermark signal,
which can be detected even after various geometrical deformations. This
pilot signal which is also embedded into the cover image is often called
reference watermark in opposition to the informative watermark which
conveys a message.

Two different classes of methods exist. In the first class, the pilot signal
is distinct from the informative watermark. It is usually called a template
signal and often consists in a signal exhibiting peaks in the magnitude of
the Fourier spectrum of the image. Different authors [38, 39, 77, 51] have
addressed the use of such pilot signals in watermarking.

In the second class of methods, the pilot signal results from a particu-
lar structure of the informative watermark which exhibits exploitable sin-
gularities. Periodically structured watermarks have such characteristics.
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Indeed, the analysis of the autocorrelation function or magnitude of the
Fourier spectrum of such structures reveals peaks organized on a well de-
fined grid alignment. These watermarks are said to be self-referencing.
With such structures, the pilot signal does not introduce additional degra-
dation to the image. Several authors [44, 46, 45, 47, 48, 49] have studied
the implementation of such methods. The detection of periodicity in a
2-dimensional signal will be the subject of this section.

The reference watermark used as pilot signal must keep its charac-
teristics even after geometrical distortions. One can realize that a two-
dimensional periodic signal will remain periodic when the geometrical
deformation can be expressed as an affine transformation.

3.4.1 Detection of periodicity in autocorrelation function versus
Fourier magnitude spectrum.

The observation of the periodic nature of a finite signal depends on the
number of periods that are represented. The periodization of a signal gives
a discrete nature to its Fourier representation. When the period becomes
large relatively to the observation window, this discrete nature is hidden
by the windowing effect and different peaks become harder to distinguish
from one another. In the same way, the autocorrelation function of a pe-
riodic signal produces peak values for shifts that are multiple of the base
period. If the period becomes large, fewer peaks will be observable. In
both situations, peaks are organized along a grid which is function of the
repetition periods and directions.

When the periodic watermark signal is embedded in the image, detec-
tion of these characteristics is complicated by the noise resulting from the
cover image characteristics. Therefore, robust detection strategies have to
be designed. Few works studied how one can perform detection in low
watermark-to-image power ratio. Recently, some authors [49] proposed a
method to detect Fourier magnitude peaks using Hough transform. Works
proposing autocorrelation based detection [44, 48] did not discuss robust
detection strategies. In this section, we describe how one can perform ro-
bust detection of periodic watermark structure based on the autocorrela-
tion function and illustrate with results using the watermark construction
described in section 3.3.
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3.4.2 Grid alignment detection in autocorrelation function

The subsequent steps leading to the grid determination will be illustrated
with results coming from the example scenario in figure 3.16. Image Lena
(

� � % � � � % ) was watermarked using method from section 3.3 with a PSNR
of 44.9 dB. The watermarked image contains 16 repetitions of the elemen-
tary pattern. In fig. 3.16.b, a scaling of 111% followed by a rotation of
' degrees and appropriate cropping was applied to the watermarked im-
age. The periodic grid was recovered and the deformation was inverted to
produce image 3.16.c. The 64 bits payload could succesfully be extracted.

(a) Watermarked image (b) Distorted image (c) Restored image

Figure 3.16: Rotation (7°) and scaling (111%) applied to the watermarked image.

The first step in the detection process consists in the computation of
the autocorrelation function of the estimated watermark. Subsequently, a
decorrelating filter is applied in order to further reduce the contribution of
the cover image. Peaks are extracted using a sliding observation window
and a local threshold. The parameters are chosen to target a number of
detected peaks in order to limit the complexity of subsequent steps. In
our example, a total of ��� % peaks were detected. The location of these
detected peaks in the autocorrelation function is represented in figure 3.17,
expected locations are illustrated by circles.

The challenge is to identify the peaks that result from the autocorre-
lation of the periodic pattern. These peaks are organized along a regular
grid which can be determined by two vectors �� ; and

�� � :

�� � 	 	 �� ; ��� �� � � (3.32)

with
	

and � taking integer values. The grid is defined by the set of points�� � satisfying expression 3.32. This description supposes that the origin
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Figure 3.17: Detection of peaks in the autocorrelation function.

( � � � ) is part of the grid. The density � of the grid is defined as the inverse
of the L2-norm of the cross product of �� ; and

�� � :

� 	 ���� �� ; � �� � ��� $ (3.33)

The problem can be stated as follows: given a set of points � , corre-
sponding to detected local maxima in the auto-correlation function, find
the largest subset of � such that all points belong to the same regular grid
and � ��� � " � . The restriction on the value of the grid’s density must
be set in order to avoid erroneous grid detection. The probability to find
a set of points belonging to the same grid increases as the density of the
grid becomes larger. When the grid density tends to infinity, any point
becomes part of the grid. Therefore � � " � must be set relatively to the
smallest possible size of the repetition pattern.

Considering all possible subsets of � becomes computationally unac-
ceptable when the number of points in � gets large. In order to limit
computation time to less than a minute on a common personal computer
unit, a maximum of 30 points could be processed. A practical approach is
proposed to perform a preselection among the detected peaks.

The preselection proceeds through the computation of a confidence
value for each detected peak. All possible combinations of three points�� � 4 , �� � � and �� ��� are analyzed. The confidence of each point of the com-
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bination is credited if one of the points can be expressed as an integer
combination of the two other points:

�� � 4 	 	 4 �� � � � � 4 �� � � 	 4 � � 4 ���
or�� � � 	 	 � �� � 4 � � � �� � � 	 � � � �

���
or�� � �/	 	 � �� � 4 � � � �� � � 	

� � � �
��� $ (3.34)

These relations can be verified through the projection of the first vector
on each two other vectors. Approximations have to be considered because
of the discrete form of the autocorrelation function.

The result of this preprocessing is illustrated in figure 3.18. Each de-
tected peak is represented by a circle whose radius is proportional to the
confidence measure. The preselection consists in choosing the 15-25 points
with highest confidence measure. An additionnal weighting factor could
take into account the varying intensity of the detected maxima in the auto-
correlation function.
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Figure 3.18: Confidence measure for extracted peaks.

One can now look for the largest subset of points belonging to the same
grid with density � � � � " � . All possible subsets have to be considered,
starting with the subsets containing the largest number of points. For a
given subset of points, the determination of the grid’s base vectors �� ; and�� � can be performed by an iterative algorithm. Two points belonging to
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the set are chosen as starting base vectors. At each step, the biggest base
vector is replaced by a smaller vector derived from a point not yet part
of the intermediate grid. The iteration stops when all points are part of
the grid or the density becomes larger than � � " � . At each step, in order
to limit the accumulation of approximation errors, new estimations of the
base vectors are computed using a least square error criterion. The first
grid that is found with density smaller than ��� " � is selected. In our ex-
ample, the subset of points leading to an acceptable density is represented
by the black dots in figure 3.19. One can realize that these points corre-
spond with the expected autocorrelation peaks of figure 3.17.
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Figure 3.19: Final selection of peaks.

3.4.3 Estimation of the undergone deformation and informed
detection

Once a regular grid has been detected, the base vectors can be compared
with those from the grid that was used to watermark the image. Given
the two original base vectors ��; � and

�� � � and detected base vectors �� ; and�� � , there exists only one affine transformation described by matrix � such
that

�� ; 	 � �� ; ��� � 	 � �� � � $ (3.35)
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Actually, one has to consider 8 different possible affine transformations as
vectors � �� ; and � �� � are also base vectors for the detected grid and �� ; � and�� � � can be permuted.

In order to determine which transformation took place, one can try
inverting exhaustively all eight possible transformation and perform wa-
termark detection. One can also restrict the set of transformations to be
considered to geometrically acceptable transformations. Indeed, most er-
roneous estimations will lead to transformations that induce severe per-
ceptual nuisance. One can therefore rule out excessive aspect ratio change,
shear or rotations.

This hypothesis on the distortion severity can also be used to improve
grid’s detection performance and avoid erroneous grid detection. Not
only a � � � � and a � � " � can be derived, but subsets of peaks leading to
grid with acceptable density � can be ruled out if they induce unaccept-
able geometrical distortion. It also enables to distinguish from periodic
structures that are present in the cover image. This approach consists in
performing informed detection. When the embedded periodic structure is
secret, this information is only available to authorized user.

As previously discussed, the ability to correctly detect the periodic
structure depends on the embedding strength but also on the number of
periods that are represented in the image signal. Figure 3.20 illustrates
the detection performances for different pattern’s sizes after a rotation of
7° and an appropriate cropping were applied to image Lena. Results were
obtained with 100 different key combinations. The larger is the elementary
repetition, the less robust is the grid detection.

When the affine deformation is correctly estimated, the message detec-
tion is always successfull. The bit error rate is always equal to � or close
to

� ��� . The graph indicates that the probability to correctly detect the pe-
riodic structure and estimate the undergone deformation increases when
the size of the periodic pattern diminishes.

3.4.4 Weaknesses and security issues

One possible weakness of the grid detection scheme is to be fooled by
periodic structures that are present in the cover image or added by an
opponent. This problem can be overcome only partially through informed
detection.

The main security issue relies in the ability for everyone to perform
grid detection. It means that, when the periodicity is observable, any op-
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Figure 3.20: Watermark detection performances after rotation of 7° in function
of the embedding strength for different pattern repetition sizes. ( ! � 	 ! � 	 % ,
image Lena
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ponent can estimate the watermark through averaging over the different
repetitions and can effectively remove watermark power from the image.
This is due to the fact that the detection of the regular grid characteristic
of our pilot signal is achievable by everyone. A similar weakness appears
[51] with template reference signals, where the pilot can often be erased
from the watermarked image due to its publicly detectable characteris-
tics. In such circumstances, the proposed generalized pattern construction
does not provide much improvements with respect to classical tiling of
a fixed rectangular pattern. Secrecy enclosed in the pattern construction
process is truly effective as long as the periodicity cannot be detected. This
undetectability can be ensured using large elementary tiles.

In the current configuration, relying on the detectability of the period-
icity of the embedded watermark to detect and invert affine deformations
is not secure. In the following chapter, we present the original approach
that we have developed to solve this security issue. The idea is to modu-
late the reference signal with a secret and content dependent signal prior
to its embedding into the image. This secret signal exhibits a white power
spectrum and can be computed from the image even after rotation, scal-
ing, and cropping operations. At detection stage, the reference signal can
be detected only using the secret modulating signal.
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3.5 Conclusion

As a summary, we have shown that the use of periodic structures in water-
marking can help recover from loss of synchronization such as cropping
or even affine transformations. However, in order to ensure the security of
the system, one should carefully design the watermark. Watermarks with
large repetition periods with respect to the image size are secure but do not
provide means to resist against general affine deformations. Watermarks
with smaller repetition periods can be designed to be robust against affine
deformations but exhibit an important security weakness unless specific
hiding stategies are used.





Chapter 4

Synchronizing on Local
Content

Using the image content as side-information in a watermarking communication
system is legitimate. Indeed, most characteristics of the cover content are left
unchanged in the watermarking process. Signal dependency is often proposed to
enhance security and prevent copy-attack. However, very few authors studied the
use of content to overcome loss of synchronization issues. We present a novel ap-
proach that we have developed to design robust reference systems for gray-scale
images. We present its utility in specific watermarking schemes and study its
performance and limitations.

Keywords: Watermarking, content normalization, synchronization marks,
geometrical deformations.

Introduction

The general definition for a signal is a variable characteristic of a physical
phenomenon by which information is conveyed through a communica-
tion system. The usual way to handle a signal is to describe it as a func-
tion of time or space references. The information conveyed by the signal
results from the analysis of the signal variation with respect to the refer-
ences marks. Correspondence between the signal and the reference marks
is mandatory to ensure a constant interpretation of the signal. These con-
siderations are also valid for transformed domain representations.

However, human perceptual signals such as audio or visual signals
can undergo transformations that do not affect their psycho-visual inter-
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pretation. An example is the process of scaling and slight cropping of the
edges of an image which does not alter the perceptual interpretation of
the image content. Still the signal description as function of the absolute
space references marks has been modified and therefore the mathemati-
cal interpretation of this space-signal is changed. This difference results
from the fact that human perception does not rely on absolute reference to
interpret a signal. The human perceptual interpretation process is highly
content-based.

Watermarking techniques as most communication systems are very
sensitive to signal transformations which produce loss of reference marks.
In such processes, the content of the media is not erased but transformed,
which impairs the watermark detection. A normalized description based
on content would enable a constant mathematical interpretation of a sig-
nal, closer to perceptual mechanisms. This chapter addresses the analysis
and design of watermarking algorithms using content based mechanisms
to resist geometrical deformations.

4.1 Watermarking schemes exploiting content nor-
malization

The process of content normalization consists in building reference sys-
tems based on the signal content characteristics. Different techniques have
been proposed in the literature. In our analysis, we propose a classification
of existing solutions in three different groups.

The first group of methods constructs a unique global normalized ref-
erence system for the image. The entire image signal is expressed in this
new reference system. In the second group, one extracts robust features or
objects in the image in order to produce a partitioning of the representa-
tion space in several regions. Normalized references are defined over each
separated region. The last approach, presented in this chapter, consists in
defining a distinct reference system for every location in the image signal.

4.1.1 Global normalization

A first technique was proposed by M. Alghoniemy and A. Tewfik [60].
It consists in extracting global scale and orientation characteristics from
the cover image. The watermark embedding and detection are performed
on a normalized representation of the image. The used characteristics are
the Edge Standard Deviation Ratio (ESDR) and the Average Edges Angle
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Figure 4.1: Different normalization approaches: (a) Global, (b) region-based, (c)
local.

Difference (AEAD). Edges are defined by wavelet maxima locations. The
technique claims robustness against scaling and rotation. However, only
very small amplitude rotations can be considered.

Similar approaches were proposed by Alghoniemy and Tewfik [78]
and by Dong and Galatsanos [79] using geometric and central moments
of the image as reference characteristics. These techniques perform affine
normalization providing affine robustness to the watermarking schemes.

Normalization based on global characteristics exhibits important weak-
ness when image content is modified. This occurs inevitably along com-
mon cropping operations. Rotation is always followed by a corresponding
cropping to hide inclined images borders. Non-symmetric cropping oper-
ations are also very common. Every modification of the image content
is likely to affect global image characteristics and change image normal-
ization outcome. The content loss issue is seldom considered in global
normalization-based watermarking algorithms.

4.1.2 Feature/Object based region normalization

Few authors have proposed to partition the representation space and de-
fine normalized reference systems over each separated region.

P. Bas et al. [62, 64] use a Harris detector to extract robust features
points. They perform a Delaunay tessellation to obtain a partitioning of
the image representation space in a set of triangular regions. Prior to wa-
termark embedding and detection, each triangular region is mapped to
a reference triangle through an affine transform by modifying two arbi-
trary vertices of the triangle. In another work, P. Bas [63] watermarks seg-
mented video objects. The region defined by each object is normalized in
scale and orientation using principal component analysis.
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Those approaches are very promising. However, they suffer from
some weaknesses. Robust feature points extraction is not easy and could
be fooled by intentional manipulation. Moreover, Delaunay tessellation is
quite sensitive to even few erroneous detected points. Object based nor-
malization relies on the availability of robust segmentation tools, which is
still challenging the research community.

4.1.3 Local normalization

One can think of several approaches to normalize a signal using local con-
tent characteristics. However, few of them exhibit the required proper-
ties for a watermarking application. The normalization should be robust
to common geometrical transforms and the normalized space should be
sufficiently large to parametrize a secret. Note that the expression of the
pixels coordinates in the new reference systems is not necessarily bijective
and changes for each considered location. New coordinates spaces may
be finite and 1-dimensional.

A very simple but little practical systems can be considered to illustrate
this class of normalization. Consider a function � which transforms the
three color components of a pixel into a new scalar value. This new value
plays the role of coordinate in the new 1-dimensional representation space.
If � is appropriately designed, the pixel coordinates in this new reference
system can be made roughly invariant to geometrical deformations and
small pixel value modifications.

The weakness of the above content normalized representation is the
difficulty of using it in a watermarking scheme while fulfilling robustness
and security requirements simultaneously. To overcome this problem, we
propose to consider the local neighborhood of a pixel to build the reference
system. This enables to introduce secrecy in the construction of the new
reference system. The drawback of the proposed approach is that it is
not robust against general affine transform but only rotation, scale and
translation (RST). However, if the considered neighborhood is small, most
tolerable transforms can be reasonably approximated by a RST model. In
next section we present the method to build a local reference system based
on neighborhood luminance analysis.
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4.2 A local and content based reference system for
gray-scale images

We present a method to build a local-content normalized reference system
reasonably resistant to scaling, rotation and other common transforma-
tions altering pixels values as JPEG compression for example. A reference
system for two-dimensional signals is composed of an origin location and
two non-aligned vectors. Upon affine transformation, the new signal is de-
termined by the transformed reference origin and vectors. In a RST model
of deformation, the transformed coordinate system is fully defined by the
origin and one vector which informs about the scale and orientation of the
transformed signal.

In our approach, each location in the image has its own reference sys-
tem in which the considered location is the origin point of the coordinates
plane. The proposed method consists in extracting robust scale and ori-
entation characteristics for each considered location (pixel) in the signal.
This content dependent coordinate system (peculiar to each considered
location) follows the deformation that the local neighborhood undergoes.
The interpretation of the signal sample in this normalized coordinate sys-
tem is therefore invariant to these deformations.

4.2.1 Construction of the reference system

Our method performs an analysis of the luminance values in the neigh-
borhood of each pixel as depicted in figure 4.2. Let �%������	&� represent the lu-
minance value of the image signal at position determined by the absolute
Cartesian coordinates ������	&� . Let � � � ����� � ��� be the luminance of the image
signal defined in polar coordinates relatively to position (x,y):

��� � ����� � ��� 	 �%���@��� � � ��� ��	 �*�/� � � ���%$ (4.1)

For each position ������	&� , a reference radius � # 
 � ������	�� is computed. It is
defined as the radius of the smallest circle centered in ������	�� for which
the mean luminance along the perimeter equals the mean luminance com-
puted over the disk of same radius. If � � � # � 
 
 and � � � � 7 represent the mean
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luminance over the circle and disk of radius � centered on location �������&� ,
� � � � � � � � 7 ���"��	 4� # 	 � #

:
� � �
: ��� � ����� � �����  ��� "� (4.2)

� � � � � � � # � 
 
 ���"� 	 4� � # � � �: � � � � ��� � �����  � (4.3)

then the reference radius can be defined as

��# 
 � ������	&� 	 � ������� �	��
 �
��� � � � ������� � � � 	���� � ��� ���������! � � �#" $ (4.4)

It is easy to show that an equivalent definition for this reference radius
is the smallest radius where the first derivative of the disk mean luminance
equals zero. The computation of this value for every location in the image
can be expressed as differences of convolution operations. It can therefore
efficiently be performed in Fourier domain.

$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$$�$�$�$�$�$�$�$
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Figure 4.2: Luminance mean value analysis.

Given this extracted reference radius ��# 
 � , which provides a robust
scale information, an orientation can be extracted as depicted in figure 4.3.
The signal luminance �%��� � ��� along the perimeter of a circle of radius � # 
 �
is analyzed and the direction where luminance is maximum is retained as
reference orientation ��# 
 � :

� # 
 � ������	&��	 ; � � � �
	F'&)( *,+ - �/. ���
� ������# 
 � � ���%$ (4.5)
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Figure 4.3: Reference orientation definition.

The image signal can now be expressed in a new reference system
where the origin is the considered location ������	�� and reference base vec-
tors can be derived from � # 
 � and � . If the signal undergoes transforma-
tions which are limited to rotations, scalings and translations, recovering
these two parameters � # 
 � and � # 
 � in each location is sufficient to recover
the robust reference systems attached to each of these locations.

4.2.2 Limitations

In the reference detection process described here-above we did not con-
sider the digital nature of our real signal. In our image application, the
signal is discrete with finite and possibly varying extent. This will intro-
duce different difficulties in our detection process.

A first problem arises from the discrete nature of the image signal
and mean luminance computations. For very small radius, the functions
� � � � 7 ��� � and � � � # � 
 
 ���"� exhibit a quite chaotic behavior which is not ro-
bust under signal deformation. Any solution with very small radius value
must therefore be ruled out. An alternative is to set a desired radius value
and look for the closest radius satisfying relation 4.4. Both approaches in-
troduce scale dependent factors which are source of error in the presence
of scaling operations.

Since both functions tend to evolve toward the mean luminance of the
image, we can expect a solution to relation 4.4 for a large number of pixels
in the image. However, for an important amount of pixels, it will not lead
to a solution within the signal boundaries. Another rule must therefore be
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used when no satisfying radius can be found. We decided to choose the
radius leading to minimum first derivative of � � � � 7 :

��# 
 � ������	���� ; � � � ���� &)( � ����� + � ���
	 .
 � � � � � � � � 7 "� ���"�%$ (4.6)

In the following discussions we will refer to alternative reference ra-
dius definitions.

• Type A: The reference radius is defined as the smallest radius sat-
isfying relation 4.4 but bigger than a threshold value �

0
� (typically�

0
� 	 �

).

• Type B: The reference radius is defined as the radius satisfying rela-
tion 4.4 which is closest to a targeted radius value �

0
� .

For easier analysis of robustness, the following definition will also be used:

• Type C: The reference radius has a fixed value � � , identical for all
locations in the image.

• Type D: The reference radius has a fixed value � � " which is adapted
when the studied deformation involves a scaling.

The latter definition is useful to study reference orientation robustness
independently from reference radius robustness. Indeed, the reference ra-
dius must be known before the reference orientation can be extracted.

Figure 4.4 illustrates the values of type A and B reference radius de-
tected on image Lena (

� � % � � � % ). High luminance intensities indicates
large detected reference radius. One can clearly observe that, within
small regions, the reference radius evolves smoothly. Sharp discontinu-
ities show up at regions boundaries.

It can also be noted that, although the reference radius computation
process is public, it cannot be intentionally modified by an unnoticeable
manipulation of the image since it is computed with low frequency char-
acteristics of the signal. Moreover, reference radii of different locations
within the image are intrinsically linked together. Therefore, it would be
very difficult to forge reference values for an important fraction of the im-
age with modifying severely the image content.

Computing mean image luminance value over regions of increasing
size at different locations comes down to some kind of multi-resolution
analysis. The reference radius determination corresponds to the selection
of a characteristic resolution for each location.
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(a) Type A reference radius (b) Type B reference radius

Figure 4.4: Reference radius computed on image Lena.

The above method corresponds to use of a cylindrical analysis func-
tion. Other choices for the analysis function arepossible. Different con-
siderations must be taken into account in the determination of a suitable
function. Isotropic characteristics are required to make the process invari-
ant to the rotation of the content. It should have limited spatial extend
in order to limit the errors caused by a modification of the content at the
image border. Indeed, the fraction of pixels whose reference values will
be affected by a cropping operation will depend on the spatial extend of
the analysis function. Advantageous spectral characteristics can limit the
influence of the high frequency components of the image, which are less
robust. Tests were conducted using trapezoidal analysis functions. How-
ever this choice does not lead to improvements. Note also that the choice
of the analysis function can be used as a secret parameter in the process
leading to the determination of the reference system.

In the above method, the characteristic resolution is defined as a reso-
lution where the first derivative of the computed mean value is the small-
est. Other characteric resolutions can be chosen. One can for example de-
fine the reference resolution as the resolution where this derivative takes
the highest value. We make therefore the following definition:

• Type E: The reference radius is defined as the radius where the
derivative of the mean luminance over the disk takes the highest
absolute value.

The rule used to extract the reference orientation � is quite arbitrary.
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One could choose other characteristics. However, this approach offers the
best robustness among several envisaged solutions. The proposed extrac-
tion of the reference orientation, which is repeated on each pixel of the
image, cannot be expressed in terms of convolutions. Figure 4.5 illustrates
the reference orientation measured on image Lena. The luminance range
corresponds to angular values comprised in the interval > � � %�� A . The left
image results from the use of a fixed reference radius value for the whole
image, while the right image uses the type B measured reference radii from
figure 4.4.b.

(a) (b)

Figure 4.5: Reference orientation computed on image Lena using (a) a type C
reference radius, (b) a type B reference radius.

The usefulness of the system relies on a relative spatial smoothness
of the extracted reference values. Under signal deformation, the reference
system might be computed on locations requiring signal interpolation. We
desire that the extracted values at interpolated locations be quite similar to
neighbouring original values. The extracted reference values should there-
fore exhibit a continuous character and have a limited number of sharp
discontinuities.

In order to lower the contribution of high frequency components of
the signal to the reference values, an additional mean filtering operation is
performed before the reference values are extracted. Although this opera-
tion introduces scale dependency, we will show that it improves the global
robustness of the system.
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4.2.3 Robustness of the reference system

The process yielding the reference system has a very high computational
cost. Therefore simulations were conducted on a limited number of test
images. The chosen set of test images is illustrated in figure 4.6, represen-
tative of a large set of contents. All images have the same size (

� � % � � � % ).

Lena Baboon Boat

Rowboats Andalucia Drawing

Figure 4.6: Test images.

The robustness of the reference system will be characterized by com-
paring the reference radius and orientation computed before and after var-
ious image manipulations. Most studied manipulations involve geometri-
cal distortion, therefore transformed reference values will be compared to
expected values obtained applying the same displacement to the reference
values that were computed on the original image. This evaluation process
is depicted in figure 4.7.

Given a tested geometrical deformation
�

, let us consider
����� � as a

combination of rotation, scaling and translation (RST) which best matches
the applied deformation

�
:

����� � �

�
� �
	 � � 	 �

� � � � 	 � � � 	� � � � 	 � � � 	 � �
�
	 � �

� � �� � � $ (4.7)
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When the deformation is purely RST,
� ��� � corresponds exactly with

�
.

In other cases,
� ��� � is a rigid approximation of the actual undergone de-

formation using a least square optimization of the displacement error. We
restrict however our analysis to deformations that do not differ to much
from pure rigid transformations.

Let � � # � and � � # � be the reference values derived from the original image
signal. Let � � � � and � � � � be the values extracted from the distorted image.
When the applied deformation

�
is known, one can reasonably predict

how the reference values will be modified after the transformation. The
new extraction is expected to yield values very similar to the predicted
values �  # 
 and �� # 
 , as expressed in following expression:

� � � � ������	&� � �  # 
 ������	&� 	 � � � � # � � � �54 ������	����%' (4.8)
� � � � ������	�� � �� # 
 ������	�� 	 	 � � � # � � � �54 ������	����%$ (4.9)

The error distribution between predicted and computed reference val-
ues �  # 
 and � � � � will be centered on zero. In order to characterize robust-
ness, two different measures will be considered. The first measure, ! � ,
is the proportion of pixel locations where absolute error is smaller than a
threshold � .

! � 	 ��� ������	&� � � �  # 
 ������	�� � � � � � ������	�� � 
 ����
0
�

0
$ (4.10)

The second measure, !
�
, is the standard deviation of the error.

Figure 4.8 illustrates implementation details for rotation and shear-
ing manipulation tests. In both situations, a subsequent cropping is per-
formed on the subject image in order to yield a rectangular shaped image
without undefined image content. Remaining image area is maximized.

As explained in previous section, there is a high probability that pixel
positions close to image boundaries will have little robustness against ge-
ometrical distortion that involves loss of content. This behavior is illus-
trated on figure 4.9. As the proportion of affected location is proportional
only to image outline, we decided to discard a forty pixels-wide border
region for the ! � and !

�
measurements.

Figures 4.10 and 4.11 show the robustness performances of the refer-
ence radius and orientation measurements. Only scaling and rotation op-
erations were considered. Further robustness analysis will be provided in
the following section where the reference system is used in a watermark-
ing scheme. A few observations can already be made.
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Figure 4.7: Robustness evaluation process.
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Figure 4.8: Details of rotation and shearing implementations.

Scaling: In figure 4.10, one can compare type A and type B radius ro-
bustness to scaling and realize that type A performs better than type B
only when the scaling factor is markedly different from one. For no or
very gentle scaling operations, setting a desired reference radius value is
profitable. For severe scaling, looking for the smallest radius satisfying
the rule performs better. The type C curve shows that using a fixed (i.e.
not dependent on content) reference radius outperforms both radius mea-
sures as long as scaling remains very gentle (5%). The type D radius curve
illustrate the harmful scale dependence introduced by the mean filtering
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(a) Reference radius error (b) Reference orientation error

Figure 4.9: Higher error probability on image borders after rotation (10°) and
cropping manipulation.

operation.

Rotation: In figure 4.11, one can clearly observe that the type B radius
performs better than the type A when pure rotation is applied to the im-
age. Type C curve illustrates errors introduced by interpolation operations
and discontinuities of the reference values.

One must specify the role that is played by the reference system to
be able to tell whether the achieved robustness is satisfactory. In the fol-
lowing section we present how one can use this content based reference
system to build robust secret binary partitions of an image.

4.3 Hiding structured watermarks using robust con-
tent based binary modulation

As described in previous chapters, a widespread technique to fight against
geometrical distortions in watermarking systems, is the use of structured
watermark signals. By structured watermarks we refer to periodically
structured watermark signals - also called self-referencing watermark -
and other watermarks exhibiting particular (e.g. spectral) characteristics -
also called template or pilot-signals. These techniques rely on the detec-
tion of the strong characteristics of the watermark signal to estimate and
invert the undergone affine distortions.
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Figure 4.10: Robustness of the reference values to scaling.
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Figure 4.11: Robustness of the reference values to rotation.

The main drawback of these approaches is the weakening of the cryp-
tographic issue in the hiding process. Indeed, signal characteristics that
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are used to invert distortions are publicly detectable. This means that any
opponent can perform detection with the aim of estimating and removing
watermark signal or intentionally introduce fake characteristics in order
to fool the watermark detection.

We propose to hide the characteristics of a structured watermark � �
through the modulation with a spread spectrum secret signal � . Provided
the power spectral density function of the secret signal has a sufficiently
large bandwidth, this operation will produce an efficient whitening of the
watermark spectrum preventing unauthorized user to detect its structure.
The new scrambled watermark signal � �

can be expressed as follows:

� � ������	���	�� � ������	�� � ������	&�%$ (4.11)

The original watermark signal � � can be recovered through a demodula-
tion operation using the same secret signal � :

� � ������	&��	 � � ������	&�
� ������	�� $ (4.12)

The main challenge is to find a procedure such that it becomes possible to
perform demodulation operation after some unknown geometrical distor-
tion occurred. Indeed, � � ������	&� and � ������	&� must be perfectly synchronized
in order to recover � � as outcome of the demodulation step.

The proposed solution is to build the secret spread-spectrum (or
pseudo-random) signal � relatively to a content based reference system.
This will ensure that the secret modulating signal undergoes exactly the
same geometrical distortions as the watermark � �

which is embedded into
the image signal. We propose to use bipolar ����� � � � pseudo-random secret
signals that we refer to as the secret mask or secret partition. The restric-
tion to bipolar ��� � � � � secret signals makes modulation and demodulation
operations identical. Figures 4.12 and 4.13 show block diagrams of our
proposed watermarking approach.

This content dependence also prevents opponents from exploiting the
availability of different contents watermarked with the same keys.

The following section describes a method to build secret binary signals
using the content based reference system presented in previous section.
The use of such modulating signals in a watermarking scheme using self-
referencing structures is demonstrated in section 4.3.3.



4.3 Hiding structured watermarks using robust content based binary modulation 75

Secret mask
computation

Watermark
construction

Perceptual
masking

Keys

Message

Image

Watermarked
image

Figure 4.12: Watermark embedding using secret content dependent modulation.
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Figure 4.13: Watermark detection using secret content dependent modulation.

4.3.1 Construction of a content based two-valued secret partition

In possession of a reference system, it becomes quite easy to build a secret
pseudo-random binary signal. However, as described in section 4.2, our
reference system is very particular since it changes for each considered lo-
cation. Its origin is always on the considered signal sample. Therefore the
secret function cannot use the sample’s coordinate indexes to parametrize
the secret signal value since all locations in the signal have the same co-
ordinates indexes (which is the origin of their reference system). The so-
lution is to build the secret partition by extracting, for each considered
location in the signal, a one-bit hash value through analysis of the signal
content relatively to the reference system attached to this location.

A very large number of hash functions could be considered although
some restrictions should be considered. Firstly, one should avoid relying
on signal value outside the reference disk for the considered location since
it may correspond to locations outside the image limits. Secondly, one
should build the secret function based on low frequency characteristics of
the signal in order to be robust against small signal distortions such as
interpolation and compression.



76 Chapter 4. Synchronizing on Local Content

A general approach is to use a function � parametrized by a secret key	
and whose probability density function can be estimated. A threshold

value � can be set such that

� > ��� 	 ������	�� � �BA 	 � > ��� 	 ������	�� ��� A(	�� $ � $ (4.13)

The expression of the binary hash function is

� � 	 ������	���	
�
� ��� 	 ������	�� 
�� �
� ��� 	 ������	�� ��� $ (4.14)

We propose a hash function based on the analysis of maximum luminance
directions in the neighborhood of the considered location. This method is
described below.

Given the reference radius � # 
 � defined in section 4.2, a binary value is
extracted for each pixel according to the following procedure. Two radii � 4
and � � are chosen relatively to the reference radius associated to the pixel’s
location:

� 4 	 	 4 
 ��# 
 � � (4.15)
� � 	 	 � 
 ��# 
 � $ (4.16)

Subsequently, as shown in figure 4.14, two luminance curves � 4 and � �
are computed along the perimeters of two concentric circles of radius � 4
and � � . These two curves are summed together to yield a new curve �

0
:

� 4 � ���
	 �%��� 4 � ����� (4.17)
� � � ���
	 �%��� � � ����� (4.18)
�
0
� ���
	 �%��� 4 � ���5� � ��� � � ����� (4.19)

with �
� > � � %�� A . Along �

0
, the angular distance 	 between the position

of the maximum and the position of the minimum determine the binary
hash value for the considered pixel:

� ������	���	
�
� 	 
 �
� 	 � � (4.20)

Since the method relies on content dependent references, the proposed
process to extract the binary value is not sensitive to scaling and rotation
of the signal. This requires however that the reference radius value be
correctly recovered after the transform.

Figure 4.15 illustrates the binary mask appearance for images Lena and
Rowboats. One can realize that the original image content partially shows
through the binary mask.
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Figure 4.14: Mask value computation.
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Figure 4.15: Mask appearance using (a) Lena and (b) Rowboats.

4.3.2 Secrecy and robustness of the binary partition

The secrecy of the partitioning relies in the two keys
	 4 and

	 �
parame-

terizing the radius of circles � 4 and � � . Figure 4.14 illustrates how more
secrecy can be introduced through different means.

Firstly, a secret angle
	 �

can be used to shift curve � � before it is added
to curve � 4 and therefore provide a different curve �

0
. Secondly, we are
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not limited to two circles to generate �
0
. One can decide to sum up a secret

number of shifted curves computed along concentric circles. Thirdly, after
the maximum value is found on �

0
, a secret curve � 7 
 � can be summed

to �
0

before looking for the minimum value. We must take care that this
secret curve be symmetrical with respect to the position of the maximum
value of �

0
in order to keep an equal probability for each binary value.

In order to evaluate the amount of secrecy in the partition, we will
compare partitions generated with different values for the keys. We will
measure the fraction of pixels that yield the same extracted binary value
in the partition. A fraction close to fifty percent indicates a complete mis-
match of the partitions. Figure 4.16 shows the sensitivity of the partition
to the choice of the

	 4 factor and
	 �

angular shift. One can observe the
error on the partition recovery when different parameters

	 4 and
	 �

are
used to extract the binary hash. Other means proposed to increase secrecy
of the partition were not tested. Since mask bit error rate is a continuous
function of the extraction parameters, one should ensure that an oppo-
nent cannot rely on information about the embedded watermark signal to
perform gradient search mask determination.
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Figure 4.16: Mask dependence on secret parameters (original parameters:
	 4 	$ � , 	 � 	�% ).

There is actually a trade-off between secrecy level and robustness. In-
deed robustness is favoured when bit extraction is based on low frequency
characteristics. On the opposite, increasing the secrecy requires relying on
larger amount of information to parametrize the hash value computation.
This can be achieved only by taking into account higher frequency com-
ponents of the signal or by analysing a larger signal portion. The latter
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solution must be limitted to resist cropping operations. As described in
section 4.2.2, problems rise at the borders of the image when cropping
is applied. The computing of the reference radius and of the binary value
cannot be performed normally. Indeed, the neighborhood of pixels located
near the border will change and this will introduce errors when recovering
the partition. Another important characteristic of the constructed mask is
linked to robustness and secrecy. The optimal masking signal is one which
exhibits the same spectral characteristics as a white noise. A signal with
advantageous masking properties will therefore enclose more secrecy but
exhibits less robustness.

Figure 4.19 and 4.17 show the proportion of mask values correctly re-
covered after rotation or scaling of the original content. The same obser-
vations can be made as for reference values in section 4.2.3. Additional
curves for the Type E reference radius are displayed. The secret partition
is quite robust against rotation as almost � � � of the bits are systematically
recovered. A large scaling factor however proves fatal to the partition re-
covery.
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Figure 4.17: Mask robustness to scaling.
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Figure 4.18: Influence of prior mean filtering on robustness to scaling.

Figure 4.20 illustrates the mask robustness against JPEG compression
and distortion consequent to watermark embedding. Both operations
cause limited degradation on the mask recovery.

In figure 4.21, one can observe the robustness of the mask under shear-
ing and modifications of aspect ratio. Although the reference system is
not designed to resist such deformations, one can observe that the mask
is only progressively degraded. The reference system can cope with very
slight shears and aspect ratio changes.

4.3.3 Structured watermark detection using content modulation

In this section, we present the performance of the content modulation
technique on a watermarking scheme relying on periodical structure de-
tection to recover from affine deformations. The watermark pattern con-
struction and periodical structure detection are described in chapter 3.

The periodical structure (pilot) and watermark detection process is de-
picted in figure 4.22. Notice that the mask is computed twice at the de-
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Figure 4.19: Mask robustness to rotation.
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Figure 4.20: Mask robustness to compression and watermark embedding.

tection stage. It is indeed computed again after deformation is inverted in
order to achieve lower error rate on watermark message extraction.

Figure 4.23 illustrates the expected masking effect of the secret con-
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Figure 4.21: Mask robustness to shearing and change of aspect ratio.
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Figure 4.22: Pilot and watermark detection using secret content dependent mod-
ulation.

tent dependent modulation on the detectability of the auto-correlation
synchronization marks. Image 4.23.a shows the auto-correlation function
using erroneous binary partition. Image 4.23.b results from the demodu-
lation with the appropriated partition before computing auto-correlation.

Finally, figure 4.24 shows the performances of the global watermarking
system. It can be compared to figure 3.20 from previous chapter where no
secret modulation is used. Notice however that, in this testing scenario,
an additional scaling operation is applied to the image. Increased security
is achieved at the cost of a slightly lower robustness. The critical step is
the correct detection of the synchronization marks. When deformation
can be successfully inverted, results indicate that watermark extraction is
achieved without error (i.e. bit error rate is either 0 or close to 50%).

Notice that the size of the protected content after rotation and crop-
ping amounts 459x459 pixels. Due to the high error rate close to borders,
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(a) (b)

Figure 4.23: Masking of synchronization marks: auto-correlation function (a)
without mask demodulation, (b) using secret mask demodulation.
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Figure 4.24: Watermark recovery using mask modulation. (Type B mask, rotation
7°, scaling 95%, 64 bit message, 512x512 Lena).

the useful image portion is further reduced. One can expect important
performance improvements on larger content size.

Previous results show that the scheme will most probably hardly sur-
vive important scaling operations. The robustness of the mask against
scaling is relatively limited. A solution consists in considering a set of dif-
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ferent possible scaling factors and perform several detection accordingly.
Reasonable robustness to small scaling factors enable to only consider a
limited number of different scalings. Using this approach , it would even
be preferable to rely on the type C radius extraction which exhibits still
better robustness to rotation while being equivalently robust to small scal-
ings.

4.4 Further developpments

The reference system build on signal content characteristics is not fully ro-
bust against considered deformations. Direct large payload message em-
bedding relying on these references is compromised.

We demonstrated however that a two stage watermark detection us-
ing pilot signal synchronization and a content based hiding scheme can
achieve robustness. This approach provides additional security to the
many scheme exploiting synchronization marks to recover from geomet-
rical distortions.

Complementary work should deeper investigate the secrecy level of
the mask construction process. We also believe that robustness improve-
ments can be reached in the reference radius extraction scheme. A modifi-
cation of the analysis function could replace the problematic mean filtering
operation. This approach still needs experimental validation.



Chapter 5

Quality assessment of
geometrically distorted images

Performing a geometrical transformation on an image produces modifications that
can affect the observer perceptual sensitivity and can result in harmful degrada-
tions. The ability to quantify this nuisance is valuable to many image-related
disciplines, including watermarking. Traditionally, the measure of the degrada-
tion consequent to the modification of an image only addressed the pixel value
modification. However, the severity of a geometric distortion cannot be measured
with such criteria. In this chapter, we present an innovative method to assess the
distortion introduced by complex geometric deformations. The distortion metric
is expressed in term of how closely the applied transform can be approximated by
a simpler transformation model (e.g. RST transform, affine transform). Using
the proposed measure, we consider different schemes for the characterization of
complex image distortions. Eventually, we discuss how human validation tests
could be conducted.

Keywords: Quality assessment, geometrical distortion.

Introduction

Geometrical deformations play an important role in the design of water-
marking algorithms. The ability to quantify the amplitude of such distor-
tions can be useful for different aspects in the development of watermark-
ing schemes.

The complexity of the deformation model is only partially linked to
the human perceptual sensitivity. Although it is clear that a watermarking



86 Chapter 5. Quality assessment of geometrically distorted images

algorithm should be resistant to all possible cropping (as long as enough
content is still available), it does not need to be resistant to all possible
affine transforms. Indeed, important shear or aspect ratio deformations
will produce non valuable resulting images. Similarly, only a small range
of the possible projective deformations should be considered. Beyond RST
transforms, the general mathematical model of the transform is not suffi-
cient to qualify the perceptual distortion (which is intrinsically linked to
watermark requirements). A relevant measure of degradation could help
specify which are the distortions that a watermarking scheme should sur-
vive. This constitute a first motivation to look for a method to measure the
distortion introduced by a geometrical deformation.

Watermarking robustness to geometrical deformations is generally en-
visaged relatively to a particular model of transformation which corre-
sponds to a specific application scenario. Very few algorithms have been
presented that can cope with complex geometrical transformations. Most
techniques are resistant to a particular form of transformation thanks to a
specific property of their scheme. They often claim being resistant to more
complex transformations under the assumption that those can be locally
considered as simpler transformation. Many of the mentioned algorithms
can indeed be adapted to extend their robustness to more complex defor-
mations. This enhancement is possible when one can consider the global
complex deformation that was applied to the image as a juxtaposition of
simpler deformations. This approximation is more or less accurate de-
pending on the particular global deformation. Crop resistant algorithms
can be enhanced to RST resistant methods [30] provided scaling and rota-
tion have limited amplitude. Some algorithms [47, 29, 62] claim to be re-
sistant against stirmark-like deformations (e.g. bilinear transform, global
bending and local sinusoidal distortion) using this property. The complex-
ity to which a particular method can be extended is not evident to state.
The success always depends on the model and severity of the applied dis-
tortion. It is therefore not straightforward to compare performances of
different methods unless they are tested with identical deformation mod-
els. However, an infinite number of distortion models could be used to
perform such tests. The relevance of a particular model of deformation
with respect to watermarking requirements should be studied. A method
to assess the increase of complexity represented by a particular deforma-
tion with respect to a simpler deformation model could help assessing the
exact extent of the robustness of a watermarking scheme.

The essence of watermarking is that it makes use of perceptual tol-
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erance to small distortions to hide information within other signals. Im-
perceptible distortions are applied to the image to yield the watermarked
content. However, most existing watermarking schemes introduce only
synchronous distortions in the embedding procedure. Geometrical dis-
tortion has been very little exploited as an embedding technique. Defor-
mations which do not degrade the content could be applied to adapt the
cover content to our needs. We could ensure that the cover content in-
teracts constructively with the watermark to be conveyed. This approach
is illustrated in figure 5.1. But distortion itself could also be used to em-
bed information. In a non oblivious scenario, registration could be used
to decode a message from the observed distortion (e.g. [80, 81]). Figure
5.2 illustrates how one could parametrize a distortion by a message. Us-
ing the same approach, the screen of a movie theater could be distorted in
order to identify the origin of illicit movie copies. In a blind scheme, one
can displace robust feature points and organize them in meaningful way.

Figure 5.1: (a) Adapt watermark to content or (b) adapt content to watermark.

Interpolation inevitably introduces degradations. However, scenar-
ios exist where original content is available in very high resolution. Dis-
tributed content intended to consumer use can be watermarked during
the downsampling process. Deformation could also be used as a means to
fight collusion attacks. These approaches require a precise determination
of the distortions which can be considered as imperceptible.

The understanding of perceptual sensitivity to geometrical distortions
can also be exploited by an opponent to perform efficient attacks on wa-
termarked contents. However, such malicious manipulations can often
rely on manual human validation and therefore already outperform auto-
mated quality assessments.

All these considerations advocate to look for a method to characterize
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Figure 5.2: Distortion as support of the hidden information.

and evaluate the perceptual degradation caused by a geometrical defor-
mation on an image. Image quality assessment is a very important issue
in image related disciplines [82]. It has been studied for long and various
quality metrics have been proposed [83]. The most basic metric is the Peak
Signal-to-Noise Ratio (PSNR) defined as

� � � ! 	(% ��� 
�� 4 : % � �

� 4
����� �

� 8 4 � �E 8 4 � � � � ������� �
� � � ������� � � (5.1)

where � and
�

represent the height and width of the image,
�

and
� �

represent the intensity signal of the original and modified images. This
definition supposes a 8-bit coding of pixel intensity values. This metric is
thus related to the mean squared difference between original and modified
pixel values. Using established knowledge of the Human Visual System
(HVS), many researchers (e.g. [84]) have proposed more elaborated dis-
tortion metrics which combine localization, frequency and orientation of
the distortion signal. Such approaches can also take into account the in-
teraction of the distortion with the characteristics of the content. Efficient
metrics are based on wavelet analysis of both the image content and the
distortion signal.

However, existing approaches do not consider that the distortion may
involve a desynchronization of the original content. Distortion is defined
as an additive signal corresponding to the pixel-to-pixel difference be-
tween original and distorted content. Gentle geometric distortions, such
as small rotations, lead inevitably to huge distortion measures which do
not reflect the induced perceptual effect. In present chapter1, we address

1The work presented in this chapter results from the collaboration with I. Setyawan
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this issue by proposing an approach to assess the perceptual degradation
caused by the desynchronization of an image signal.

5.1 Measure of desynchronization severity

We aim at characterizing the amplitude of the distortion introduced by
an arbitrary geometrical transformation. Geometrical transformations can
have very different mathematical expressions and cause little or severe
distortion. As the complexity of the transform model increases, it is not
straightforward to compare the severity of the distortion introduced by
different transformations. Our approach relies on an intuitive percep-
tual premise. We propose to quantify the amplitude of the distortion by
evaluating how closely the transformation can be locally approximated
by a smaller order transformation model such as translation (T), rotation-
scaling-translation (RST-rigid) or shear-aspect-rotation-scaling-translation
(SARST-affine). Our premise relies in the assumption that there exists a
class of geometrical deformations which do not cause perceptual degra-
dations. We call to this class of deformations the reference model. Pre-
liminary perceptual tests show that the choice of a low order model of
deformation limited to rotation, scaling and translation (RST) could corre-
spond to human sensitivity. However the choice of this specific reference
model requires experimental validation.

(reference transformation model)

F

Original image Distorted image

Figure 5.3: Approximation through a low order transformation model.

The distortion metric consists in a norm which expresses how different
is the observed distortion from the reference class of non-degrading distor-
tions. The process is illustrated in figure 5.3. Considering a region of the
image and given the reference (small order) transformation model

�
, we

estimate the parameters of
�

such that
�

best approximates the observed

and has been the subject of different publications [6, 85].



90 Chapter 5. Quality assessment of geometrically distorted images

distortion. Once the optimization is performed, a distortion measure can
be obtained by computing the residual error of the approximation. A char-
acterization of the uniformity and frequency of the distortion can be made
by computing this approximation over different regions in the image. In
section 5.2, we illustrate the use of this approach to evaluate the severity
of geometrical transformations.

We envisage two different methods to find the parameters of the trans-
formation which best approximate the observed distortion. Each method
leads to a different optimization criterion.

5.1.1 Approximation using a displacement matching criterion.

This method relies on the availability of a displacement measure for each
pixel of the image. This field of vectors can be obtained either through
the exact knowledge (mathematical expression) of the undergone trans-
formation, or through an estimation method based on the comparison of
the distorted image with an available copy of the original. The first ap-
proach relies on the analytical description of the underlying global dis-
tortion, while the second approach performs registration between original
and distorted images to obtain an estimated field of displacement vectors.

Considering a reference transformation model (e.g. RST) and a field
of displacement vectors for a given region of the image, one looks for
the transformation parameters which best correspond to the observed
displacement field. These parameters can be computed using a least
square error optimization. The optimization criterion consists in the mean
squared error � � of the resulting approximation.

Let ��� � ��	 � � be a set of original coordinates and ��� � ��� � � the correspond-
ing set of coordinates transformed by the analyzed deformation � . The
least square error optimization consists in finding the set of transform pa-
rameters � � 4 � � � �9$ $ � � � � that minimizes the cost function � � . Let

�
be the

simple geometric transformation function used to approximate the global
distortion, �

� ��
	 �� � 	 � � p ��� � ��	 � � (5.2)
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���
�
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The cost function to be minimized can then be expressed as
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6
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�
� (5.4)

where � � is a weighting factor which can differentiate regions based on
image content characteristics. When � � are chosen equal to one and the
reference geometric transformation F is the RST model,�
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this optimization yields a linear system whose solution is given by follow-
ing expression:
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The residual error is given by the following expression:
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5.1.2 Approximation using an signal intensity matching crite-
rion.

In this second approach, we do not assume knowledge of the underlying
function describing the global distortion. Instead, only the original (

�
) and

the distorted (
� � ) images are available. A reference geometric transforma-

tion (e.g. rigid or affine) is applied on the original image
�

to produce
an intermediate image

� � � . A predefined range of parameters p are tested
until an optimal transformation is found. This registration problem can
be solved using exhaustive search, gradient search or coarse-to-fine ap-
proaches. The optimization criterion is derived from direct pixel value
(e.g. luminance and/or color) comparison. The function � � to be min-
imized is the residual approximation error between

� � � and
� � , which is

computed as follow:

� ��� � � 	�� ���
p

6
��� � � ��� � ��	 � � � � � � � p ��� � ��	 � ����� � (5.11)

where I and I’ refer to the luminance value of the original and distorted im-
ages and

�
is the transformation which produces

� � � . The error measure-
ment in Equation 5.11 is valid if we assume that only geometric distortion
has occurred and there are no global luminance modifications (e.g., bright-
ness or contrast changes) between the original and the distorted images.
Such a signal registration approach represents computationally expensive
operations.

5.2 Characterization of the deformation

Considering the deformation undergone by a region in the image, the
above methods provide a measure of the fitting accuracy of an optimal ap-
proximation by a reference (low order) transformation model. Minimized� � and � � values reflect the mismatch between the optimal low order ap-
proximation and the actual undergone deformation.

In the first case, � � corresponds to a mean displacement error, while
in the second case � � represents a mean signal intensity difference. Two
important factors are linked to these measures: the size ! and the center
location ������	&� of the region in the image that was considered performing
the measurement. These two factors parametrize � � and � � measurements.

Two different analyses can be conducted to yield a characterization of
the distortion in the image. The first analysis investigates the uniformity of
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the distortion across the image. The second analysis provides a frequency-
like locality characterization of the distortion.

5.2.1 Uniformity

Different regions in the same distorted image can exhibit different distor-
tion amplitudes and natures. In order to evaluate this disparity, one must
perform the approximation process considering differently centered, but
possibly overlapping, subregions. One can either impose the size ! of the
subregions and observe how the mismatch measure � evolves, or one can
set an arbitrary mismatch criterion � � " � and measure, at different loca-
tions within the image, what is the maximum size of the subregion that
can be considered. Figure 5.4 illustrates both approaches to evaluate the
distortion uniformity.
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Figure 5.4: Uniformity characterization.

Distortion characterization can also reduce to the mean and variance of
the metric over the whole image. One could also consider that distortion
level is determined by the most severely affected region of the image.

5.2.2 Frequency

Another analysis can be performed by considering the evolution of the
mismatch measure � as a function of the considered region size ! . One
can distinguish local and global behaviors of the distortion. Figure 5.5 il-
lustrates this notion on severely distorted images. One can observe that
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the bilinear deformation has a strong global distorting behavior because
its mismatch measure strictly increases with the size of the considered re-
gion. On the opposite, the sinus based deformation rapidly reaches a max-
imum mismatch level and then oscillates close to this maximum value.
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Figure 5.5: Frequency characterization.
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This frequency analysis shows that, performing the above uniformity
analysis, different choices for the observation region size or for the maxi-
mal mismatch criterion can lead to opposite conclusions when comparing
two distortions. Experimental validation should therefore study the hu-
man sensibility to the frequency characteristics of the distortion.

5.3 Content dependence of the perceptual nuisance.

The mismatch measures are sensitive to the type of information that is
used to perform the approximation optimization. The � � mismatch can in-
deed be computed with the analytical expression of the distortion or with
estimated displacements obtained through a registration process. Both
approaches could not yield identical approximations. Over flat regions,
the registration approach will not be able to perform motion estimation.
Severe distortions over these flat regions will therefore not be taken into
account in the � � mismatch measure. The same will happen with the � �
mismatch measure. Such content dependence can also be introduced in
the � � optimization process using region weighting factors. This behavior
better corresponds to human perception. Indeed, a human observer will
also less likely notice distortions in flat areas.

An analogy can be made with conventional distortion metrics. The
PSNR metric does not take into account content characteristics. Elabo-
rated metrics on the opposite, try to take into consideration the interaction
between content and distortion. In the same way, efficient geometric dis-
tortion metric should perform multi-resolution analysis of the distortion
and compare it with content.

On the opposite, one might seek to characterize the distortion caused
by a rendering device and therefore rather not be dependent on a specific
content.

5.4 Conclusion

The interaction of the content with the distortion shape is a very com-
plex psychological phenomenon. A priori knowledge of the represented
content greatly influences our sensibility to modifications. A severe dis-
tortion on the face of a well-known personality will cause more nuisance
than the same distortion on the branches of a tree. Such distinction cannot
be handled by automated processes. As illustrated in figure 5.6, semantic
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Figure 5.6: Influence of semantic on perceived quality.

information plays a very important role in the way we perceive geometric
distortions.

In order to evaluate the correctness of a distortion metric one must rely
on intensive human validation. Experimentations aiming at the evalua-
tion of the correspondence between human sensitivity and our approach
to perform quality assessment has been conducted by I. Setyawan [86].
Initial results are promising and confirm the relevance of our percep-
tual premise. Further work should investigate the combined frequency-
localization characterization of the distortion and its interaction with im-
age content.



Conclusion

This work was carried out within the scope of the recent but rapidly evolv-
ing field of digital watermarking. We investigated the challenging issue
represented by the resistance to geometrical deformations and loss of syn-
chronization. During this work, our attention was essentially focused on
robustness and security concerns.

In this very active field of research, the task necessitated a continuously
updated analysis of newly published solutions. As a result, we produced
an extensive classification of the existing approaches to solve the synchro-
nization issue.

Within this ongoing research, our principal contributions consisted in
innovative approaches and important improvements in different aspects
of the issue.

We developed a generalized construction method for periodic pseudo-
random patterns. Based on these patterns, we designed a spread spectrum
watermarking scheme with enhanced secrecy properties. We investigated
the detection probabilities and the interaction between exhaustive search
detection and informed coding strategies. Finally, a scheme for the de-
tection of periodic structure and for the inversion of affine deformation
was presented. We showed that the choice of the periodic repetition size
involves a trade-off between robustness and secrecy.

Thereafter, we studied the security flaw caused by the lack of secrecy in
pilot-registration approaches. We proposed an innovative hiding scheme
to remedy to this issue. Our solution involves the extraction of robust local
references from the content signal. Using this content normalized interpre-
tation, we showed how one can design secret binary mask and modulate
pilot signals in watermarking scheme. The efficiency of the approach is
demonstrated on pilots derived from periodic structures.

Eventually, we addressed the assessment of the degradation intro-
duced by a geometrical distortion. We proposed a simple intuitive premise
based on local approximations to model the human perceptual sensitivity
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to such distortions. Different angles of analysis were studied to describe
and compare the degradation amplitude of different geometrical transfor-
mations.

Further improvements could be investigated for several of our devel-
opments.

Informed encoding strategies can be extended in many schemes re-
silient to loss of synchronization. In our periodic watermark insertion
scheme, we performed optimization with respect to translation of the con-
tent. Affine optimization of the watermark pattern could be envisaged.

Our hiding scheme, which relies on content normalization, can still be
optimized. The resilience of our reference system to non-rigid deforma-
tions could be analyzed. One could look for an affine invariant reference
system and compare performances with the current reference system. In-
teraction between secrecy and robustness could be deeper studied.

Experimental validation of the geometrical degradation measure should
be performed. A correct assessment of degradation amplitude could be ex-
ploited to optimize existing schemes and design new ones. One could rely
on imperceptible geometric deformations of the content in the watermark
embedding process.

We believe that, in watermarking, important aspects related to geo-
metrical deformations have not been exploited to their maximum capacity.
Similarly, security implications of existing schemes have not been exhaus-
tively envisaged. Potential research on the subject of watermarking and
on geometrical distortions is thus far from exhausted.
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