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Abstract
The huge demand for mobile communications leads to an increasing request of

low-cost and low-power mixed-mode integrated circuits. Both the recent silicon

technology improvements and the evolution of design techniques contributed to the

development of systems-on-chip (SoC) that combines digital and high-speed com-

munication circuits, providing new power-saving design opportunities.

The development of SoC involves multi-disciplinary skills at several levels, from

system design to semiconductor physics. The present work focuses on three of these

levels: technology, device, and circuit. The highlight is put on the design of radio-

frequency (RF) integrated voltage-controlled oscillators (VCOs).

Because of its high-frequency and high-isolation properties, and of its low-power

capabilities, Silicon-on-Insulator (SOI) CMOS is a promising technology for SoC

and is used in the frame of this work. In telecommunication applications, distortion

is responsible for the generation of spurious frequency bands. An accurate nonlinear

characterization of SOI devices is therefore required. Most of the existing tools are

today based on a low-frequency analysis. We discuss the frequency validity range of

these methods and provide new simple techniques for the nonlinear characterization

of systems at both low- and high-frequencies. Our analysis is based on the integral

function method and on the Volterra series. These methods are applied to analyze

the linearity behavior of different SOI transistors.

On the other hand, high performance RF circuits also rely on the quality of

the passive components, such as inductors, capacitors, and transmission lines. New

three-dimensional high quality passive devices can be realized in silicon thanks to

micromachining techniques. The fabrication of micromachined capacitors is investi-

gated in this work. Original dry etching techniques are proposed for the patterning

of sub-micron devices. We show that cobalt silicided polysilicon may be used as a

low-stress, highly conductive mechanical material. Being a critical process step, the

release of micromachined devices requires a specific attention to avoid the stiction

of the movable structure. We show that the coating of silanes in both liquid- and

vapor-phases reduces the stiction issue, highly improving the reliability of microma-

chined thin-film devices.

The use of high quality devices is however not sufficient to develop high per-

formance circuits. The last part of this work is dedicated to the design of VCOs.

The design trade-off between phase noise and power consumption is discussed. The

describing function formalism is used to evaluate the oscillation amplitude and is

embedded in a design methodology. Since an accurate frequency tuning is another

desired feature, SOI accumulation-mode varactors are analyzed in both small- and

large-signal regimes. It is demonstrated that the intrinsic doping of the varactor pro-

vide high quality factor and symmetrical tuning curve, which are desirable features

for their integration in VCOs.

v



vi



Scientific Publications

Articles in periodicals

[1] B. Parvais, A. Cerdeira, D. Schreurs and J.-P. Raskin, “Nonlinear performance

comparison for FD and PD SOI MOSFETs based on the Integral Function

Method and Volterra modeling,” Wiley International Journal of Numerical Mod-

eling, to be published.

[2] B. Parvais, A. Pallandre, A.M. Jonas and J.-P. Raskin, “Liquid and Vapor Phase

Silanes Coating for the Release of Thin Films MEMS,” IEEE Transactions on

Device and Materials Reliability, to be published.

[3] C. Craeye, B. Parvais, and X. Dardenne, “MoM simulation of Signal-to-Noise

patterns in infinite and finite receiving antenna arrays,” IEEE Transactions on

Antennas and Propagation, December 2004.

[4] B. Parvais and J.-P. Raskin, “Integral Function Method for the Analysis of

Harmonic Distortion of SOI MOSFETs,” Revue HF, no. 2, 2004.

[5] B. Parvais, G. Torrese, A. Cerdeira, D. Schreurs, J.-P. Raskin, “Comparison of

Harmonic Distortion Characterization Techniques for SOI MOSFETs,” Revue

HF, no. 4, pp. 43-56, December 2002.
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CHAPTER 1

INTRODUCTION: RADIO

FREQUENCY INTEGRATED

CIRCUITS

Wireless technology experienced a booming evolution since in 1901, Guglielmo Mar-

coni successfully transmitted radio signals across the Atlantic Ocean. Today, few of

us are surprised when voice, images, and data are transmitted from a cellphone to

another one placed at the opposite corner of the planet. The domain of applications

of wireless technologies increases from day to day: cellphones, global positioning

systems, satellite communications, short-range data links such as home wireless net-

works or intelligent sports equipments, radio-frequency (RF) identification, wireless

monitors, remote sensors and other uses in the industrial and automotive sectors,

medical and implantable sensors, etc. In all these applications, the information is

transmitted from a point to another by an electromagnetic wave at RF. In the view

of the increasing number of applications, the sharing of the frequency spectrum be-

comes more difficult, resulting today in a dense occupation of the spectrum and the

use of higher frequency bands (several GHz).

This explosive evolution has been possible thanks to the evolution of technologies,

the emergence of digital communication systems, and the ability to deal with the ever

growing complexity of circuits. A transmission of high quality, a very high degree

of integration, a low power consumption and the use of a low supply voltage are the

goals set for new developments in wireless transceiver design. Because transceivers

have to be mass fabricated in order to satisfy the needs of the present market,

low-cost is another concern. Therefore, as the submicron complementary-metal-

oxide-semiconductor (CMOS) technology permits to achieve good RF performances

and high level of integration, this technology has been pointed out for some ten

years as a good candidate for low-cost RF integrated circuits (ICs).

Today’s pocket phones contain more than one million transistors, with only a

small fraction operating in the radio-frequency range and the rest performing low-

frequency ”baseband” analog and digital signal processing. The largest part of new

wireless applications uses indeed digital data communication. Digital wireless has

many advantages such as high quality communication due to signal regeneration and

error correction systems, computer control of the communication, and integration

1
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RF
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↔
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Figure 1.1: Principle of a transceiver.

of different services in one application. Because of the high frequency involved and

because the signals we experience in the real life are analog, a part of the signal

processing has however to be performed analog.

A typical transceiver is constituted of four main parts (Fig. 1.1): the antenna

that picks up and sends data from and to the atmosphere, the RF front-end that con-

verts the information between low- and high-frequencies (LF and HF, respectively),

the analog-to-digital and digital-to-analog converters, and a baseband digital sig-

nal processing unit. Integrability and power consumption reduction of the digital

part will further improve with the continued downscaling of technologies, but this is

completely different for the analog front-end, for which integrability and power con-

sumption are closely related to the physical limitations imposed by the transceiver

topology and not by the technology. The present trend is thus to push more radio

signal processing into baseband digital signal processors1 (DSPs). Due to the com-

plexity of present-day transceivers and the technological limitations, mobile systems

are often constituted of a three or four chips-set combined with external compo-

nents. A further reduction of the number of components is essential to obtain lower

cost, power consumption and weight. For that reasons, a single-chip CMOS or more

flexible multi-chip-modules (MCM) solutions are very attractive. The analog RF

front-end is the only part of communication systems that will be investigated in the

present work. We further restrict the analysis to integrated silicon technologies.

The RF section remains the bottleneck of the entire system. This is so for three

reasons [1]. First, in contrast to other types of analog and mixed-signal circuits,

RF systems demand a good understanding of many areas that are not directly re-

lated to integrated circuits. Indeed, skills in signal propagation, wireless standards,

microwave and communication theories are needed in addition to the knowledge of

transceiver architectures, computer-aided-design (CAD) tools, and IC technologies

and design techniques. Second, RF circuit must process analog signals with a wide

1If analog becomes more and more digital, it is however worth noting that even in computer
chips design, the treatment of digital signals relies more and more on analog techniques due to the
very high frequencies involved.
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dynamic range at high frequencies. The designer has thus to face the trade-offs

between power, noise, high-frequency, gain, supply voltage and linearity. Third,

computer-aided analysis and synthesis tools for RF ICs are still in their infancy,

forcing the designer to rely on experience, intuition, or inefficient simulation tech-

niques to predict the performances.

The present work is intended to push this difficulties a little bit further away.

Due to the multi-disciplinary aspects of RF IC, three different levels are investigated:

• Circuit design techniques, filling the gap between by-hand design and numerical

analysis using SPICE-like simulating tools. Oscillator circuits are detailed.

• Technology and processing techniques, as a determinant factor for the circuit

performances. Highlight is put on recent CMOS silicon-on-insulator (SOI) tech-

nology and micromachining techniques.

• Devices analysis and characterization, for a better understanding of the trade-

offs in analog RF design. Details on the devices linearity are given.

Before entering into the details of our work, let us describe in this introducing

chapter some useful items on RF front-ends and on the technologies we used.

1.1 RF Front-ends

The RF front-end is the circuitry directly connected to the antenna. In the receive

path, it has to deal with the very small signals coming from the antenna. These sig-

nals are amplified and down-converted to a given frequency, called the intermediate

frequency (IF). In the transmit path, the role of the front-end is to up-convert the

digital data to the antenna by providing enough amplification of the signals.

Fig. 1.2 is a general picture of the different constitutive elements of a front-

end. In the receive path, after a band-selective filter, the low-noise amplifier (LNA)

improves the sensitivity of the system. The signals are then translated down to IF

in a mixer. The mixer is a circuit that functions as a mathematical multiplier of

two input signals. In the present case, these two signals are the RF signal to be

demodulated at frequency fRF and a sine wave at frequency fLO provided by a local

oscillator (LO). The mixer output is then constituted of two tones, respectively at

fIF = fRF − fLO and at fRF + fLO. A subsequent filter is needed to eliminate the

high frequency component. In the transmit path, the signals are up-converted in

the same manner and are later amplified in a power amplifier (PA).
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PA
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LNA

Figure 1.2: RF front-end principle.

Implementation options Several implementation styles of front-ends exist, de-

pending on the IF value (fIF ). In heterodyne transceivers, fIF is high and several

conversion stages are sometimes needed. The relaxed specifications on the filters

make this widely used implementation very attractive. The major drawback of het-

erodyne architectures is that the spectral component at fLO − fIF , called the image

frequency, is also converted into the IF band of interest. To avoid this, costly filters

are required. In the second option, the homodyne architecture, the problem of the

image frequency is circumvented by the use of a zero-IF and a quadrature demodu-

lation. It is worth noting that, as almost all DSPs perform the demodulation on a

quadrature baseband signal, the production of quadrature signals at the output of

the front-end is necessary in most cases. The disadvantage of the homodyne receiver

is that extraneous offset voltages can corrupt the signal or saturate the following

stages. The origin of these DC offsets is related to the mixing of signals at the

same frequency, which are coming from the LO and RF paths, and from leakages at

these frequencies inside the circuits. However, a high level of integration is possible

with this architecture. The third implementation option, the low-IF topology, takes

advantages of the two previous ones, at the price of a higher complexity. The IF is

chosen low enough to avoid the frequency image problem, but it is not set to zero

to avoid the presence of DC offsets.

Frequency synthesizer Let us now inspect one of the key-subsystem, the local

oscillator. Its role is to synthesize a precise output frequency. The wireless appli-

cations may require multiple standards to be embedded in one transceiver. In that

case, the synthesizer should provide several output frequencies. The tremendous

growth of mobile communications placed stringent requirements on channel spacing

and, as a consequence, on the spectral purity and stability of the LO. The exact

frequency should be tracked digitally, precisely and quickly. In practice, the stabil-
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Figure 1.3: PLL principle.

ity achievable by electrical oscillators does not meet these needs. Crystal resonators

allow on the other hand defining a frequency with high precision, but they are lim-

ited to low-frequency. A solution to obtain a stable HF oscillation is to embed the

oscillator in a feedback loop, which is referenced to a crystal. A phase-locked-loop

(PLL) is usually used for that purpose.

The principle of such a PLL is depicted in Fig. 1.3. The wanted signal is located

at the output of the voltage-controlled oscillator (VCO). In VCOs, the output fre-

quency fLO changes as a function of a given input voltage (Vctrl). The PLL provides

this control voltage in such a way to ensure the stability of the output oscillation. A

stable signal at fLO is obtained through the phase comparison of this signal to a ref-

erence signal defined by a crystal resonator. The comparator may be implemented

by a mixer, whose output voltage depends on the difference between the reference

frequency fref and fLO. Because fLO is several times higher that fref , the frequency

of the signal at the output of the VCO must be divided by a certain factor N in

a frequency divider before entering in the comparator. The filtered output of the

mixer is used as the control voltage of the VCO.

The bottleneck of PLLs is the design of the VCO. Indeed, even if the output wave

of the VCO is stabilized in the loop, the performances of transceivers still depend

highly on the purity of this signal. This is especially true in modern applications for

which channels are closely spaced to each other. As it will be explained in chapter 3,

the spectral purity may be improved at the price of power consumption. However,

high power consumption is not desirable in mobile applications. To face those trade-

offs and to improve the performances, we can act on two levels: technologies and

design techniques. Technology should improve the quality of the devices. But the

connection of high quality devices is not enough to make high performances circuits.

Design techniques are needed. This two levels scheme asks implicitly for a third one:

the behavior of the devices should be known with a good accuracy. Modeling and

characterization techniques are thus of great importance.
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CMOS for RFIC The CMOS technology is today widely used in RFICs. The

evolution of high speed and low-power DSPs has been possible thanks to the down-

scaling of CMOS. High cut-off frequencies of several tens of GHz have in turn per-

mitted the use of CMOS in RF applications. This evolution makes of CMOS a

strong competitor to silicon bipolar and III-V based technologies in the RF field.

It further presents a strong interest as its mass fabrication helps to reduce the pro-

duction costs. The integration of both the RF and the digital parts in a single chip

renders CMOS technology even more attractive.

RF building blocks and integrated transceivers have been demonstrated for about

ten years [2]. The MOS technology is now mature for RF applications and (almost)

fully integrated transceivers are available [3]. CMOS has been shown to be partic-

ularly adequate for low-costs, short-range and low-power communication systems

in the low GHz range. The MOS field-effect transistors (FETs) have been studied

deeply, both at low and high frequencies [4]. Deterioration of the performances due

to short-channels effects has also been widely studied [4]. Noise behavior has been

characterized [5, 6]. If the linear behavior of the MOSFETs is now well understood,

some lacks persist in their nonlinear characterization at HF, as today, only few pa-

pers are dedicated to this subject [7, 8, 9]. A large part of this dissertation is thus

dedicated to the distortion characterization of MOSFETs.

1.2 Technology

Technology fixes the limitation of the performances achievable for a given appli-

cation. The quality of the devices is directly related to the technology in which

they are implemented. As stated before, the high cut-off frequencies of submicron

MOSFETs permits their use in today’s RFICs. Because digital applications takes

more than 90 % of the electronic market, the silicon analog circuits has to follow the

trends of the digital world. The well-known Moore’s law, that predicts a doubling

of the performances every 18 months, has thus to be fulfilled. The downscaling of

bulk MOSFETs has permitted to follow this law for many years, but the physical

limitations of MOSFETs principally due to short-channels effects in deep-submicron

technologies, prevent standard bulk MOS technology to follow this law. Silicon-on-

Insulator (SOI) technology helps however to keep the Moore’s law valid for some

years [10]. This explains the present growing interest for that technology.

High performances RF circuits also require high quality passive components,

such as inductors, capacitors, or transmission lines. Unfortunately, the fabrication

of high quality passive elements is quite difficult in CMOS due to the relatively high
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losses linked to the silicon substrate and the relatively thin metal layers used for

interconnections. To face this, some solutions were proposed. On one hand, the

conductor losses are reduced by thicker metallization and stacking of multiple metal

layers. On the other hand, a decrease of the substrate losses is obtained by the

use of high resistivity substrates, very thick isolating oxide layers between passive

components and the substrate, or pattern ground shields that avoid the electric fields

to penetrate into the substrate. Finally, high-quality three-dimensional devices may

be fabricated by micromachining technologies, as detailed in the following.

The present work is intended to fabricate some building blocks of RF silicon

integrated transceivers. As both micromachining and SOI technologies present some

interests in that field, because of they allow to build CMOS compatible, high-quality

RF components, they are introduced hereafter and used throughout our work.

1.2.1 Silicon-on-insulator technology

SOI technology has now been widely demonstrated and recognized to be a mature

and viable alternative to mainstream bulk Si for the realization of high-speed, low-

power digital and analog CMOS circuits, as well as niche applications under extreme

high temperature or radiation operating conditions [11, 12].

Compared to bulk, the basic characteristic of SOI technology is the separation of

the top active region from the underlying mechanical substrate by a thick insulator

layer (Fig. 1.4). This difference leads to some advantages over bulk silicon [13]:

• Reduction of the substrate parasitic capacitances. The reduction of the total

capacitance of a MOSFET will increase the cut-off frequency of the transistor,

allowing to use circuits at higher frequency.

• Small devices without latch-up. The buried oxide prevents any current to flow

between devices, eliminating the latch-up effect.

• Reduction of short-channel effects. In fully-depleted devices, the space charge

in the thin film is well controlled by the gate, reducing the loss of gate control

experienced in short-channel MOSFETs.

• Improved subthreshold slope. The lower inverse subthreshold slope, compared

to bulk, allows better performances at low supply and the FET shows higher

efficiency due to the lower dependence on the body potential.

• Reduction of the substrate noise. The insulator prevents from high crosstalk

through the substrate in mixed-mode HF circuits [14].
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(a) (b)

Figure 1.4: Cross-section of a (a) bulk and a (b) SOI MOSFET. The SOI device is
separated from the mechanical substrate by an insulating layer.

Depending on the thickness of the top silicon layer, the silicon thin-film may be

fully- or partially depleted (FD or PD, respectively). The different properties of the

devices will be studied in chapter 2.

1.2.2 Micromachining techniques

The term micromachining refers to the micro-fabrication of mechanical structures

using processes from the mechanical as well as from the microelectronics fields.

Micromachining techniques are used to realize microsystems, also called micro-

electromechanical systems (MEMS). As the name suggests, a MEMS is a real system

at the micro-scale (i.e., typical length is 1 µm= 10−6m) that has to perform a certain

functionality, involving both electronics and moving parts. The microelectronic ICs

can be thought of as the ”brains” of a system and the mechanical part augments

this decision-making capability with ”eyes” and ”arms”, to allow microsystems to

sense and control the environment. MEMS promises to revolutionize nearly every

product category by bringing together silicon-based microelectronics with microma-

chining technology, making possible the realization of complete systems-on-a-chip

(SoC).

The interest for MEMS is thus multiple. First, its high integration level permits

to diminish the number of chips for a given application. This is advantageous not

only for the lower volume and weight, but also for the decreased number of required

interfaces between chips, provided that each interface implies a loss of energy. The

production costs are moreover drastically reduced. Moreover, as the signal is pro-

cessed on the same chip it is sensed, the speed and the quality of the processing is

improved.

Even if micromachining techniques are almost as old as micro-electronics [15], it

remained a lab curiosity for a long time until the interest of silicon as mechanical

material was pointed out in the eighties [16]. The area of applications primary
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interested by three-dimensional devices and MEMS was that of intelligent sensors

and actuators. The development of MEMS for RF began in the early nineties.

Interest for RF MEMS has not stopped to grow until now.

Indeed, the majority of heterodyning communication transceivers relies heavily

upon the high quality factor Q of surface-acoustic-wave (SAW) resonators to achieve

adequate frequency selection in their RF and IF filtering stages and to realize the

required purity and stability in their local oscillator. In addition, discrete inductors

and variable capacitors are used to properly tune and couple the front-end sense and

power amplifiers. Because these elements are placed off-chip, they must interface

with integrated electronics at the board level, consuming a sizable portion of the total

subsystem area, and of the power consumption as they are usually referenced to a low

impedance level (50 Ω). The potentiality of integration offered by micromachined

RF devices should allow a drastic diminution of these drawbacks. The high Q of

mechanical devices should furthermore improve the performances of the transceivers

of tomorrow.

1.3 This work

As previously explained, SoCs that combine digital and high-speed communication

circuits present new opportunities for power-saving designs. These opportunities

have been possible through improvements in both silicon technologies and design

techniques. SOI CMOS is a promising technology for SoCs for several reasons:

transistor scaling leads to active power reduction, standard interconnect supports

the high-quality passive devices essential to communications circuitry, the crosstalk

is reduced, and high-speed analog circuits on SOI are state of the art in terms of both

performance and power dissipation [12]. On the other hand, new three-dimensional

high quality passive devices can be realized in silicon thanks to micromachining

fabrication techniques. Lots of RF MEMS has been demonstrated; however, few of

them are today in the market. The reason is that some reliability problems remain,

due to the young age of the technology. Through this work, SOI and thin-film MEMS

technologies are investigated to improve the performances of today transceivers. As

we are not focused on a specific application, the generality of the analysis is preserved

and applies to a large range of wireless systems. The technological pros and cons of

will nevertheless be discussed in some specific cases.

The technology advances and circuits performances are only measurable if valu-

able characterization methods exist. Techniques for the characterization of the linear
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behavior of devices have been developed for a long time. The interest for nonlinear

RF characterization has however grown recently as a consequence of the increase in

applications requiring wireless communications. Indeed, as distortion causes spu-

rious in telecommunication systems, more restrictive specifications are today put

on the linearity. Simple and valuable tools for the nonlinear characterization are

therefore desirable.

The development of SoCs is a team work that requires more than ever the con-

junction of skills from the different engineering branches. Several levels of abstrac-

tion are involved, from the system design to the semiconductor physics. For high per-

formances designs, optimization should take place at each of these (inter-dependent)

levels.

The analysis provided in this work is focused on three levels: circuit, device and

technology. The oscillator circuit is given as an example. Performances of VCOs

highly rely on the design techniques as well as on the technology. SOI technology

is used for its HF and low-power abilities. On the other hand, micromachining

technologies are expected to improve the phase noise. To face the reliability lacks

of micromachining, new fabrication techniques are developed. On the other hand,

because oscillators are intrinsically nonlinear machines, there is a strong interest to

study the nonlinearity of the devices they use. Therefore, valuable characterization

techniques must be developed, as already said. These methods should in turns lead

to improve the circuit design methodologies.

Those items will be discussed in details in the next chapters. In chapter 2, some

nonlinear characterization methods are introduced and developed. We highlight the

integral function method and the Volterra series. The methods are used to analyze

the linearity of FD and PD SOI devices. The evolution of the distortion as a function

of bias and frequency is investigated. We explain how simple tools are efficient in

most of application in the low GHz range. The linearity of a narrowband LNA is

also investigated.

The oscillator circuit is studied in chapter 3. The limitations of linear mod-

els are discussed. To face the complexity of nonlinear models, the output signal

amplitude is evaluated by quasi-linear approximators. The design techniques and

the trade-offs in the RF analog circuit design are detailed. Small and large signal

characterization of tunable capacitors for VCOs in SOI technology are provided.

Tunable capacitors in MEMS technology are also investigated in a fourth chap-

ter. The design of these devices is introduced and the fabrication techniques are

widely discussed. Specific dry etching techniques are developed to pattern silicon
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with high precision. The silicidation of polysilicon is investigated as a mechanical

material. The residual stress is characterized. The silanization process is investi-

gated to decrease the probability of the stiction failure.
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CHAPTER 2

NONLINEAR

CHARACTERIZATION OF SOI

MOSFETS

2.1 Introduction

The development of submicron CMOS devices and the ever increasing performance

required for electronic applications put the focus on the nonlinear analysis. In short-

range telecommunication applications, where CMOS is considered as the appropriate

low-cost technology, distortion is responsible for the generation of spurious frequency

bands (Fig. 2.1). In the presence of large blocking signals, the linearity requirements

can become the limiting specification. Indeed, the generation of intermodulation

tones pollutes the signal down-conversion in receivers (Fig. 2.1): if the signal at

angular frequency ω1 is the wanted signal and the other one an interferer in an

adjacent channel, the product of intermodulation may fall in the band of interest

and disturb the transceiver working. The same phenomena occurs when two strong

interferers are close to the wanted signal (Fig. 2.2). This chapter examines the

linearity of silicon-on-insulator (SOI) MOSFETs and investigates its effect in a Low-

Noise Amplifier (LNA).

The origin of nonlinearities is explained by the semiconductor physics. The DC

drain current exhibits a highly nonlinear characteristic as a function of the applied

voltages [1]. In new technologies dedicated to high-frequency (HF), the dimensions

shrink and other linearity degradations linked to short channel effects and parasitic

appear [2]. So carrier velocity saturation, channel length modulation, series resis-

tances and mobility degradation have to be taken into account for an accurate large

signal modeling of the MOSFET [3]. At high frequency of operation, the transis-

tor behavior still depends on the DC current characteristics, but in addition, the

reactances affect the behavior of the device. Nevertheless, previous experimental

work showed that the distortion is dominated by the current-voltages (I − V ) char-

acteristics up to radio frequencies (RF) [4]. The DC measurement of the I − V

characteristics is then sufficient to evaluate the distortion of a device or system up

to a certain frequency. However, this frequency has not yet been determined by
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Figure 2.1: Intermodulation in a nonlinear amplifier.

ωω

Interferers

�
�
B
BN

�
��

Desired
channel

Figure 2.2: Two interferers corrupting the output of a nonlinear system.

analytical tools. Furthermore, the differentiation of the measurements required for

the distortion analysis may become intractable because of the large amount of mea-

surement noise. Recently, an integral function method (IFM) has been proposed to

avoid this feature [5, 6]. Unfortunately, this method is restricted to low frequency.

If the measurement of the DC I−V characteristics is today common, performing

nonlinear measurements at microwave is a complex task. Instrumentation for non-

linear systems must allow simultaneous multiple tone measurements and requires a

calibration of all separate incident and reflected waves instead of single frequency

measurements and a relative calibration for linear systems [7]. Specific instrumen-

tation setups and experiment design are required. Measurements results involving

spectrum analyzer, sampling oscilloscopes and vectorial network analyzers are found

in the literature. The recent development of large-signal network analyzers (LSNA)

permits an accurate characterization of devices and systems at microwaves [8, 9], at

the price of an expensive and non widespread setup.

On the other hand, the extraction of the main figures of merit from the measure-

ments is not necessarily straightforward, as it relies on both the setup specifications

and the hypotheses that are later made for the extraction. These hypotheses de-

fine the validity range of the considered method. The set of assumptions generally

depends on the measurements conditions. Let us consider the case of low cost DC

I − V measurements. Despite the drain current of a MOSFET depends on both

the gate and the drain voltages, it is widely assumed for the extraction of linearity

factors of merit that only the gate voltage affects the linearity of the device [3]. More

accurate characterization at LF includes the dependence on the output conductance

and impedance values.
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Analytical formulation of the distortion presents on the other hand an interest

to understand the transistor nonlinear mechanisms, and to the circuit designers to

deal with the different trade-offs involved in their design. At low frequency, a Taylor

series analysis is generally used for that purpose, while the Volterra series are used

at high frequency when inductors and capacitors are present [2, 10]. In these cases,

the nonlinear elements are described in terms of the Taylor series expansion of their

current-voltage or charge-voltage characteristics. This limits the validity range of

these techniques, as the derivatives of the characteristic around any bias point must

remain constant over the AC voltage and current deviation from that bias point. To

ensure the validity of the Taylor series, the nonlinearity must be weak enough and

the excitation signals small enough. We speak about weak nonlinear systems. We

will use a more restrictive definition of a weak nonlinearity [2]: A circuit behaves

weakly nonlinearly if, for the applied input signal, it can be accurately described

by the first three terms of its converging Volterra series. This corresponds roughly

to the range of input power for which there is no compression. For the MOSFETs

used later in this chapter, this means that the input voltage amplitude should stay

below 0.3 . . . 0.4 V depending on the bias conditions, to ensure the weak nonlinear

behavior of the transistor.

Different techniques are investigated in this work for the RF characterization

of the nonlinearity of SOI MOSFETs. Both weak and large excitations are con-

sidered. The aim of our analysis is to give the simplest nonlinear characterization

technique that ensures good accuracy and is that adapted to the application under

consideration. The validity range of the techniques are discussed and if possible

enlarged.

The linearity analysis presented here includes the influence of drain and gate

voltages, as well as the load impedance and the signal amplitude. We propose a

method to apply IFM at high frequency. Analytical tools, based on the Volterra

series formalism, are used to determine the frequency limitation of the DC charac-

terization techniques and LSNA measurements are used to validate the analysis.

This chapter is organized as follows. Section 2.2 gives the theory required to

analyze nonlinear systems. Simple analytical formulas of the MOSFET distortion

are determined with help of the Volterra series. In section 2.3, the linearity of an

SOI nMOSFET is detailed and the different characterization techniques compared.

Since SOI technology provides several kinds of devices, a fair comparison of their

nonlinearity is provided in section 2.4. In the last section, the analysis of different

transistor configurations is given in order to characterize the linearity of an LNA.
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CHAPTER 2. NONLINEAR CHARACTERIZATION OF SOI MOSFETS

2.2 Theory

The usual way for dealing with nonlinearities is to construct a linear model that

approximates the nonlinearity. The linear term of a Taylor series expansion around

a fixed operating point is commonly used for weak nonlinear systems. We will

introduce in section 2.2.3 another kind of linearization that is more adequate in

the case of strong nonlinearities. Due to their simplicity, linearized models are not

satisfying to describe properly some properties of real systems, such as harmonic

and intermodulation distortion.

We call distortion of a system any difference between the shape of the output

waveform versus input waveform, except for a scaling factor. We classify the kind

of distortion following the kind of the transfer characteristic. Linear distortion is

caused by the excitation of a linear circuit by a signal with a non constant ampli-

tude or phase characteristic as a function of the frequency. For instance, a square

wave is distorted at the output of a linear low-pass filter. On the other hand, non-

linear distortion is caused by a nonlinear transfer characteristic, for instance the

I − V characteristics of a MOSFET. The following of this text deals with nonlinear

distortion only.

The waveform at the output of a nonlinear system may be studied either in the

time or in the frequency domain. Nevertheless, electrical engineers prefer to analyze

the spectral components in the frequency domain. The Fourier transform is used for

the conversion between one domain to another. It is the more general way to extract

nonlinearities from measurements. However, since this technique gives poor insight

of the nonlinear mechanisms involved, and because the Fourier transform is not so

easy to implement numerically, other characterization techniques are required.

Among them, it was mentioned in the introduction of this chapter that a Taylor

series expansion of the I − V characteristic may be used for low-frequency, weak

nonlinear systems. For a strong nonlinearity, the number of terms considered in the

expansion should be as high that it renders the analysis practically intractable. In

this case, the large-signal transfer function of the system must be calculated and the

IFM is more appropriate because it depends directly on the signal amplitude. The

IFM was initially restricted to low frequency characterization, but we provide in

section 2.2.4 the extension of this method to HF. However, IFM is to date only able

to calculate intermodulation distortion when it depends on harmonic distortion and

when the influence of capacitance and/or inductances can be neglected [6]. Weak

nonlinear systems may on the other hand be analytically studied at HF by the
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2.2 THEORY

Table 2.1: Range of application of the characterization techniques used in this chap-
ter.

Weak Nonlinearity Strong Nonlinearity
Low Frequency Taylor IFM
High Frequency Volterra IFM extended

Volterra series approach [11, 2]. Table 2.1 summarizes the domain of validity of the

different techniques used in the following of this work.

2.2.1 Basic concepts and Taylor series analysis

The definition of the main distortion factors will be introduced in this section with

the help of the Taylor expansion of a nonlinearity. Both single- and multi-tone(s)

excitation cases are discussed.

2.2.1.1 Single tone analysis

Consider a circuit excited with one sinusoidal source of amplitude A at angular

frequency ω. When the amplitude A of the input signal is small enough, the output

spectrum of the circuit only contains one frequency component above the noise

floor, namely the response corresponding to the circuit linear behavior. This signal

is at the same frequency as the input signal, called the fundamental frequency. The

amplitude of this signal changes proportionally with the input amplitude.

When the amplitude is increased, the output spectrum contains signals at the

angular frequencies 2ω and 3ω. These signals, called the second and third harmonics,

originate from the second- and third-order nonlinear circuit behavior, respectively.

Higher harmonics are found with increasing amplitude A. We define the harmonic

distortion of order n (HDn) as the ratio of the nth harmonic Yn to the fundamental

response Y1:

HDn =
|Y 2

n |
|Y 2

1 |
. (2.1)

The Total Harmonic Distortion (THD) is defined as the sum of the Root Mean

Square (RMS) values of the higher harmonics, relative to the fundamental compo-

nent:

THD =

√

∑∞
n=2 Y 2

n

Y 2
1

. (2.2)

Consider the following relationship of a memoryless circuit between the input
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CHAPTER 2. NONLINEAR CHARACTERIZATION OF SOI MOSFETS

signal x(t) and the output signal y(t):

y(t) = f(x(t)) = K0 + K1x(t) + K2x
2(t) + K3x

3(t) + . . . (2.3)

If we assume that the right-hand side of relation (2.3) converges to f(x(t)), the

coefficients Kn can be identified with the coefficients of a Taylor series of f(t):

Kn =
1

n!

dnf

dxn
. (2.4)

When the circuit is excited by a sinusoidal source A cos(ωt + φ), we find that

y(A cos(ωt + φ)) =

(

K0 +
K2

2
A2

)

+ A

(

K1 +
3K3

4
A2

)

cos(ωt + φ)

+
K2

2
A2 cos(2ωt + 2φ) +

K3

4
A3 cos(3ωt + 3φ) + . . . (2.5)

The harmonic distortion of order two or three are then calculated from relation (2.1):

HD2 =

∣

∣

∣

∣

2K2A

4K1 + 3K3A2

∣

∣

∣

∣

(2.6)

=
A

2

∣

∣

∣

∣

K2

K1

∣

∣

∣

∣

if K1 �
3

4
K3A

2, (2.7)

HD3 =

∣

∣

∣

∣

K3A
2

4K1 + 3K3A2

∣

∣

∣

∣

(2.8)

=
A2

4

∣

∣

∣

∣

K3

K1

∣

∣

∣

∣

if K1 �
3

4
K3A

2. (2.9)

It appears from (2.5) that the even order harmonics give rise to a DC shift, i.e., a

variation of the component at 0 Hz. The bias of a nonlinear circuit may then change

as a function of the signal amplitude. This property is called self-biasing .

Fig. 2.3 depicts the fundamental and the third harmonic levels at the output

of such nonlinear circuit as a function of the input signal amplitude. At low input

level, the amplitude of the nth harmonic increases with the nth power of the input

amplitude. At high input amplitudes, this is not true anymore and the fundamental

response may increase faster or slower than linear (gain expansion and gain compres-

sion, respectively). In (2.5) the gain
(

K1 + 3K3

4
A2
)

is modulated by A and the gain

compression occurs if K3 is negative. The 1-dB or 3-dB compression point (P−1dB

and P−3dB, respectively) is a measure of the gain compression, expressing the input

level for which the fundamental response is 1- or 3- dB lower than the extrapolation

of the response at lower amplitudes which is caused by linear behavior only.

The input dynamic range is the range of input amplitude over which the circuit
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Figure 2.3: Output power at fundamental and third harmonic vs input power on a
logarithmic scale.

can be used without a too large signal degradation. It is given by the difference

between the input compression point and the noise floor.

At low input amplitude, the second harmonic increases as the square of the input

amplitude. Its extrapolation must therefore cross the extrapolation of the linear

gain. The intersection of those extrapolated curves is defined as the second order

intercept point IP2h. The IP2h usually refers to the input level and it is sometimes

denoted IIP2h while the output level corresponding to the IP2h is written OIP2h.

When the IIP2h is given in Volts, we speak about Voltage Intercept Point of order 2

(V IP2h). The third order intercept point IP3h is defined similarly. From the previous

example (eq. (2.3)), assuming a low level of distortion i.e., that K1 � 3
4
K3A

2, we

have

V IP2h = 2

∣

∣

∣

∣

K1

K2

∣

∣

∣

∣

, (2.10)

V IP3h = 2

√

∣

∣

∣

∣

K1

K3

∣

∣

∣

∣

. (2.11)
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2.2.1.2 Multi-tones analysis: intermodulation

In the RF and microwave field of applications, harmonic distortion of transceivers

should be as low as possible, but the main nonlinear problems come from the inter-

modulations of an interferer with the wanted signal (Fig. 2.2).

Consider that we have the signal x(t) = A1 cos ω1t + A2 cos ω2t at the input of

the system (2.3). Suppose that the signal at angular frequency ω1 corresponds to

the wanted signal, the other one being the interferer. At the output of the system,

we have

y(t) =

(

K1A1 +
3

4
K3A

3
1 +

3

2
K3A1A

2
2

)

cos ω1t

+

(

K1A2 +
3

4
K3A

3
2 +

3

2
K3A2A

2
1

)

cos ω2t + . . . (2.12)

The amplitude of the interferer may be much higher than the wanted signal (A2 �
A1). In this case, the gain κ is given by

κ =

(

K1 +
3

2
K3A

2
2

)

. (2.13)

If the system saturates, K3 < 0 and the gain decreases with A2. We say that

the signal is blocked when A2 is so important that the gain becomes equal to zero.

Furthermore, the variations of A2 modulate the output signal (see (2.13)), we speak

about cross modulation.

When two (or more) signals are applied, the output signal contains the funda-

mental and the harmonics, but also signals at others frequencies, resulting from

the cross-products which are usually unwanted. The distortion introduced by these

terms is called the intermodulation distortion (IMD). In communication circuits,

these unwanted products are often denoted as spurious responses. For instance, at

the output of the system (2.3) excited by x(t) = A1 cos ω1t + A2 cos ω2t we find e.a.

the following terms:

K2A1A2 [cos((ω1 + ω2)t) + cos((ω1 − ω2)t)] , (2.14)

3K3A
2
1A2

4
[cos((2ω1 + ω2)t) + cos((2ω1 − ω2)t)] , (2.15)

3K3A1A
2
2

4
[cos((ω1 + 2ω2)t) + cos((ω1 − 2ω2)t)] . (2.16)

The distortion products at 2ω1+ω2 and ω1+2ω2 will usually fall outside the frequency

band of interest. However, signals at 2ω1 − ω2 and ω1 − 2ω2 may fall in this band,
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corrupting the transmission. The same mechanism occurs when a weak signal is close

to two important interferers. In this case, one of the third-order intermodulation

products falls in the band of interest and corrupts the wanted signal (Fig. 2.2).

When the input amplitudes are taken equal, the nth-order intermodulation dis-

tortion IMDn is defined as the ratio of the nth intermodulation product to the

fundamental response. So, IMD2 and IMD3 are given by

IMD2 =

∣

∣

∣

∣

Y1,±1

Y1,0

∣

∣

∣

∣

(2.17)

IMD3 =

∣

∣

∣

∣

Y2,±1

Y1,0

∣

∣

∣

∣

=

∣

∣

∣

∣

Y1,±2

Y1,0

∣

∣

∣

∣

(2.18)

where Yn,m is the response of the system at nω1 +mω2. The last equality in (2.18) is

only valid at low frequencies. Indeed, sidebands asymmetries are observed at high

frequency [12]. From the previous example, assuming low-distortion and identical

amplitude for both signals (A1 = A2 = A), we have

IMD2 =

∣

∣

∣

∣

K2

K1

∣

∣

∣

∣

A = 2 · HD2 (2.19)

IMD3 =
3

4

∣

∣

∣

∣

K3

K1

∣

∣

∣

∣

A2 = 3 · HD3 (2.20)

As the output tone at 2ω1 − ω2 (or identically, at ω1 − 2ω2) increases faster than at

the fundamental, we may define a third-order intercept point IP3i similarly as in the

harmonic distortion case: it is the intersection between the extrapolated curves at

ω1 and at 2ω1 − ω2 from low amplitudes. The intercept point of order nth is defined

as the input amplitude for which the extrapolated intermodulation distortion figures

of order n are equal to one (IMDn = 1). From equations (2.17) and (2.18), and

under the same assumptions, we find

IP2i =

∣

∣

∣

∣

K1

K2

∣

∣

∣

∣

=
IP2h

2
(2.21)

IP3i = 2

√

∣

∣

∣

∣

K1

3K3

∣

∣

∣

∣

=
IP3h√

3
(2.22)

where the index i refers to intermodulation intercept point and index h to harmonic

intercept point.
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2.2.2 Volterra series analysis

In the analysis of small signals FET amplifiers, such as LNAs, we are interested

in the weakly nonlinear behavior of the circuits, because the excitations are weak

signals. The Volterra series analysis is the most appropriate tool for that purpose.

This approach provides analytic relations of the nonlinear behavior that include

memory effects coming from inductances and capacitances.

2.2.2.1 Generalities

The most common implementation of Volterra analysis uses a technique called the

method of nonlinear currents. In this method, each nonlinear circuit element is

converted into a linear element in parallel with current sources that represent the

element nonlinearities. The current at each order of nonlinearity depends on the

element voltages at all lower orders, in such a way that the currents may be calcu-

lated recursively. The second order current is obtained from the first-order voltages.

The circuit is then excited by the second-order current, resulting in the second-order

voltage. The third-order current are then computed from the first- and second-order

voltages, and so on.

The Volterra series describe the output of a nonlinear system as the sum of

the responses of different operators, each operator representing a certain order of

nonlinearity. Every operator is described either in the time domain or in the fre-

quency domain by a Volterra kernel. The frequency domain representation is usually

preferred for circuit analysis.

Any relationship between the input x(t) and the output y(t) of a nonlinear, time

invariant system can be expressed with the following series [2]:

y(t) =
∞
∑

n=1

yn(t) = H1[x(t)] + H2[x(t)] + H3[x(t)] + . . . (2.23)

in which Hn is the nth-order Volterra operator given by the following convolution:

Hn[x(t)] =

∫ +∞

−∞
. . .

∫ +∞

−∞
hn(τ1, τ2, . . . , τn)x(t−τ1)x(t−τ2) . . . x(t−τn)dτ1dτ2 . . . dτn

(2.24)

where the functions hn(τ1, τ2, . . . , τn), called the Volterra kernels of the system, sat-

isfy the causality property. Frequency domain representation is obtained by the
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multi-dimensional Laplace transform of the kernels:

Hn(s1, s2, . . . , sn) =

∫ +∞

−∞
. . .

∫ +∞

−∞
hn(τ1, τ2, . . . , τn)e−(s1τ1+...+snτn)dτ1dτ2 . . . dτn

(2.25)

The input-output spectral relationship is obtained by Fourier transforming both

sides of (2.23):

Y (f) =
∞
∑

n=1

Yn(f) (2.26)

with

Yn(f) =

∫ ∞

−∞
. . .

∫ ∞

−∞
Hn(f1, . . . , fn)δ(f − f1 − . . . − fn) ·

n
∏

i=1

X(fi)dfi. (2.27)

where X(f) is the Fourier transform of the input signal x(t). The previous relation-

ships show that the first order kernel H1(s1) is the transfer function of the linearized

system. The Volterra series permits to calculate all mixing products of the excita-

tions (harmonics, intermodulation, etc.). The order of the output component can

be thought of as the number of contributing input frequencies. More precisely, the

order O of the mixing product f = mf1 + nf2 + pf3 + . . . is the sum of the coeffi-

cients of the input frequencies: O = |m|+ |n|+ |p|+ . . . There are many cases where

different order nonlinearities can result in responses at the same frequency.

To illustrate this feature, let us take the example of a second-order nonlinear

system. Its operation can be seen as the combination of two signals, which eventually

are identical. When two sine waves at frequency f1 and f2 are applied, X(f) =

Aδ(f − f1) + A∗δ(f + f1) + Bδ(f − f2) + B∗δ(f + f2), the first order response is

given by (2.27) for n = 1:

Y1(f) = AH1(f1)δ(f−f1)+A∗H∗
1 (f1)δ(f+f1)+BH1(f2)δ(f−f2)+B∗H∗

1 (f2)δ(f+f2)

(2.28)

This corresponds to the response of the linearized system. The second-order response

is similarly obtained from (2.27) for n = 2, producing nine terms at frequencies

f1 ± f1, f2 ± f2 and f1 ± f2. A representative term in Y2(f) at the frequency f1 + f2

is of the form

[H2(f2, f − f1) + H2(f1, f − f2)]δ(f − f1 − f2). (2.29)

In contrast to the Taylor series, the Volterra series can describe weakly nonlinear

systems with inductors and capacitors. Note that for a memoryless system, the

Volterra series reduces to the Taylor series.
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Table 2.2: Different responses at the output of a nonlinear system described by
Volterra kernels of order 1, 2 and 3, excited by A1 cos ω1t + A2 cos ω2t.

Order Frequency Amplitude Type
of response of response of response

1 ω1 A1|H1(jω1)| Linear
1 ω2 A2|H1(jω2)|
3 ω1 = ω1 + ω2 − ω2

3
2
A1A

2
2|H3(jω1, jω2,−jω2)| Third-order

3 ω2 = ω1 − ω1 + ω2
3
2
A2

1A2|H3(jω1,−jω1, jω2)| desensitization
3 ω1 = 2ω1 − ω1

3
4
A3

1|H3(jω1, jω1,−jω1)| Third-order expansion
3 ω2 = 2ω2 − ω2

3
4
A3

2|H3(jω2, jω2,−jω2)| or compression
2 ω1 + ω2 A1A2|H2(jω1, jω2)| Second-order
2 |ω1 − ω2| A1A2|H2(jω1,−jω2)| IM products
2 2ω1

1
2
A2

1|H2(jω1, jω1)| Second
2 2ω2

1
2
A2

2|H2(jω2, jω2)| Harmonics
2 0 1

2
A2

1|H2(jω1,−jω1)| DC
2 0 1

2
A2

2|H2(jω2,−jω2)| shift
3 2ω1 + ω2

3
4
A2

1A2|H3(jω1, jω1, jω2)|
3 |2ω1 − ω2| 3

4
A2

1A2|H3(jω1, jω1,−jω2)| Third-order
3 ω1 + 2ω2

3
4
A1A

2
2|H3(jω1, jω2, jω2)| IM products

3 |ω1 − 2ω2| 3
4
A1A

2
2|H3(jω1,−jω2,−jω2)|

3 3ω1
1
4
A3

1|H3(jω1, jω1, jω1)| Third
3 3ω2

1
4
A3

2|H3(jω2, jω2, jω2)| harmonics

The different responses at the output of a nonlinear system described by Volterra

kernels of order one, two and three, excited by two sinusoids A1 cos(ω1t) and A2 cos(ω2t)

are given in table 2.2. For instance, the HD3 can be calculated from that table:

HD3 =
A2

1

4

∣

∣

∣

∣

H3(jω1, jω1, jω1)

H1(jω1)

∣

∣

∣

∣

(2.30)

The remaining question is: How to evaluate the kernels? The most common way

to compute the kernels is the so-called nonlinear current method , widely explained

in [11, 13, 2]. This method is summarized as follows and will be applied to a

MOSFET in the next subsection:

1. Solve for the first-order response y1(t) which is the response of the linear part

of the circuit to the excitation x(t) as if the nonlinearity were removed from the

circuit.

2. When the first-order voltage across the nonlinearity y1(t) is found, compute the

nonlinear current iNL2(t). In general, compute the nonlinear current iNLn(t)
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Table 2.3: Nonlinear current sources [2]. Kij is the nonlinear coefficient of order i
as given by (2.3) for a conductance (j = g) or a capacitance (j = C). Hij is the
Volterra kernel off order i evaluated at the circuit node j.

Type of basic Nonlinear current Nonlinear current source
nonlinearity source of order two of order three

(trans) K2g1H1k(s1)H1k(s2) K3g1H1k(s1)H1k(s2)H1k(s3)
conductance + 2

3
K2g1 [H1k(s1)H2k(s2, s3)

+H1k(s2)H2k(s1, s3) + H1k(s3)H2k(s1, s2)]
capacitance (s1 + s2)K2C (s1 + s2 + s3)K3CH1k(s1)H1k(s2)H1k(s3)

H1k(s1)H1k(s2) + 2

3
K2C(s1 + s2 + s3) [H1k(s1)H2k(s2, s3)

+H1k(s2)H2k(s1, s3) + H1k(s3)H2k(s1, s2)]
two-dimensional 1

2
K2g1&g2 [H1k(s1)H1m(s2)

1

3
K2g1&g2 [H1k(s1)H2m(s2, s3) + H1k(s2)H2m(s1, s3)

conductance +H1k(s2)H1m(s1)] H1k(s3)H2m(s1, s2) + H2k(s1, s2)H1m(s3)
(only cross terms) +H2k(s1, s3)H1m(s2) + H2k(s2, s3)H1m(s1)]

+ 1

3
K3,2g1&g2 [H1k(s1)H1k(s2)H1m(s3)+

H1k(s1)H1k(s3)H1m(s2) + H1k(s2)H1k(s3)H1m(s1)]
+ 1

3
K3,g1&2g2 [H1k(s1)H1m(s2)H1m(s3)

+H1k(s2)H1m(s1)H1m(s3) + H1k(s3)H1m(s1)H1m(s2)]

when each yn−1(t) is determined. Nonlinear currents sources of order 2 and 3

are found in table 2.3.

3. Determine yn(t) from the linear differential equation

L[yn(t)] + iNLn(t) = 0, n = 2, 3, . . . (2.31)

in which L denotes symbolically the linear circuit operations and iNLn(t) is the

nonlinear current source computed from the knowledge of y1(t), . . . , yn−1(t).

4. Finally, the total response y(t) is the sum of all the components:

y(t) =
∞
∑

n=1

yn(t). (2.32)

2.2.2.2 Volterra analysis of a MOSFET

In this section, we will apply the method of nonlinear currents to a MOSFET

in common-source (CS) configuration. The simple equivalent circuit presented in

Fig. 2.4 will be used. The drain current ID is assumed to be:

ID = ID0 + gm1VG + gm2V
2
G + gm3V

3
G + gd1VD + gd2V

2
D + gd3V

3
D (2.33)
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VD

Vdd

VG

ZL

(a)

Rg CgdCgs gm gd Cds YL

Vin

(b)

gm = gm1 + gm2VG + gm3V
2
G

gd = gd1 + gd2VD + gd3V
2
D

Figure 2.4: (a) Common-source MOSFET configuration. (b) its equivalent schematic
used in the Volterra series analysis.

This means that the cross-derivatives are not taken into account and we only as-

sume that the transconductance gm and the output conductance gd are nonlinear. As

discussed in [14], this model is well appropriated to analyze the distortion of a MOS-

FET in the saturation region. In the linear region however, the cross-modulation

terms are no more negligible. Furthermore, the capacitive elements do not generate

any significant harmonics in saturation. Nevertheless, the linear capacitances are in-

cluded in the model. Cgd influences the harmonics by the feedback; Cds reduces the

output impedance at HF, and Cgs filters the inputs. Compared to BJTs, MOSFETs

have more linear capacitances, which is an advantage of this technology.

First order response The first order response corresponds to the linear case

(Fig. 2.5(a)). The considered independent source is Vin = A sin(ωt). We can write

the circuit equations from the Kirkkhoff’s relations:

(

(Cgs + Cgd)s + 1/Rg −Cgds

gm1 − Cgds YL + gd1 + (Cds + Cgd)s

)

·
(

VG

VD

)

=

(

A/Rg

0

)

The first-order Volterra kernels are obtained by the normalizing the independent

source A to one:

(

(Cgs + Cgd)s + 1/Rg −Cgds

gm1 − Cgds YL + gd1 + (Cds + Cgd)s

)

·
(

H11(s)

H12(s)

)

=

(

1/Rg

0

)

H11(s) and H12(s) are the solution of this linear set of equations. Note that in the

notation Hxy, the index x refers to the order of the kernel and y to the appropriate

node of the circuit (1 is node G and 2, node D).
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Rg Cgs Cgd gm1 gd1 Cds YL

Vin

(a)

Rg
CgdCgs gm1 gd1 Cds YL

iNL2gD
iNL2gm

(b)

Figure 2.5: Circuit that has to be solved for the calculation of (a) the first and (b)
the second order kernels of the circuit in Fig. 2.4.

Second-order response The first order kernels being known, we may calculate

the nonlinear current sources of order two, corresponding to the linear response on

second order coefficient of gm and gd (table 2.3):

iNL2gm
= gm2 · H11(s1)H11(s2) (2.34)

iNL2gd
= gd2 · H12(s1)H12(s2) (2.35)

iNL2tot = iNL2gd
+ iNL2gm

(2.36)

Those are the only sources to be considered in the analysis, as we assumed that Vin

was a pure sine wave. The second-order system is represented by (Fig. 2.5(b)):

(

(Cgs + Cgd)(s1 + s2) + 1/Rg −Cgd(s1 + s2)

gm1 − Cgd(s1 + s2) YL + gd1 + (Cds + Cgd)(s1 + s2)

)

·
(

H21(s1, s2)

H22(s1, s2)

)

=

(

0

−iNL2tot

)

(2.37)

Third order response Similarly as for the second order, we may write the third

order equations of the system as follows:

(

(Cgs + Cgd)(s1 + s2 + s3) + 1/Rg −Cgd(s1 + s2 + s3)

gm1 − Cgd(s1 + s2 + s3) YL + gd1 + (Cds + Cgd)(s1 + s2 + s3)

)

·
(

H31(s1, s2, s3)

H32(s1, s2, s3)

)

=

(

0

−iNL3tot

)

(2.38)
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with

iNL3tot = iNL3gm
+ iNL3gd

(2.39)

iNL3gm
= gm3 · H11(s1)H11(s2)H11(s3) +

2

3
gm2(H11(s1)H21(s2, s3)

+H11(s2)H21(s1, s3) + H11(s3)H21(s1, s2)) (2.40)

iNL3gd
= gd3 · H12(s1)H12(s2)H12(s3) +

2

3
gd2(H12(s1)H22(s2, s3)

+H12(s2)H22(s1, s3) + H22(s3)H22(s1, s2)) (2.41)

Nonlinear performance parameters The large-signal figures of merit are eval-

uated from the Volterra kernels. The expressions are later approximated as fol-

lows [15]. The approximation consists of eliminating the high order terms in fre-

quency and load. Further, we opted for a poles and zeros form:

HD2(f) ≈ HD2DC
1 + jf/fzHD2

1 + jf/fpHD2

(2.42)

with

HD2DC =
A

2

∣

∣

∣

∣

gm2

gm1

+
gd2gm1

Y
′2
L

∣

∣

∣

∣

(2.43)

fzHD2
=

1

4π

[

Rg(Cgd + Cgs) +
gm2Y

′

L(Cds + Cgd) − gd2gm1Cgd

gm2Y
′2
L + gd2g

2
m1

]−1

(2.44)

fpHD2
=

1

2π

[

3Rg

(

Cgd

(

gm1

Y
′

L

+ 1

)

+ Cgs

)

+ 3
Cds + Cgd

Y
′

L

− Cgd

gm1

]−1

(2.45)

Y
′

L = gd1 +
1

ZL
(2.46)

and

HD3(f) ≈ HD3DC
(1 + jf/fz1HD3

)(1 + jf/fz2HD3
)

(1 + jf/fp1HD3
)(1 + jf/fp2HD3

)
(2.47)

with

HD3DC =
A2

4

∣

∣

∣

∣

(−gd3Y
′

L + 2g2
d2)g

2
m1

Y
′4
L

+
2gd2gm2

Y
′2
L

+
gm3

gm1

∣

∣

∣

∣

(2.48)

fz1HD3
=

2g2
d2 − Y

′

Lgd3

4π
[

(agd3 − 2Rgg2
d2)Cgd + gd3Cds + (−2Rgg2

d2 + gd3Y
′

LRg)Cgs

]

(2.49)

fz2HD3
=

1

6πRgCgd
(2.50)
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fp1HD3
=

−Y
′

L/2π
[

7Cgd

(

a − Y
′

L

7gm1

)

+ 4(Cds + Y
′

LRgCgs)
] (2.51)

fp2HD3
=

−gm1

2πCgd
(2.52)

a = 1 + Rg(gm1 + Y
′

L) (2.53)

Note that (2.43) and (2.48) are the factors given by a Taylor analysis. The third-

order distortion is not only generated by the third-order nonlinear coefficient gm3,

but also by the combination of lower-order terms (see (2.48)).

Following the same methodology, a two-tone analysis may be performed. In order

to simplify the expressions, Cgd was neglected. This means that a perfect isolation

between output and input is supposed. The error introduced by this simplification

will be discussed in section 2.3.3. It was also assumed that the tones are close

together with regard to the operation angular frequency ω and that the global

output conductance Go(ω) verifies G∗
o(ω) = Go(−ω). This hypothesis is verified in

the case of the considered MOSFET as Go(ω) = YL + gd1 + jωCds is linearly related

to the frequency. Then, the intermodulation distortion of order 3 is given by:

IMD3 =
3

4
A2 1

1 + ω2R2
gC

2
gs

|IM3| (2.54)

where

IM3 =
gm3

gm1
−
(

gm1

Go(ω)

)2
gd3

G∗
o(ω)

(2.55)

+
2

3
gd2gm2

(

1

Go(2ω)G∗
o(ω)

+
2

G∗
o(∆ω)Go(ω)

)

+
2

3

(

gm1

Go(ω)

)2
g2

d2

G∗
o(ω)

(

1

Go(2ω)
+

2

G∗
o(∆ω)

)

It follows from (2.54) and (2.55) that the IMD3 not only depends on the third-order

nonlinearity of the transconductance gm3 as commonly assumed, but also on the

output conductance at low-frequency Go(∆ω) and at the second harmonic Go(2ω).

Also, the only action of Cgs is a lowering of the signal magnitude at the input of

the device. As the output admittance of a Partially-Depleted (PD) SOI MOSFET

is frequency dependent, we expect from those last relations to measure a variation

of IMD3 as a function of the tones separation for that device [16]. This will be

discussed in section 2.4.
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2.2.3 Describing functions

A classical procedure for dealing in a practical way with nonlinear systems is to con-

struct a linear model to approximate the nonlinearities. A small-signal linearization

consists for instance of expanding the nonlinear function in a Taylor series around

some operating point and retaining only the linear term in the analysis. If the exci-

tations are not small enough to permit this simple form of linearization, one can do

better by letting the linear approximation depends on the input. The idea behind

describing functions (DF) is to extend the classical transfer function concept by

finding a quasi-linear approximation of a nonlinearity that corresponds to a specific

input signal [17].

Because the DF is a kind of linearization of the system, it is not used to compute

HD and IMD. Nevertheless, it is introduced here as it will be demonstrated in the

following that it is powerful to study the influence of the amplitude on different

circuit parameters.

Suppose that the input of a nonlinear operator N is x(t) =
∑

i xi(t), and its

output is y(t). Then, we look for the approximation ya(t) =
∑

i wi(t)xi(t) of y(t)

so that the error is minimized in the least mean square sense. It can be shown that

the set of coefficients wi which minimizes the mean-square approximation error is

that set which equates, over the non-negative range of their arguments, the input-

output cross-correlation function for the nonlinearity and its approximation [17].

This cross-correlation equivalence is required for each component of the input.

If the components of the inputs xi(t) are statistically independents, the optimal

set of wi must satisfy the following condition [17]:

∫ ∞

0

wi(τ2)φij(τ1 − τ2)dτ2 = y(t)xi(t − τ1) τ1,2 ≥ 0, i, j = 1, 2, 3, . . . (2.56)

where φij is the cross-correlation function between i and j.

Suppose that the input of the system has a sinusoidal form whose phase ϕ is not

a priori known: x(t) = A sin(ωt + ϕ). Then, (2.56) becomes:

{

A
2

∫∞
0

w1(τ2) cos(ωτ2)dτ2 = y(0) sinϕ
A
2

∫∞
0

w1(τ2) sin(ωτ2)dτ2 = −y(0) cosϕ

and the approximation NA of the nonlinear operator N writes:

NA =
2

A
y(0) sinϕ + j

2

A
y(0) cosϕ (2.57)
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= np + j · nq (2.58)

The describing function NA is then a linear gain, chosen in such a way that it renders

similar responses for the nonlinearity and its approximation, in the mean-square

error sense, to the same sinusoidal input. The form (2.58) of NA underlines the

fact that the gain has in-phase and in-quadrature terms. In the case of memoryless,

single-value nonlinearity, the quadrature gain is always zero.

On the other hand, the DF for a sinusoidal input component may be viewed as

the amplitude and phase relationship between an input sinusoid and the fundamental

harmonic component of the expectation of the output of the nonlinearity taken with

respect to all statistical parameters except ϕ:

NA(A, ω) =
j

πA

∫ 2π

0

y(A sinφ, Aω cos φ)e−jφdφ (2.59)

where φ = ωt. The DF may be equivalently defined as the ratio between the phasor

representation of the output component at frequency ω and the phasor representa-

tion of the input component at frequency ω:

NA(A, ω) =
A1(A, ω)

A
ejφ1(A,ω) (2.60)

where A1 and φ1 are the amplitude and phase of the fundamental Fourier component.

The DF is sometimes referred as harmonic linearization, due to the form (2.59)

of NA. It will be used in the analysis of oscillators in the next chapter.

2.2.4 Integral function method

In the previous sections, we applied Taylor or Volterra series expansion of the mea-

sured output DC curves of a MOSFET to get its non-linear behavior at DC. The

drawback of this technique is that it requires the calculation of high-order derivatives

of the ID(VD) and ID(VG) characteristics which is sensitive to the noise introduced

by the measurements. Recently, an integral function method (IFM) [5, 18] was pro-

posed with the advantage to be less sensitive to the measurements noise than Fourier

series analysis. Furthermore, as it was the case for the DF, the IFM depends on

the signal amplitude. Mathematical basis of this method was presented in [19]. The

method is summarized in section 2.2.4.1. As stated before, this method applies in

that way on DC characteristics. We provide the extension of IFM to high frequency

operation in section 2.2.4.2.
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2.2.4.1 Principle

The IFM is based in the following features:

• the region of interest in the nonlinear DC transfer characteristic Y (X) is selected;

at the same time the input bias point Xo and the input signal amplitude A are

selected.

• this characteristic, Y (X), is normalized in both axis from 0 to 1: y(x) (Fig. 2.6).

• the resulting square of area equal to one (Fig. 2.7), is divided into two areas,

one above (AREA 2), and another below (AREA 1) the normalized curve. The

integral function D is defined as the difference between these two areas

D = 2

∫ 1

0

y(x)dx − 1 (2.61)

• The resulting function D is proportional to the total harmonic distortion includ-

ing the DC shift [19], THDo = 1.06D.

• It is preferable to use the modulus of the normalized characteristic is used,

defining the Ds function, to avoid integral cancellation when y(x) crosses the

y = x curve.

IFM computes the output difference Yr(V ) = Y (X)− Y (−X) in order to eliminate

the even harmonics in the output signal. Normalizing Yr(V ) in the same way as

above, function Dr = 4
∫ 0.5

0
yr(x)dx − 0.5 is calculated. Function Dr is defined as

Drs if the modulus of the characteristics is taken into account. Function Dr is equal

to the third harmonic distortion HD3 if the orders of nonlinearity higher than three

are neglected. Under that assumption, the principal harmonic parameters can be

calculated directly through the integral function Ds and Drs as follows:

THD =

√

(1.06Ds)2

2
+

D2
rs

2
(2.62)

HD2 =

√

(1.06Ds)2

2
− D2

rs

2
(2.63)

HD3 = Dr (2.64)

If the input signal is equal to Xo + A sin(ωt), Ds, Dr, and Drs are functions of Xo

and A, giving the possibility to analyze the harmonic distortion as a function of the

bias voltage and the input signal amplitude.
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2A

Y

XXo

0 x
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1

1

Figure 2.6: Normalization procedure in IFM.

The voltage intercept point of order 3 as a function of the derivatives under

the condition of low amplitude of A, can also be defined as function of Drs using

relations (2.9) and (2.11):

V IP3h =
A√
Drs

(2.65)

It is worth noting that the present version of IFM evaluates the intermodulation

factors of merit under the same assumptions that the Taylor approach does. In

other words, IFM computes the HD and IMD is next evaluated through relations

such as (2.20).

2.2.4.2 Extension to HF

At HF, the transfer function differs from the DC characteristic. The presence of ca-

pacitors being charged and discharged produces indeed memory effects or hysteresis.

In order to include this feature in the analysis, a time-domain simulation has to be

performed, giving both the input X(t) and output Y (t) waveforms. Eliminating the

time variable, the relationship between output and input (Y (X)) for each analyzed

fundamental frequency is obtained (Fig. 2.8).

IFM can be used for the HD analysis of a large HF signal, if function D, defined

in (2.66), is applied to the HF Y (X) characteristics. Noting that the first term in
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AREA 1

AREA 2

x0

y

1

1

Figure 2.7: The difference between the normalized characteristic y(x) and the y = x
curve is proportional to the THD.

(2.61) is indeed the integral of the normalized output as a function of the normalized

input over a whole period of excitation, we have at HF:

D =

[
∫ 1

0

y(x)dx

]

up

+

[
∫ 1

0

y(x)dx

]

down

− 1 (2.66)

where the up (down) subscript refers to the increasing (decreasing) half period of

the excitation i.e., the upper (lower) part of the HF curve in Fig. 2.8. It is worth

noting that relation (2.66) reduces to (2.61) in the case of a memoryless systems.

The general expression (2.66) of the D function may then be used at HF as well as at

LF and provide a new tool for the characterization of HF large signal nonlinearities.

2.2.5 Large signal transfer function

A general way to analyze distortion is to start directly from the large-signal transfer

function (LSTF). The effects of gm, gd and the load impedance ZL should be included

in this characteristic. Indeed, from (2.42)-(2.54), the load impedance highly affects

the distortion factors-of-merit. The characterization presented in this section is

useful for the design of power amplifiers, as it allows treating large signal amplitudes.

2.2.5.1 Low frequency case

The transfer function is found from the ID(VG, VD) relationship of the considered

device. This two-dimensional problem may be reduced to a one-dimensional one
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Figure 2.8: Transfer characteristics of a common-source 8x2 µm/0.14 µm FD SOI
MOSFET from OKI corp. at DC and at HF for A = 0.6 V, VG = 0.8 V, ZL = 200 Ω,
Vdd = 1.2 V (BSIM3v3 model provided by the founder). The 5 GHz frequency refers
to the frequency of the input sinusoidal signal.

by adopting appropriated boundary conditions [20]. Indeed, for the common-source

MOSFET in Fig. 2.4(a), the following relationship is always verified:

(Vdd − VD) · YL = ID(VG, VD) (2.67)

where YL = 1/ZL is the load admittance. Solving this equation for each VG, we

determine both the drain voltage as a function of the gate voltage and the large-

signal current characteristic that includes the effect of the load ID(VG, ZL). The

distortion may then be computed by IFM, Fourier or Taylor series expansion on

that characteristic. Indeed, the I(VG, ZL) characteristics may also be expressed as:

I(VG, ZL) = Gm1VG + Gm2V
2
G + Gm3V

3
G + . . . (2.68)

where Gmi are obtained by ith differentiation of the I(VG, ZL) characteristics; they

may also be obtained from the gmi and gdi coefficients as discussed in [21]. The effect

of both transconductance and output conductance, as well as gain compression are

then included in the HD obtained from the ratio of Gmi. The advantage of such

method its simplicity since the transition from triode to saturation is well taken into

account. It is interesting to evaluate the Gmi because the minima of HDi correspond

to the values that nullify Gmi.

It is interesting to remark that the effective gain Gm1 is easily obtained as a

function of the signal amplitude from the I − V by the describing function (rela-

tion (2.59)). The higher-order coefficient Gm2 and Gm3 may also be obtained as a

function of the signal amplitude without any derivative by the IFM. Indeed, the Dr
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function is equal to HD3, which is the ratio of Gm3 to Gm1. Once Gm1 is found by the

DF approach, Gm3 is obtained. It must be underlined that the Gmk obtained for A

tending to zero are those obtained by differentiation of the I(VG, ZL) characteristic.

On the other hand, it as been reported that minima of distortion (sweet-spots)

depend on the input signal power [20]. For a correct representation of this phe-

nomenon, a magnitude dependent technique, as IFM, has to be performed.

Designers are mostly interested in the linearity performances of an amplifier that

has a given output swing. As we get from the transfer characteristics (equation (2.67)

for a CS MOSFET) the relation between VG and VD, this technique allows to predict

how to bias the MOSFET as a function of the load for a given output dynamic range

and the associated distortion level.

2.2.5.2 Extension to high frequency

As previously stated, the Volterra series is widely used for the analysis of distortion

at HF. The validity domain of the expressions given in section 2.2.2 is limited to the

biases for which the FET is saturated i.e., where capacitances do not vary much. If

a large signal is applied to the transistor of Fig. 2.4(a), numeric simulations showed

that a third order Volterra model is valid if the LSTF obtained from section 2.2.5.1

is used in conjunction to a bias-dependent model of the capacitors. Unfortunately,

this approach leads to huge expressions which give poor insight to the designer.

Best is to use the LSTF concept at HF. In this case, the LSTF differs from the

DC one. Indeed, as memory effects are present, hysteresis appears in the LSTF.

In order to include them into the analysis, a time-domain simulation has to be

performed, giving both ID(t) and VG(t). By the elimination of the time variable,

the relationship between output and input (ID(VG)) is obtained (Fig. 2.8). This

function is the frequency dependent LSTF of the system. As previously stated, the

IFM may be applied to this LSTF.

2.3 Nonlinear characterization of SOI nMOSFETs

The characterization techniques described in the previous section are applied in the

present section to a MOSFET in the common-source configuration. The influence of

bias, load and frequency is discussed in details. The different extraction techniques

are compared with LSNA measurements.

The considered device-under-test (DuT) is a Partially-Depleted (PD) Floating-
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Figure 2.9: Measured DC characteristics of the considered PD SOI nMOSFET.
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Figure 2.10: Nonlinear coefficients of the considered PD SOI nMOSFET, obtained
from differentiation of the curves in Fig. 2.9; VD = 0.9 V.

Body (FB) SOI nMOS composed of 12 fingers connected in parallel, each 6.6 µm

width and 0.25 µm length. The devices were fabricated at CEA-LETI, France,

following a 0.25 µm process. The extracted threshold voltage Vth value is 0.56 V.

All measurements were performed on-wafer with the source and the back-gate of the

MOSFET grounded. The measured1 I −V relation of the DuT is shown in Fig. 2.9.

The nonlinear coefficients defined in (2.33) are depicted in Fig. 2.10 as a function

of the gate voltage. In weak inversion, the drain current follows an exponential type

behavior with respect to the gate voltage, as diffusion mechanism dominates. The

gm3 coefficient is positive in this region and as a consequence, the device experiences

gain expansion. In the strong inversion region, however, the mechanism for drain

1An HP 4156 setup was used for that purpose.
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current is mainly due to drift and the drain current characteristics follows roughly

a square-law. In reality, short-channel effects reduce the exponent to values lower

than two. Also, the mobility modeling is crucial for a good understanding of the

distortion mechanisms. As a result, gm3 is nonzero and negative in strong inversion.

The device experiences then gain compression. An important consequence of this

feature is that gm3 passes through zero in the moderate inversion region. At this

point, the device acts as an ideal square-law device and do not experience any third-

order distortion. Higher order distortion components nevertheless also influence the

third-order distortion, and even if it experiences a minimum, its value differs from

zero. The existence of a low distortion region close to Vth, where gm3 is null, is thus

inherent to the CMOS device and is independent of short-channel effects [22].

2.3.1 LSNA measurements

Performing nonlinear measurements of a device at RF and microwaves is a complex

task. Recently, the LSNA setup was developed to facilitate the measurement and

provide exhaustive information on the DuT that is needed for accurate nonlinear

modeling at microwaves. The setup [8, 23, 9] injects sinusoid signals at different

power levels and measures both phase and magnitude of the transmitted and re-

flected waves at the fundamental and the harmonics (Fig. 2.11). Signals up to 20

GHz can be detected, so for a 900 MHz fundamental frequency, the 22 first harmonics

can be measured.

A first calibration (in both magnitude and phase) was done using a calibration

kit on alumina substrate in order to put the reference planes at the end of the probes

tips. Further de-embedding is required if we want to get rid of the parasitic intro-

duced by the access pads and lines. For that purpose, an on-wafer calibration kit has

to be measured and adequate algorithms applied. We checked that the input power

level has no influence on the passive devices used for the calibration. For instance,

the variation of the measured scattering parameters of a short-circuit is shown in

Fig. 2.12. The standard deviation of |S11| is 3 ·10−4. Therefore, linear measurements

available from classical linear vectorial network analyzers (VNA) may be used for

de-embedding purpose. We used two algorithms to de-embed our DuTs. The first

one was proposed by Vandamme [24] (method A). The other one (method B) com-

putes the scattering matrices S
p

of the parasitic structures from the calibration kit

measurements, as described in [25, 26, 27]. Next, the matrices S
p

are converted into

chain matrices, assuming a 50 Ω reference impedance of the equipment. Then the

voltages and currents at both ports of the DuT are computed from those matrices
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Figure 2.11: Magnitude of input and output current and voltage of our DuT mea-
sured as a function of the power delivered by the generator (LSNA measurements).
VD = 0.9 V and VG = 1.0 V; f = 900 MHz.

and the measured current and voltages. To be accurate, this second method requires

a good evaluation of the characteristic impedance of the on-wafer access lines. The

two methods give results in agreements in the studied frequency band (Fig. 2.13).

In the following, the de-embedding proposed in [24] (method A) will be considered,

as it does not require the evaluation of the characteristic impedance of the access

lines.

2.3.2 Low frequency characterization

At low frequencies, the capacitances may be neglected. The drain current ID of

the MOSFET can be easily obtained as a function of the gate and drain voltages

by simulations or measurements. The harmonic distortion of order n (HDn) of the

characteristics are given by (2.7) and (2.9) where Ki = gmi or Ki = gdi (the gmi and

gdi coefficients were defined in (2.33)).

As the effect of the transconductance is often the only nonlinearity taken into

account [3], the distortion of the ID(VG) relationship is investigated first.

The HD2 of our DuT evaluated by (2.7), by the IFM applied on ID(VG) and by

LSNA measurements at 900 MHz is reported in Fig. 2.14 as a function of VG. The

results given by IFM and (2.7) are almost identical. Since we deal with measure-

ments data, IFM only will be used in the following. For gate voltages between 0.2

V and 1.0 V LSNA method gives results in agreement. The minimum depends on
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Figure 2.12: Influence of power on measured S parameters of a short circuit at 900
MHz. The input power is the power delivered by the generator.
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Figure 2.14: HD2 of a 12x6.6 µm/0.25 µm PD SOI transistor measured with
LSNA (circles) and calculated by IFM applied to ID(VG) (crosses) and relation (2.7)
(straight line) as a function of VG; VD = 1.2 V and the amplitude of the AC input
signal A is 0.2 V. The LSNA measurements are performed on a 50 Ω setup at 900
MHz.

the drain bias condition as it is determined by the inflection point of the consid-

ered transfer function. It corresponds to the gate transconductance maximum for

the methods based on ID(VG), while from RF measurements, the gate voltage at

which the minimum is reached corresponds to the maximum power gain GP of the

transistor, defined as GP =
∣

∣

∣

(V ·I∗)output

(V ·I∗)input

∣

∣

∣

f=fo

.

It may be concluded from Fig. 2.14 that analyzing the transconductance only it

is not enough to characterize the nonlinear behavior of a MOSFET at high VG in

practical cases when the transistor is loaded. Indeed, if the load impedance would

be zero, no dependence to the drain voltage would occur. However, a 50 Ω load is

used in the LSNA measurements. The effect of the output conductance is taken into

account in this section, while the effect of the capacitances will be given in the next

section. Introducing the effect of the output conductance, we find for the transistor

in Fig. 2.4, in the case of weak nonlinearities [28]:

HD2 '
A

2

∣

∣

∣

∣

gm2

gm1
− AvDC

gd2

(YL + gd1)

∣

∣

∣

∣

(2.69)

HD3 '
A2

4

∣

∣

∣

∣

gm3

gm1

− A2
vDC

gd3

(YL + gd1)

∣

∣

∣

∣

(2.70)

where YL = 1/ZL is the load admittance and AvDC = −gm1/(YL + gd1) is the linear

DC voltage gain. Relations (2.69) and (2.70) confirm the intuition that the lower

the load impedance, the lower the effect of the gd nonlinearity.
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When dealing with measurements, the evaluation of the derivatives may become

tricky, as the fluctuations are amplified [22]. One could chose to fit the data to

a high degree polynomial, but this lacks of physical insight. A more complicated

experimental setup may also be used to circumvent this [2]. When dealing with I−V

measurements, as already mentioned, the IFM is an alternative that limits numerical

problems if a sufficiently large amplitude is considered. Indeed, the numerical noise

is averaged over the amplitude of the input sine wave.

Both LSNA and IFM allow to extract the harmonic voltage intercept points of

order three (V IP3h). The extraction with IFM is based on the assumption that the

signal amplitude A is low enough so that the relation (2.71) holds.

V IP3h = 2

√

∣

∣

∣

∣

gm1

gm3

∣

∣

∣

∣

(2.71)

The chosen value for A should however not tend to zero, because the averaging

decreases, increasing the sensitivity to noise measurements. In other words, the

amplitude should be taken small enough so that the system is weakly nonlinear. As

shown in Fig. 2.15, there is a good agreement between the methods. At high VG,

the discrepancy comes from the fact that the effect of the output conductance was

not taken into account. The IFM is more robust that the direct evaluation of (2.71)

as no derivatives are needed. On the other hand, the evaluation of the VIP from

the plot of output power vs input power measured at RF is very sensitive to the

extrapolation of the linear part of the curves. Furthermore, the peak around the

threshold voltage is still present at RF. As in practical cases, balanced circuits are

use to cancel even order distortion, this means that a careful bias of the transistors

in the moderate inversion improves the linearity of the devices. However, this bias is

not often used because it is a very narrow sweet-spot that depends on the spreading

of the threshold in the fabrication process. The effect of feedback on the sweet-spot,

as present in most real circuit configurations, will be discussed in section 2.5.

2.3.3 Volterra model

The model presented in section 2.2.2.2 is used here to characterize our DuT. As

shown in Fig. 2.16, there is a good agreement between the model and the LSNA

measurements. It worth noting that the cross-derivative terms are not included

in the representation of the I − V characteristics. Numerical simulations showed

that the presence of these terms improved the accuracy of the model compared to

measurements, especially in the triode regime. Even if it is not difficult to introduce
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Figure 2.15: V IP3h as a function of the gate-voltage overdrive, extracted from IFM
(dashed line), LSNA (circles) and equation (2.71) (straight line); the drain bias is
set to 1.2 V.

these terms, they will however be neglected through this section, in order to keep

the simplicity of the modeling.

It appears from the previous section that the HF behavior of HD may be charac-

terized by poles and zeros. Their values depend on the bias point of the MOSFET

and on the load impedance. For our DuT and for most bias points, the zeros

of (2.42) and (2.47) lie at higher frequency than their poles. Furthermore, in (2.47)

the dominant pole and zero of HD3 are respectively fp1HD3
and fz1HD3

. In other

words, both HD2 and HD3 are almost constant until the frequency fpHD2
or fp1HD3

is respectively reached. It may be seen in Fig. 2.17 that the HD predicted by the

model decreases at high gate voltage with the frequency. The linear capacitances

included in the model reduce the output impedance at HF. The voltage swing also

decreases, increasing the effective output conductance linearity. On the other hand,

HD2 increases with frequency at the VG corresponding to its minimum (Fig. 2.17),

due to the feedback action of Cgd. The dominant poles are plotted in Fig. 2.18 as a

function of the load impedance ZL. For instance, the fpHD2 and fpHD3 of our DuT

loaded by ZL = 200 Ω are found to be about 10 GHz and 4.5 GHz, respectively. It

is interesting to note that the ratio between the pole of the voltage gain Av and the

one of HD2 (HD3) is almost constant at relatively high value of ZL. Furthermore,

it can be concluded from relations (2.45) and (2.51) that

|fpHD2
| ≥ |fpAv

|
3

(2.72)
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Figure 2.16: HD3 from 900 MHz LSNA measurements and our model; VD = VG = 1.2
V; applied AC magnitude is A = 0.3 V.
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Figure 2.17: HD2 evaluated by (2.42) for frequencies between 1 MHz and 12 GHz.
The arrows indicate a frequency increase. VD = 1.2 V, A = 0.3 V; ZL = 50Ω.
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|fp1HD3
| ≥ |fpAv

|
7

(2.73)

Those last relations give us a rule of thumb to find the frequency at which the

low-frequency analysis (e.g., Taylor approach or IFM) is not valid anymore.

In order to check the assumptions of the model presented in Section 2.2.2.2, the

kernels of Volterra were also calculated numerically with an extended version of

the model, denoted model B. In model B, the LF drain current is again modeled

as (2.33), but this time the three capacitances (Cgs, Cgd and Cds) are also described

by a third-order Taylor series. As we deal with numerical simulations, no simplifica-

tions of the kernels were done. In the following, model A will refer to the schematic

presented in Fig. 2.4(a) i.e., the capacitances are assumed to be linear. The ana-

lytical formulation (2.42)-(2.55) is a simplified version of model A that relies on the

same schematic. The importance of nonlinear capacitances is shown in Fig. 2.19

were the relative error between model A and model B is given for different bias

conditions. Very good agreement is obtained for HD3 (and IMD3, as it uses the

same kernels) and for HD2 when the bias is below the minimum in Fig. 2.17. The

analytical formulation presented in Section 2.2.2.2 was also compared to model B

in Fig. 2.20. The relative error of the formulation increases with the frequency. We

calculate that it stay in the complete bias range below 3% (4%) at 2 GHz for HD2

(HD3) and below 20% at 10 GHz for both HD2 and HD3.

Numerical simulations allowed to analyze the relative impact of the different

elements present in the equivalent circuit in Fig. 2.4 on the nonlinear factors of merit.

At low frequency, the importance of both gm and gd has already been discussed
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Figure 2.19: Relative error between model A and model B (reference = model B);
VD = 1.2 V and A = 0.2 V. Dashed lines refers to HD3 and continuous lines to
HD2. Symbols refer to different gate voltages: VG = 1.4 V no symbol, VG = 1.2 V
circles, VG = 1.0 V crosses.
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Figure 2.20: Proposed analytical expressions (straight lines) compared to model B
(dashed lines); frequency = 10 GHz; VD = 1.2 V; A = 0.2 V; Vth = 0.5 V.
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Figure 2.21: Relative error compared to model B due to the model simplifications;
VG = 1.0 V; VD = 1.2 V; A = 0.2 V.

previously. If the drain current representation of (2.33) is adopted, we showed above

that a good approximation of the frequency behavior may be obtained if only the

linear capacitances are taken into account. However, if they are not included in the

model, a 30% error relative to the complete model is obtained around 15 GHz for

HD2 and around 9 GHz for HD3. The gate capacitance Cgs acts as a lowpass filter

that decreases the amplitude of the input signal. Thus, a high value of Cgs leads to

a lower distortion level but, as the distortion is the ratio between output and input

signals, it is not much affected by Cgs. Furthermore, as the Cgs value of the DuT

is in the order of several tens of femto-Farads, the pole created by this capacitance

lies above the considered frequency band. The distortion is thus not much affected

by Cgs, even around the threshold voltage. Simulations showed that Cds also has a

minor impact on the distortion factors of merit, as it does not change much with

the bias. Furthermore, it contributes to lower the distortion level, as it filters the

output admittance. Only Cgd has a strong influence on the HD because it models

the feedback in the transistor. Numerical results confirm this discussion for linear

capacitances. The relative error to model B is plotted in in Fig. 2.21 when only Cgs

is present, when Cgs and Cgd are present, and when the three capacitances are taken

into account.

The model highly relies on the extraction of the small-signal elements in Fig. 2.4.

The procedure presented in [29] was used for that purpose. A sensitivity analysis was

performed to see the impact of a wrong evaluation of the elements of the equivalent

circuit. Numerical simulations showed that if these elements vary within 10% of

their nominal value, the relative error is in any case inferior to 20%. The error is

dominated by the drain current model of (2.33). Typically, depending on the bias
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Figure 2.22: DC characteristics of the common-source PD device as a function of
the gate bias given for several load impedances; Vdd = 2 V.

conditions, a maximum value of 10% error on HD3 at 5 GHz is evaluated for a 10%

variation of gdi and gmi, gm1 and gd3 having the highest impact. The formulation

is almost independent of a variation of Cgs and Cds i.e., the error is smaller than

1%. However, the error due to Cgd is more important (< 5%) as it is situated in the

feedback loop.

2.3.4 Large signal analysis of a SOI nMOSFET

The IFM applied to the LSTF of SOI transistors will be analyzed in this section.

2.3.4.1 Low frequency case

From section 2.2.5, the DuTs large signal DC characteristics ID(VG, ZL) may be

obtained as a function of the load impedance (Fig. 2.22). The distortion is computed

following relations (2.7) and (2.69), and from the LSTF presented in Fig. 2.22. The

results show that the saturation of the characteristics due to the limited supply

voltage is well taken into account for the IFM applied on ID(VG, ZL) (Fig. 2.23). This

method gives more accurate results compared to those from the Taylor approach,

even if the effect of the output conductance is taken into account.

Impact of the load impedance In order to analyze the impact of the load, HD3

is plotted in Fig. 2.24 as a function of VG for different values of ZL. First, note that

following (2.69) and (2.70), the transconductance is the dominant nonlinear source

at low load impedance levels, while for high values of ZL, the output conductance

nonlinearity dominates. Moreover, the curves exhibit several minima of HD3. They
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Figure 2.23: Comparison of the techniques used to extract HD2. The drain voltage
was set to 1.2 V for the curves obtained by Taylor series extraction, while the other
ones follow the ID(VG, ZL) relationship with ZL = 50 Ω; A = 0.2 V. Circles: LSNA
measurements at 900 MHz; triangles: IFM on LSTF; squares: relation (2.7); straight
line: relation (2.69).

correspond to the value of VG that nullify Gm3. Fig. 2.25 shows the dependence of

these minima on VG and ZL. The first minimum (close to VG = 0.3 V) occurs at

bias near pinch-off i.e., at the inflection point of Gm1, which is close to the inflection

point of gm1 and almost independent on the load value. This sweet spot does not

indicate a high linearity of the transfer function but its nearly quadratic shape. This

bias seems attractive to the design of high-linear differential small-signal amplifiers

with high efficiency (the gm/ID is high), but unfortunately the price to pay is a low

transconductance (and thus gain) value. The second sweet spot appears at high VG

when the transistor enters in the triode mode. The third minimum may also be

exploited for the design of high linear low-voltage circuits but tend to disappear at

high input power level (Fig. 2.27).

Impact of the signal magnitude Typical input-output power plots present

sweet-spots (Fig. 2.26) at given input signal amplitude. Simplified models as those

given previously from a Taylor or Volterra series expansion do not include this fea-

ture. Indeed, a shift of the curves (on a log scale) is expected from the relations

of section 2.2.2.2 for which only a few terms in (2.33) are taken into account. As

IFM is however directly related to the magnitude of the signal, it does include the

evolution of the sweet-spots as a function of the input level (Fig. 2.27).

On the other hand, the self-bias effect, as defined in page 20, is not taken into

account with the analysis described in this section. As depicted in Fig. 2.28, this
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Figure 2.24: HD3 as a function of the gate voltage for several load conditions ex-
tracted by IFM on LSTF; Vdd = 2 V; A = 0.2 V.
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Figure 2.25: Locus of the minima of HD3 in the (VG, ZL) plane extracted by IFM
on LSTF; A = 0.2 V; Vdd = 2 V. Straight line: sweet-spots around pinch-off; circles:
sweet-spots close to triode; triangles: sweet-spot related to the saturation of the
LSTF at supply voltage.
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Figure 2.26: Measured output power
versus input power at 900 MHz;
straight line: fundamental, plus sign:
harmonic two, triangles: harmonic
three; VG = 0.4 V; VD = 0.9 V.

0.2 0.4 0.6 0.8 1 1.2 1.4
−60

−50

−40

−30

−20

−10

0

V
G

 [V]

H
D

3 [
dB

]

A = 0.2 V
A = 0.3 V
A = 0.4 V
A = 0.5 V

Figure 2.27: HD3 as a function of
the gate voltage for several input am-
plitudes extracted by IFM on LSTF;
ZL = 200 Ω; Vdd = 2 V.
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Figure 2.28: Self biasing effect: evolution of the drain bias current as a function of
the excitation amplitude A; LSNA measurements at 900 MHz; VD = 0.9 V.

effect may be important at high input levels.

2.3.4.2 High frequency case

The validity of the IFM method at HF is check by both measurements and numerical

simulations. In Fig. 2.29 the HD2 extracted from LSNA measurements is compared

to IFM as given by (2.66). The time domain input waves needed for the IFM are

provided by the LSNA measurements. A good agreement between simulation and

measurements is observed.

To check the validity of the IFM applied to the frequency dependent LSTF,

numeric simulations were also performed from a BSIM3v3 model with ELDO RF.

For that purpose, another DuT is considered: a Fully-Depleted (FD) SOI nMOSFET

53



CHAPTER 2. NONLINEAR CHARACTERIZATION OF SOI MOSFETS

0.2 0.4 0.6 0.8 1 1.2 1.4
−50

−40

−30

−20

−10

0

10

V
G

 [V]

H
D

2 [d
B

]

IFM − D
LSNA

Figure 2.29: HD2 of the PD MOSFET at 4.5 GHz from the IFM and the LSNA
measurements; VD = 1.2 V; A = 0.15 V.
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Figure 2.30: HD2 of the FD MOSFET at 5 GHz from the IFM and the BSIM model;
ZL = 200 Ω; A = 0.3 V.

composed of 8 finger of 2 µm width and 0.14 µm long each, available from OKI corp.

Fig. 2.30 shows the HD2 obtained from a fast-Fourier transform of the time domain

waves given by ELDO RF and the IFM. The method presented in section 2.2.4.2 is

validated by numerical examples.

2.4 SOI devices comparison

The basic characteristic of SOI technology is the separation of the top active region

from the underlying mechanical substrate by a thick insulator layer. Depending on

the thickness of the top silicon layer, the film may be fully- or partially depleted.

The nonlinear behavior of a PD SOI MOSFET has been analyzed up to now. FD

MOSFETs present several advantages over PD ones [30]. However, a fair comparison

of their nonlinear behavior in saturation has not been done previously and will be
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Figure 2.31: Current drain vs drain voltage of the considered PD (dashed line) and
FD (plain line) SOI nMOSFET.

examined in this section. The comparison uses a FD device2 of same dimensions as

the PD one studied before i.e., 12x6.6 µm/0.25 µm.

2.4.1 Partially- and fully-depleted SOI transistors

Fig. 2.31 shows the ID(VD) characteristics of both devices. Two main differences

appear: first, the FD device does not present any kink, while the PD transistor does.

Second, the gain of the FD is higher than the one of the PD transistor. The kink

effect can be explained as follows [30]. When the drain voltage of a thick-film PD

nMOSFET is high enough, electrons can acquire sufficient energy in the high electric

field zone near the drain to create electron-hole pairs, due to an impact ionization

mechanism. The generated electrons rapidly move into the channel and the drain,

while the holes (which are the majority carriers in the p-type body) migrate towards

the place of lowest potential i.e., the floating body. The injection of holes into the

floating body forward biases the source-body diode. The body potential increases,

giving rise to a decrease of the threshold voltage. This in turn induces an increase

of the drain current. However, in thin-film FD devices, the source-to-body diode is

already forward biased, due to the full depletion of the film. The holes can readily

recombine in the source without having to raise the body potential.

It is well-known that this kink is frequency-dependent. Indeed, the high impedance

is shunted through capacitances at moderate frequencies [31]. The output conduc-

tance of our PD DuT is reported as a function of the frequency in Fig. 2.32.

In order to compare the two devices, let us define the αFET coefficient that

2LETI 0.25 µm technology.
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Figure 2.32: The output conductance of the PD device varies at low frequencies;
VG = 1.0 V.

measures the efficiency of the coupling between the gate potential and the potential

of the channel of the MOSFET at the Si-SiO2 interface. This coefficient can be

expressed as a function of the total gate capacitance. The gate capacitance of the

FD is composed of three series capacitances, namely the front gate oxide capacitance

Cox1, the capacitance of the silicon film CSi, and the buried oxide capacitance Cox2.

The gate capacitance of the PD is the front gate oxide capacitance Cox1 connected

in series to the depletion capacitance of the silicon film Cdepl. The factor αFET is

then obtained as follows [30]:

αFET,FD =
Cox2CSi

Cox1(Cox2 + CSi)
(2.74)

αFET,PD ' Cdepl

Cox1
(2.75)

where αFET,FD (αFET,PD) is the αFET coefficient of a FD (PD) SOI MOSFET. Better

coupling is obtained when αFET is small. For a FD MOSFET, αFET is typically

equal to zero, and to 0.3 . . . 0.5 for a PD MOSFET. It is worth noting that the value

of α increases for small devices.

Ideally, the saturation current of long channels SOI MOSFETs is [32]

ID =
W

L

µCox1

2(1 + α)
(Vgs − Vth)

2 (2.76)

where W and L are the width and the length of the transistor, µ is the mobility, Vgs

is the gate to source voltage, and Vth is the threshold voltage. From that equation,
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Figure 2.33: (a) Measured gmi of a FD (straight lines) and a PD (dashed lines)
transistors of same size (12x6.6 µm/0.25 µm) and technology. (b) ratio of the gmi

on a log scale. VD = 1.0 V.

the gmi are easily obtained:

gm1 =
W

L

µCox1

(1 + α)
(Vgs − Vth) (2.77)

gm2 =
W

L

µCox1

(1 + α)
(2.78)

gm3 = 0 (2.79)

From these ideal equations, it can be deduced that the FD transistor will have a

higher current drive and transconductance than the PD transistor, with the same

technological parameters, provided that the coefficient α is lower. However, har-

monic distortion factors of merit will not be affected as they are defined from the

ratios of the gmi. This feature is depicted in Fig. 2.33 for our DuTs. Contrary to

the ideal model, third-order distortion is generated because the mobility is strongly

voltage dependent. Furthermore, the exponent is not exactly 2 due to short-channel

effects. The ratio between gm2,3 and gm1 is however not much affected by the tech-

nology. Because the HD is mainly determined by this ratio (see (2.70)), both devices

have similar linearity. Nevertheless, it is expected from Fig. 2.33(b) that the PD

has a small linearity improvement (within 1 dB) in comparison with FD.

Similarly, the linearity of the output conductance gd may be analyzed through

the gdi coefficients. They are plotted in Fig. 2.34 as function of the drain voltage.

Because of the kink effect, the gm2,3 of the PD transistor nullify were the FD does

not. Sweet-spots are induced by this way. Nevertheless, as from Fig. 2.32, the kink

effect disappears when the frequency increases, those biases are not interesting for

improving the linearity in real circuit implementations.
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transistors of same size (12x6.6 µm/0.25 µm) and technology. (b) ratio of the gdi
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Figure 2.35: FD and PD devices exhibit same level of HD3; VD = 1.2 V, A = 0.2 V.
LSNA measurements at 900 MHz.

2.4.2 Harmonic distortion

As expected from the previous comparison of gmi, LSNA measurements in Fig. 2.35

show a comparable level of distortion for both devices. The minimum of the curve

for the PD device is not visible due to a lack of experimental points, but LF anal-

ysis assesses its presence. The devices in CS configuration behave however slightly

differently as a function of the load impedance. Indeed, Fig. 2.36 shows the minima

of HD3 calculated from the LF LSTF of each device. For a high load value, the

influence of the output conductance nonlinearity gets more importance and the be-

havior of the devices differs. It is worth noting that at HF when the device does not

experience the kink effect anymore, the difference between the devices decreases.
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2.4.3 Intermodulation distortion

In the previous section, it was shown that HD was not much affected by the type

of device considered. This is due to the similar shape of drain current, which is the

main source of nonlinearity, at HF were the kink vanishes. However, we expect a

IMD difference between the devices even at HF from the previous Volterra-based

model. Indeed, equation (2.55) shows that IMD3 is not only dependent on Go(ω)

but also on Go(∆ω). The Go dependence on frequency was depicted in Fig. 2.32.

Two-tones tests were performed by LSNA and compared to simulations obtained

by the Volterra-based model (Fig. 2.37). It appears that, for bias points where the

I − V exhibits a kink (VD = 0.8 V for our DuT), IMD3 changes with the tone

separation. Even if the model describes this only qualitatively, the phenomenon is

more important when the impedance load is higher. Measurements on FD devices

showed that IMD3 is independent on the tone separation, as expected from the

model.

Perspectives: other SOI devices We provided a complete description of both

PD and FD devices. It was shown that only the IMD differs from one device to

another because of relation (2.55). It is worth noting that this relation also depends

on Go(2ω). This means that a variation of IMD3 versus the tone separation is

expected at a certain frequency ω for devices whose output conductance changes at

twice this frequency. In reality, only few devices present a kink at HF, but there

are. The dynamic-threshold MOSFET (DTMOS), deeply studied in [29] shows such

kink in gm and gd around 900 MHz. The linearity around 900 MHz, but also around

450 MHz may then be affected. The study of the linearity of these new SOI devices

is however beyond the scope of this work.
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2.5 Linearity analysis of a low-noise-amplifier

Since the LNA is the first gain stage in the receive path, it determines the sensitivity

of the whole receiver. As consequence, noise is the major concern in the design of

such stage. If the noise figure of the LNA may be minimized by appropriated choice

of source impedance, this impedance does not necessary -and most of the time does

not- correspond to the impedance required for power matching, which is typically

50 Ω. This is the first trade-off in the design of LNAs. Engineers have fortunately

found design strategies to face this [33, 34]. Typical specifications on LNAs are set

to the gain, the power consumption, the noise and power matching, the stability,

and also the linearity (IP3), as spurious should be avoided as much as it could be.

The present section is dedicated to the linearity analysis of a typical CMOS LNA.

The LNA architecture of Fig. 2.38 is widely adopted as the source degeneration

offers a real input impedance Zin at resonance frequency ωo = [(Lg + Ls)Cgs]
−0.5:

Zin ' gmLs

Cgs
(2.80)

The value of the inductances at the gate and at the source of the transistor (Lg and

Ls, respectively) are tuned to satisfy the power matching condition at resonance,

Zin = Rs = 50 Ω (Rs is the source impedance typically set to 50 Ω). High isolation

between output and input is provided by the cascode stage. In the following, the

linearity of these two subsystems will be analyzed separately. Then, the IMD of

the whole amplifier is obtained by their combination. The Volterra expressions for

the cascade combination of nonlinear systems is given in [2]. If the second-order

effects are neglected, the IMD3 of a cascaded system is dominated by the last stage

because of the amplification provided by the first stages.

Because feedback is present in most circuit stages, its influence on linearity will

be first introduced with the help of the Volterra formalism.

2.5.1 Nonlinear feedback systems

Let us consider the nonlinear negative feedback system in Fig. 2.39 where the feed-

back operator F (s) is linear. The nonlinear operator H is described by a third-

order Volterra series. Then, the first order transfer function of the whole system

i.e., the linearized system, is Q1(s1) = H1(s1)R(s1) with R(s) = (1 + T (s))−1 and

T (s) = H1(s)F (s), the loop gain. In the usual case of high loop gain, R(s) may be

regarded as a gain reduction factor. The expression for the second- and third-order
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Figure 2.39: A nonlinear feedback system.

transfer functions are [2]:

Q2(s1, s2) = R(s1)R(s2)R(s1 + s2)H2(s1, s2) (2.81)

Q3(s1, s2, s3) = R(s1)R(s2)R(s3)R(s1 + s2 + s3)[H3(s1, s2, s3)

−2H2(s1, s2)F (s1 + s2)R(s1 + s2)H2(s3, s1 + s2)] (2.82)

The feedback reduces the second-order transfer function by a factor R(s1)R(s2)R(s1+

s2). If, however, the reduction of the linear gain is compensated by an increase of

the input level with a factor R(s), then the second-order transfer function is only

reduced by a factor R(s1 + s2). Similar comment applies for the third-order transfer

function. Furthermore, because of the minus sign in the product under brackets

in (2.82), Q3(s1, s2, s3) can be made zero by adjusting the loop gain such that the

contribution of the second-order nonlinearity cancels with the contribution of the

third-order nonlinearity. On the other hand, when a sweet-spot is present in the

open-loop configuration, H3(s1, s2, s3) = 0, but due to the second-order contribution

in the feedback system, Q3 is in general different from zero.
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Figure 2.40: Impact of Zf on HD2 extracted by IFM; FD device, A = 0.2 V,
ZL = 200 Ω.

IFM may also be used to characterize the HD of feedback systems. For instance,

if Zf is the feedback impedance connected between the gate and the drain of the

MOSFET, we can write the following relationship:

(Vdd − Vd)YL = ID(VG, VD) + Yf(Vd − Vg) (2.83)

Using (2.83) instead of (2.67), the LSTF of the circuit with feedback is obtained.

Fig. 2.40 shows the linearity improvement of such feedback system.

In the following, both LNA stages, the source-degenerated and the cascode, will

be analyzed separately.

2.5.2 Linearity of a source-degenerated MOSFET

The source-degenerated configuration is an example of series-series feedback. A

simplified signal flow graph is presented in Fig. 2.41. The loop gain is:

T (ω) =
1

jωCgs

· gm · jωLs

Rs + jωLg

(2.84)

where it was assumed that Z1(jω) = Rs + jωLg and Z2(jω) = jωLs. Because of

relation (2.80), the loop gain of the first stage of the LNA is equal to unity at ωo,

T (jωo) = 1. The term under bracket in (2.82) will then get more importance at

resonance. The sweet-spots are then intended to disappear even if the linearity is

in general improved.

In [35], Aparin gave the Volterra formulation of the third order intermodulation

product of the first stage of the circuit of Fig. 2.38 when the output conductance is
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Figure 2.41: Signal flow graph of a source-degenerated stage.

supposed to be linear and Cgd = 0:

IMD3(2ω2 − ω1) =
3

4
|H(jω)||A1(jω)|3|ε(∆ω, 2ω)|A2 (2.85)

H(jω) =
1 + jωCgs(Z1 + Z2) + jωCgdZ1

gm1 − jωCgd(1 + Z2(gm1 + jωCgd))
(2.86)

A1(jω) =
1 + jωCgdZ3

(g(jω) + gm1)Zx
(2.87)

Zx(jω) = Z2 + jωCgd(Z1Z2 + Z1Z3 + Z2Z3) (2.88)

g(jω) =
1

Zx

(1 + jωCgd(Z1 + Z3) + jωCgs(Z1 + Zx)) (2.89)

ε(∆ω, 2ω) = gm3 −
2g2

m2

3

(

2

gm1 + g(∆ω)
+

1

gm1 + g(2ω)

)

(2.90)

It appears from that expression that a small Cgs and high gm1 are desirable for high

linearity. Also from (2.85), linearization is possible by choosing adapted out-of band

terminations [35, 36]. Fig. 2.42 shows the IMD3 of a FD SOI transistor computed

with (2.85). As expected from the feedback theory, the linearity increases with the

inductance Ls value, while the sweet-spot disappears.

At resonance, the relations simplify and best IMD3 is found when the factor

ε(∆ω, 2ω) is minimized. This is only possible if gm3 > 0 which is only the case when

the FET is biased the moderate inversion. Despite of its high efficiency (gm/ID), this

region of operation has not been used up to now for RF circuit because of the poor

value of fT and gm. As the MOS technology goes in deep-submicron, the active

devices exhibit enough performances for few-GHz low-power circuits in moderate

and weak inversion regions [37]. Therefore, it is a good idea to bias low-power

circuits in moderate inversion, even at RF.

2.5.3 Linearity of a cascode stage

The cascode transistor (Fig. 2.43) is often used in amplifiers to increase the reverse

isolation of a CS stage and to improve stability. Ideally, the cascode transistor passes
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the current of the input transistor (iin) to the load ZL with a unity gain. Thus, no

distortion is expected. In reality, both the body effect and the output conductance

deteriorate the linearity. In SOI technology, the body effect (or, more accurately, the

back-gate effect) is small and it will be neglected in order to simplify the analysis.

The distortion of the common-gate transistor is thus similar to the one of the CS.

The Volterra analysis of the circuit in Fig. 2.43 by the method of nonlinear

current leads to the following expression for IMD3:

IMD3,cascode ' A2

4

∣

∣

∣

∣

Y1(ω)(Y2(ω) + Y3(ω))2(Y ∗
2 (ω) + Y ∗

3 (ω)) · N1(2ω, ∆ω)

(gm1 + Y3(ω))D(ω)2D(2ω)D∗(ω)D∗(∆ω)

∣

∣

∣

∣

(2.91)

N1(2ω, ∆ω) = 2g2
m2(Y2(2ω)D∗(∆ω) + 2Y ∗

2 (∆ω)D(2ω))

+3gm3D
∗(∆ω)D(2ω) (2.92)

D(ω) = gm1Y2(ω) + YT (ω) (2.93)

YT (ω) = Y1(ω)Y2(ω) + Y1(ω)Y3(ω) + Y2(ω)Y3(ω) (2.94)

with Y1(ω) = jωCgs + GT , Y2(ω) = jωCgd + YL, and Y3(ω) = jωCds + gd1 and A the

amplitude of the input current iin. It was assumed that the output conductance gd

and the capacitors were linear. Fig. 2.44 gives the IMD3 of the different configura-

tions under the same hypothesis (gd2 = gd3 = Cgd = 0), using the previously derived

Volterra-based formulation.
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2.5.4 Linearity of a narrowband LNA

In the case of the circuit of Fig. 2.38, as the gain of the first stage should be higher

than one, we may expect that the second stage dominates the linearity behav-

ior. This feature is interesting, as linearity and noise optimizations may be de-

coupled [38]. However, from Fig. 2.44, because of the different order of magnitude

involved, and because second order terms also affect the third order response, we

cannot conclude directly that the linearity of the LNA will be determined by the

second stage only.

The circuit was realized on the 0.14 µm FD SOI technology from OKI. The gate

inductance Lg was set to 6.7 nH and the source inductance Ls to 0.6 nH in order

to offer a real 50 Ω input impedance at 2.45 GHz. Transistors of same sizes were

used in both stages. The transistors are biased in the moderate inversion in order

to improve the gm/ID ratio and thus lower the current consumption. A large W/L

ratio is thus used, namely the transistors are composed of 80 fingers, 2 µm width

and 0.16 µm length each. The threshold voltage is 0.32 V. The supply voltage is set

to 1.2 V and the gate bias of the cascode is 0.9 V. The frequency offset between the

tones considered here is 20 kHz. If not mentioned, these settings are used in this

chapter.

LSNA measurements The measured IMD3 and IP3 are shown respectively in

Fig. 2.45 and Fig. 2.46. Let us compare the LSNA measurements of the circuit

with those of the CS MOSFET used in this circuit in Fig. 2.47. It is seen that the

level of distortion are about the same. Furthermore, the sweet-spot of the NMOS

curve around the threshold voltage is less marked for low input levels, as expected

from the source-degeneration analysis. Because of the self-bias, this sweet-spot tend

disappear at high input levels.

Input Impedance Measurements showed that the input impedance varies with

the magnitude of the signal (Fig. 2.48). This property is not really meaningful for a

LNA because of the low level involved in the receive path, but the degenerated source

architecture is also used in the design of power amplifiers. Note that the describing

function theory explained in the section 2.2.3 may also be used to analyze this

feature from the V − I characteristic.

Integral Function Method The I − V characteristic of the LNA was measured

at DC in order to apply IFM. As we showed before, the linearity is indeed mainly

dependent on the LF current characteristic. At low frequency, the inductances are
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tude A of the input signal.
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LNA; Vdd = 1.2 V; VG = 0.9 V;
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amplitude A of the input signal (LSNA measurements); f = 2.45 GHz; Vdd = 1.2
V; VG,casc = 0.9 V. (a) real part; (b) imaginary part.

shorted and the effect of source degeneration is not visible. Furthermore, even if

the weak nonlinearity assumption holds so that we have IMD3 = 3 · HD3, the

variation of IMD with the tone separation explained previously is not taken into

account in DC methods. Nevertheless, Fig. 2.49 compares results from IFM with

the measurements. The sweet-spot around the threshold is well present in the IFM

curve as the feedback process is not taken into account. In the measurements, the

sweet-spots migrate towards lower VG value for which the second and third order

compensate as suggested in (2.90).

We showed in section 2.2.4.2 that the IFM may be used when the time domain

input and output waves are known. In practice, this technique is not used because

only LSNA measurements or accurate simulations provide these requirements.

Discussion We provided linearity analysis of both stages of the LNA. Depending

on the gain of the first stage and thus on the level of the signal present at the input

of the second stage, the linearity will be determined by the first or the second stage.

Indeed, when attacked by a current, the cascode transistor shows a high degree of

linearity. Simplified formulas were given, allowing a separate optimization of each

stage. In principle, it should then be possible to include linearity specification in

designs flows such as presented in [33, 34]. However, as it will be discussed now, the

design process should hold in all regimes of operation, from weak to strong inversion.

Indeed, the previous analysis showed that the moderate inversion is interesting

for the design of LNA. As the dimensions shrink to deep-submicron, we are no more

restricted to low-frequency applications in that regime. Moreover, the fT of the
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Figure 2.49: IMD3 evaluated by IFM compared to LSNA measurements. A = 0.2
V; Vdd = 1.2 V; VG,casc = 0.9 V.

device, while proportional to the inverse of the length L of the device in velocity

saturation, is proportional to L−2 in moderate inversion. Secondly, the efficiency

(that may be measured by the gm/ID ratio) of the device is increased. Thirdly, the

present analysis on linearity showed a sweet-spot in this regime. Even if this linearity

improvement point is less effective due to feedback (see (2.82) with H3 = 0), the only

possibility for getting a sweet-spot is to bias the transistor in moderate inversion

(see (2.90) and (2.92)). In conclusion, it is, when permitted, advantageous to bias

the transistors in moderate inversion for low-power, low voltage operation.

2.6 Conclusions

Nonlinear distortion is key in the design of modern telecommunication circuits. On

one hand, intermodulation distortion must be known for controlling the spurious

generation. On the other hand, the energy transfer between the fundamental and

the harmonics is important in most applications, requiring the harmonic distortion

characterization.

In this chapter, several methods for determining the nonlinearity of a system are

presented. From an analytical point-of-view, a Taylor series describes a frequency

independent nonlinearity while the analysis of frequency dependent nonlinearities

requires a Volterra series. A third order series is used to describe weakly nonlinear

systems. For strong nonlinearities or large excitations, this representation fails to

describe accurately the system and the IFM may be used. Initially dedicated to

memoryless systems, we provide in this chapter the extension of this method to
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frequency dependent systems. Since IFM depends on the signal amplitude, it has

the further advantage to avoid some numerical issues that power series approaches

may present.

These methods were used to characterize the nonlinearity of sub-micron SOI

nMOSFETs. At low frequency, the I − V characteristic is sufficient to compute the

nonlinear factors of merit. Since the I − V relation depends on both VG and VD,

both the gate transconductance and the output conductance affect the distortion.

Furthermore, the distortion of the device decreases for low load impedance, as it

shunts the output conductance nonlinearity. It was demonstrated that the large

signal transfer function of the device permits to solve a one-dimensional problem

that takes the influence of the transconductance, the output conductance and the

load impedance into account. In conjunction with IFM, the sweet-spots are easily

predicted.

The results were confronted to state-of-the art LSNA measurements. The mea-

surements indicated that the MOSFET HD is dominated by the nonlinearity of

the DC I − V characteristics up to several giga-Hertz. A Volterra-based model of

the transistor confirmed analytically this property. The model allows determining

the frequency up to which the capacitances affect the main factors of merit. The

simplicity of the proposed modeling presents the advantages that, without losing

accuracy, the simulation time is low and it gives insight in the nonlinear behavior

of the MOSFET. A linear representation of the capacitances is sufficient to describe

properly the behavior of the transistor up to several GHz. Compared to the other

capacitances, Cgd has relatively more influence since it is located in the feedback

loop. The cross-derivative terms could be easily introduced in the model in order to

improve the accuracy and enlarge the validity range to the triode region.

The choice the method will depend on the aimed application, depending on the

frequency range, the nonlinearity degree and the complexity. We tried through this

work to use the simplest method as much as we could. In particular, we demon-

strated that low frequency characterization (Taylor or IFM) is accurate enough for

low-GHz telecommunication applications.

From the performances point-of-view, the linearity of FD and PD SOI transis-

tors was compared. It was showed that these devices present similar HD level in

saturation, while due to the kink effect, the IMD of PD transistors depends on the

tone separation.

The linearity of a common-source transistor with resistive load was widely ex-

amined in this chapter. In CMOS circuits however, loads are generally capacitive.
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The introduction of any reactance in the computation of the HF large signal transfer

function and in the Volterra model is straightforward. In the case of memoryless

approaches (Taylor or IFM DC), only the amplitude -and not the phase- of the

complex load may be included in the analysis.

Due to the generality of the methods used in this work, they also apply to

other transistor configurations than common-source. The Volterra formalism was

used to determine analytically the IMD3 of a cascode and a source-degenerated

stages. These stages are the basic building blocks of typical narrowband LNAs.

The linearity analysis of a LNA showed that the only possibility for a sweet-spot is

in the moderate inversion regime. Because of the high efficiency of the FETs in this

regime, and since the linearity is not that much degraded, the moderate inversion

regime has to be used for the design of low-GHz LNA in sub-micron CMOS.
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CHAPTER 3

DESIGN OF INTEGRATED

OSCILLATORS

Oscillators are machines designed to transform DC energy into RF energy by creat-

ing a stable periodic signal. For that purpose, a time reference must exist somewhere

in the machine. The time reference will determine the type of oscillator. For in-

stance, crystal oscillators make use of the very stable eigen frequency of crystals,

which is used as time reference. In this work, the time reference consists of an

inductor-capacitor (LC) resonator. This time reference has two complex poles and

thus a preferred frequency. Indeed, the energy flows from one tank (C) to the other

(L) at a specific speed determined by the time reference itself.

Whereas fully integrated ring oscillators are being widely used for digital and

data applications, fully integrated LC-tuned oscillators have been used only for few

years in wireless products. Performance concern as well as large area1 still inhibit

the widespread acceptance of integrated tuned oscillators. However, the reduction of

the number of RF interfaces in the package, the ease of use of fully integrated parts

and the compact board size outweigh the extra die cost for large volume wireless

terminals.

The competition between different semiconductor technologies to achieve inte-

grated oscillators is not only based on single transistor performances, but is also

related to other on-chip components. Compared to bipolar technology, CMOS real-

izations of fully integrated LC oscillators showed better overall performances [1] and

are thus good candidates for the integration of short-range transceivers. Because of

its reduced junction capacitances and high substrate isolation, SOI may offer some

advantages over bulk CMOS. A comparison of integrated oscillators in both CMOS

bulk and CMOS SOI done in [2] showed competitive performances and that SOI

offers the ability of very low power consumption, while bulk has better spectral

purity.

Much technological efforts have been made in the past few years to improve

the performances of the passive devices embedded in CMOS integrated oscillators.

In the design of microwave integrated oscillators however, both the resonator and

1Integrated spiral inductors occupy large chip area, especially for applications in the low GHz
range, and their quality is low compared to external inductors. On the other hand, area consuming
input/output pads are necessary to connect off-chips components.
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the transistors must be designed. This contrasts with the traditional approach in

microwave engineering that consists in designing the passive part for a given active

amplifier. This also contrasts with the approach of micro-electronics engineers who

design the transistors for a given resonator. Only few design methodologies [3] have

been given in the recent literature for the optimization of the circuits. Therefore, we

propose in this chapter a methodology for the design of integrated LC oscillators.

As stated in the introduction chapter, voltage-controlled-oscillators (VCOs) are

used in transceivers inside a phase-locked-loop (PLL). The main specifications on

the design of VCOs are [1]:

• Center frequency : the output frequency fo of the VCO with the control voltage

at its center value.

• Tuning range: the range of output frequencies that the VCO oscillates at over

the full range of the control voltage.

• Tuning sensitivity : the change of output frequencies per unit change in the

control voltage, typically expressed in [Hz/V].

• Spectral purity around the oscillation: in the frequency domain, the spectral

purity is specified in term of phase noise; it is surely the most important speci-

fication in the design of oscillators.

• Load pulling : the sensitivity of the output frequency to changes in its output

load; this specification depends strongly on the output stage in the oscillator.

• Supply pulling : the sensitivity of the output frequency to changes in the power

supply, expressed in [Hz/V].

• Power consumption: the DC power drained by the oscillator.

• Output power : the power delivered by the oscillator to a specified load.

• Harmonic suppression: specifies how much smaller the harmonics of the output

spectrum are compared to the fundamental component, typically expressed in

[dBc].

All those specifications will be discussed in the following of this chapter in the case

of integrated LC oscillator in SOI technology. The chapter is organized as follows.

In Sections 3.1 and 3.2, the theory of oscillators and phase noise are respectively

introduced. It will be explained how nonlinearities affect the design. This work fo-

cuses on the well known LC oscillator topology using a differential crossed-coupled
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pair as negative resistance, but a single-ended Colpitts oscillator is also briefly ana-

lyzed. In section 3.3, an adequate design methodology based on describing functions

is provided and the trade-offs are discussed. The tuning range and the sensitivity of

VCOs are studied in details in section 3.4. Small- and large signal characterizations

of SOI varactors are provided. The role of the technology will finally be studied

experimentally in the last section.

3.1 Theory of oscillators

Linear modeling of oscillators is widely used for its simplicity and because it high-

lights the governing mechanisms. However, linear models predict an infinite signal

power at the oscillation frequency, which is not physically acceptable. Circuit non-

linearities explain the limitation of the output signal. Oscillators are thus inherently

nonlinear circuits. Even if some designs may work in class A, because the best spec-

tral purity is obtained for high amplitude level, practical designs are far from the va-

lidity range of linear approximation. Despite, a linear model is introduced hereafter

to facilitate the understanding of the oscillation mechanisms. The determination of

the output power will then be discussed in section 3.1.2.

3.1.1 Linear modeling of oscillators

The feedback (two-port) model Oscillators may be modeled as closed-loop

systems (Fig. 3.1). The transfer function of such a system writes

Y (s)

X(s)
=

H(s)

1 − F (s)H(s)
(3.1)

The feedback loop may be a unity return, F (s) = 1, as in the case of ring oscillators.

To improve the oscillation stability, a filter (a resonator) may be introduced in the

feedback loop. In order to provide a stable oscillation at a given angular frequency

ωo, the system must satisfy the Barkhausen conditions

{

|F (jωo)H(jωo)| = 1

∠F (jωo)H(jωo) = n · 2π
(3.2)

where n is any integer. The Barkhausen conditions tell us that the poles of an

oscillating system are placed on the imaginary axis of the complex plane. In practical

implementations however, the gain value is set higher than unity, placing the poles

in the right half of the complex plan. Indeed, if the effective loop gain would be
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+
+

+

Y (s)X(s) H(s)

F (s)

Figure 3.1: Two-ports model of oscillator: block diagram.

exactly unity for all signal levels, an initial low level oscillation would never build up

in amplitude. Some nonlinearity must be present to reduce the effective loop gain to

unity at the full output level. During each RF cycle the instantaneous voltage will

sweep over the full range and thus will normally experience this non-linearity. From

the technological point-of-view, the addition of gain is advantageous as it decreases

the sensitivity to process variations.

The negative resistance (one-port) model In the previous paragraph, the

oscillator was described in terms of two-ports (an amplifier and a resonator in the

feedback loop). The oscillator may in general also be described by a one port

model. Indeed, the system may be viewed as a resonator tank whose losses are

compensated by a negative resistance (Fig. 3.2). If the impedance of the resonator

is Zf = Rf + jXf and the impedance of the active circuit (the negative resistance)

is Za = Ra + jXa, then the system must satisfy the following conditions to give a

oscillation at the pulsation ωo:

{

Ra(ωo) + Rf (ωo) < 0

Xa(ωo) + Xf(ωo) = 0
(3.3)

Those relations mean again that the poles of the system have to be placed in the

right half complex plan. Note that relations (3.3) and (3.2) are necessary but not

sufficient conditions [4].

The frequency fo = ωo/2π given by the linear approach presented here is not

necessary the frequency at which the oscillator works in regime. However, if the

quality factor of the resonator is high enough, fo is close to the regime frequency [4].

Link between the one- and the two-port models Consider an LC tank con-

nected to the drain of a transistor (Fig. 3.3 (a)). Following the two-port model,

a null phase shift is necessary to obtain an oscillation. As at resonance, the tank
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Figure 3.2: One-port model of an oscillator.

1/gm

(a)

1/gm
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Impedance
transformer
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Figure 3.3: Impedance conversion in LC oscillators.

impedance is real, the drain of the transistor should be connected to the source.

But the impedance seen from the source is so low (about 1/gm, with gm the gate

transconductance of the MOSFET) that the loop gain is below one. An impedance

transformer is thus needed. This transformer can be implemented at least by three

ways, leading to three well-known families of oscillators: Colpitts (Fig. 3.4 (a)), Hart-

ley (Fig. 3.4 (b)), and active (Fig. 3.4 (c)). In the following, two of those structures

will be studied. First, a single-ended Colpitts oscillator using a common-source FET

configuration (Fig. 3.5). Second, an active feedback differential topology (Fig. 3.6).

The one-port model will be used in the next paragraphs in the case of these two

circuits, filling the gap between the one- and the two-port models.

A single-ended Colpitts oscillator The oscillator topology presented in Fig. 3.5

presents the advantage that the parasitic capacitances arising from the MOSFET

add to the capacitances C1,2 of the resonator. The analysis is thus simplified.

The impedance Z between the gate and drain of the transistor is

Z =
−ω2(a(C1 + C2) + b(gm1 + gd1))

ω2(a2 + ω2b2)
+ j · ω(a(gm1 + gd1) − ω2b(C1 + C2))

ω2(a2 + ω2b2)
(3.4)
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(a) (b) (c)

Figure 3.4: Several kinds of LC oscillators: (a) Colpitts (b) Hartley (c) Active
feedback.

C1

L

C2

Figure 3.5: A single ended com-
mon source Colpitts oscillator.

Figure 3.6: A differential active
feedback oscillator.
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where a = C3(gm1 + gd1) + gd1C1, b = C1C2 + C1C3 + C2C3, gm1 is the transistor

linear gate transconductance, gd1 its linear output conductance and C3 the total

capacitance between gate and drain. The oscillation conditions (3.3) implies in this

case that
{

=(Z) + Lω = 0

<(Z) + R < 0
(3.5)

where R represents the equivalent series resistance of the inductor L. Those relations

simplifies in the case where C3 = gd = 0 to:

ω2
o =

1

L
(

C1C2

C1+C2

) , (3.6)

gm >
R(C1 + C2)

L
. (3.7)

In such Colpitts topology the transistor may work either in class A or in class

C. We provide hereafter a more exact description of the Colpitts oscillator using a

nonlinear representation of the drain current ID [5]:

ID(t) =
β

2
(VG(t) − Vth)

2 · g(t) (3.8)

=
β

2
(Vm cos(ωot) + VB − Vth)

2 · g(t) (3.9)

where
g(t) = 1 for Vm cos(ωot) > (Vth − VB)

= 0 for Vm cos(ωot) ≤ (Vth − VB)
(3.10)

and Vm is the oscillation amplitude, VG th gate voltage, VB the DC gate bias in

steady state and Vth the threshold voltage below which the transistor cuts off, β is

a coefficient that depends on the technology and the transistor size. The average

current Io and the fundamental current component Iωo
at ωo are then given by

Io =
βV 2

m

2

(

1 + 2

(

Vth − VB

Vm

)2
)

(3.11)

Iωo
= βV 2

m

(

VB − Vth

Vm

)

≡ gmcVm (3.12)

where gmc is the critical transconductance for oscillation. The oscillation conditions

in class A lead to

2βIo ≤
3

2
g2

mc. (3.13)

The maximum amplitude is then equal to gmc/β. The condition (3.13) only leaves
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Figure 3.7: Active feedback LC oscillator with double differential pair.

a small range for nominal transconductance; an increase in 20% in gmc can easily

kill the oscillation. So designers prefer to use the class C mode of operation. In

this regime, Huang [5] showed that, as long as large current is available, at the limit

case when the current in the FET is a series of Dirac impulses, the amplitude is

Vm = 2Io

gmc
, independently of the switch implementation. In this case, the power of the

fundamental component is maximized, which gives best spectral purity performances

to the design [6].

A differential oscillator with active feedback The architecture presented in

Fig. 3.6 is popular among CMOS designers for their relaxed startup conditions.

Furthermore, its differential output is an advantage for its integration in practical

transceivers. The circuit has been widely studied in the literature e.g., in [7, 8, 9,

10, 11]. Several modifications to this basic topology have been proposed to improve

the performances or functionality. A double cross pair (Fig. 3.7) improves gain,

symmetry and phase noise without draining more current [12]. Coupling of circuits

gives differential quadrature outputs [8, 13]. The implementation may use or not a

current bias source. This source may be a pMOSFET or a nMOSFET (Fig. 3.8).

The pMOS tail current is usually preferred for two reasons. First, with respect to

n-core VCO, the pMOS current source taps the tank common-mode point which has

less variation from AC perspective compared to the common-source point tapped by

the nMOS source. Second, a pMOS has lower flicker noise level for a given current

bias.

The losses of the LC tank resonator are compensated by the active cross-coupled
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(a) (b)

Figure 3.8: Two implementation styles for an active feedback oscillator. (a) nMOS
current source. (b) pMOS current source.

differential pair. The admittance Y (ω) at the drains of the transistors is:

Y (ω) =
gd − gm

2
+ jω

Cgs

2
(3.14)

with Cgs the gate-to-source capacitance. As in practical cases gd � gm, the real

part of Y (ω) is negative, as required by the one-port oscillator model.

Because of the positive feedback involved in the differential pair, the current

quickly switches from one side of the pair to another. The differential pair may

then be modeled as a current source switching between +IB/2 and −IB/2. The

amplitude of the output voltage increases then linearly with the tail current IB,

as it will be shown in the next section. This mode of operation is referred to the

current-limited regime. For increasing amplitudes, the transistors will enter in the

triode regime and the tank voltage will finally be clipped at ground (and at the

supply voltage for the architecture in Fig. 3.7). Since the tail transistor is in triode

region, the tail current does not stay constant anymore. This mode of operation is

called the voltage-limited regime [12].

3.1.2 Amplitude of the signal

A linear model may not predict the amplitude of the signal by itself. Indeed, the

limitation of the signal amplitude comes from the saturated gain of the amplifier. We

provide in this section some techniques to find easily the output level of oscillators.

The amplitude of the output signal of the circuit presented in Fig. 3.6 may

be evaluated as follows [12, 14]. In the current-limited regime, the current I(t)

in the transistors may be approximated by a square wave of amplitude IB. From
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the filtering action of the resonator, this current may be approximated by its first-

order Fourier series. Then, the amplitude of the differential tension Vd is given by

the Ohm’s law, provided that the imaginary parts of the impedances cancel out at

resonance:

Vd ' 2

π
IBR (3.15)

where R is the tank equivalent resistance. The amplitude behavior is summarized

as follows

Vd =

{

2
π
RIB current-limited regime

Vlimit voltage-limited regime
(3.16)

Volterra series From a more general point of view, the amplitude of the signal

may be found if the amplifier is described as a nonlinear system. As explained in

chapter 2, a third order Volterra series may represent a weakly nonlinear amplifier.

The Barkhausen criteria becomes [15]

H1(jω) + Ω1(jω)A2 = 1 (3.17)

where Hk(jω) is the kth-order Volterra Kernel,

Ω1(jω) =
1

4
(H3(jω, jω,−jω) + H3(jω,−jω, jω) + H3(−jω, jω, jω)) , (3.18)

and

H3(a, b, c) = H2(a + b, c)
H2(a, b)

1 − H1(a + b)
+ H2(a, b + c)

H2(b, c)

1 − H1(b + c)
+ H3(a, b, c).

(3.19)

Both the amplitude A of the signal and the oscillation frequency may be obtained

from the complex relation (3.17).

Let us take the example of the active feedback oscillator. Suppose that the

transconductance gm = gm1+gm2VG+gm3V
2
G is the only nonlinearity and is frequency

independent. As a consequence, only the linear GLC tank is frequency dependent.

In this case, the Barkhausen criterion (3.17) becomes







3
4
A2 L2ω2

D
g2

m2(4ω
2LC − 1) + ω2LC − 1 = 0

gm1 − G + 3
4
A2
(

gm3 + 4L2ω2

D
g2

m2(G − gm1)
)

= 0
(3.20)

with D = (1 − 4ω2LC)2 + 4ω2L2(G − gm1)
2.
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Describing Functions If the nonlinearity is too hard to be described by a sim-

ple (third-order) Volterra series, the describing function approach presented in the

previous chapter is an elegant alternative. The advantage of this technique is that

it allows the inclusion of the nonlinear behavior of a system while maintaining the

simplicity associated with the linear system analysis. Besides, it allows to evaluate

the distortion of the generated signal in some cases [16]. Nevertheless, the analysis

is based on the assumption that the signal is close to a sine wave. This is the case

for high-Q LC oscillators.

Let us consider the two-port model of oscillators depicted in Fig. 3.1, but H(s)

being this time nonlinear. This nonlinear transfer function may be approximated

by a describing function HDF from (2.59). Then the oscillation conditions are again

given by the non-trivial solution of the system:

HDF (A, ω) · F (ω) − 1 = 0 (3.21)

where F (ω) is the transfer function of the linear filter in the feedback path. This

equation is the Barkhausen criteria in which the describing function of the amplifier

replaces its classical linear transfer function. Practical use of describing functions

in the design of oscillator will be demonstrated in section 3.3.

The van der Pol approximation B. van der Pol, in the late 1920s, evaluated

electronic oscillators using vacuum tubes that provide a negative conductance char-

acteristic, and obey to the following nonlinear differential equation [17]:

LC
d2v

dt2
+ L

d

dt
[Gv + f(v)] + v = 0. (3.22)

With the variables changes T = t/
√

LC and ξ(v) = Gv + f(v), equation (3.22)

becomes
d2v

dT 2
+

√

L

C

d

dT
[ξ(v)] + v = 0. (3.23)

Van der Pol gave the solution of this equation when the function ξ(v) is approximated

by a third order polynomial of the form F (v) ≈ −a1v + b1v
3. The analysis lead to

v(t) =
Vmax

√

1 + exp
(

(to−t)η√
LC

)

cos

(

t√
LC

+ Φo

)

, (3.24)

Vmax =

√

4a1

3b1

, (3.25)
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η =

√

L

C
a1. (3.26)

where Φo is the phase of the wave v(t) at the instant t = to. Because some CMOS

implementations follows the same law, this analysis is not restricted to vacuum

tubes [18].

Discussion We compared the different methods for calculating the amplitude of

the output signal for the cross-coupled differential transconductor drawn in Fig. 3.9(a).

Its IDiff − VDiff characteristics (i.e., differential current as function of differential

voltage) is shown in Fig. 3.9(b). It was obtained by numerical simulation using the

BSIM3v3.1 model provided by the foundry. Transistors M1 and M2 have 8 fingers,

2 µm width and 0.14 µm long each, while M3 and M4 keep the same W/L ratio but

the finger length is 2 µm. The I − V plot consists of three main sections and their

symmetric, which denote the operating states of the devices. Near the common-

mode, both devices operate in saturation and |I| increases linearly with |V |. The

slope is −gm/2 according to (3.14). When |V | continues to increase, one of the de-

vices slips into triode. When |V | is large enough, this device falls deeper into triode

while the other shuts off as its gate bias drops below threshold.

The accuracy of each method depends on the accuracy of the used approxi-

mation. Typically, a piecewise approximation holds in the current-limited regime,

while at higher biases, a third-order polynomial is a suitable approximation of the

transconductor. A comparison of the methods is shown in Fig. 3.10. We considered

the transconductor of Fig. 3.9 and the loaded Q of the oscillator was fixed to 9. The

transition in real circuits between current- and voltage-limited regimes is obviously

not as sharp as relation (3.16) indicates, but it gives a good first order approxima-

tion. In the case of a differential crossed-pair, a third order approximation of the

Volterra Kernels is not sufficient and the results are not in agreement. However, at

higher voltages the van der Pol’s approximation becomes more accurate and gives

results in agreement with the describing function method. This last method is the

more accurate as it is directly related to the first-order Fourier coefficient of the

transconductor.

3.2 Phase noise

The output spectrum of oscillators is ideally a Dirac function. In practical cases, a

spreading of the signal occurs due to the action of noise. Noise affects both amplitude

and phase of the signal. The output amplitude modulation may be corrected by
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Figure 3.9: Crossed-coupled differential transconductor. (a) Schematic. (b) Sim-
ulated characteristics versus current bias; IDiff = I1 − I2; VDiff is the voltage
between the drains of M1 and M2; Bsim3v3.1 model; FD SOI nMOS, M1 and M2:
8x2 µm/0.14 µm; M3 and M4: 8x28 µm/2 µm; OKI technology.
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Figure 3.10: Amplitude of the output signal of an LC oscillator using the transcon-
ductor of Fig. 3.9(b) and QT = 9 evaluated by different methods: DF (straight
line), relation (3.15) (dashed line), van der Pol (circles), Volterra (plus), Eldo RF
simulations (crosses).
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Figure 3.11: Limit cycle in the V − I state space of an LC oscillator.

automatic amplitude control loops, but phase noise cannot be corrected. Indeed, an

oscillator is an autonomous system for which no phase reference does exist. Phase

noise quantifies the signal broadening.

The dynamics of a LC oscillator may be described by a plot of the voltage V

across the capacitance and the current I across the inductance (Fig. 3.11). Regard-

less of its starting point, the trace for unperturbed oscillator in regime forms a closed

curve, namely its limit cycle, since this waveform is perfectly periodic. When a sta-

ble oscillator is perturbed, the trajectory remains within a small band around the

limit cycle. Radial perturbations remain small due to the tendency of the state to

return to the limit cycle. However, fluctuations in the direction along the limit cycle

do not experience any restoring force to return the phase to its original value [19].

Any fluctuation in the phase of the oscillation persists indefinitely. Consequently,

in the presence of noise, the state point walks randomly along the limit cycle, or,

the phase undergoes a diffusion process. Both physical [20] and mathematical [18]

analysis showed that the associated constant of diffusion is the parameter that char-

acterizes phase noise.

The single sideband-to-carrier ratio (SSCR) is a suitable measure of the phase

noise (Fig. 3.12). It corresponds to the ratio between the output noise power in a

1-Hz bandwidth at the frequency offset ∆ω from the carrier and the power of the

carrier:

L(∆ω) = 10 log

(

Psideband(ωo + ∆ω, 1 Hz)

Pcarrier

)

(3.27)

where Psideband(ωo + ∆ω, 1 Hz) represents the power of a 1 Hz bandwidth contained

in a lateral band of the output spectrum. This power is measured at a ∆ω shift from

the center frequency ωo. L(∆ω) is usually expressed in [dBc/Hz] i.e., decibels in a
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Figure 3.12: Definition of Phase Noise: the ratio between the output noise power in
a 1-Hz bandwidth at the frequency offset ∆ω from the carrier and the power of the
carrier.

1 Hz bandwidth relative to the carrier. Note that both amplitude and phase noises

are included in (3.27). The relation (3.27) also relates an important trade-off: the

higher the signal amplitude, the lower the phase noise, but the higher the amplitude

also means the higher the power consumption in most practical realizations.

Phase noise is one of the major concerns for the CMOS transceiver designers.

Indeed as shown in Fig. 3.13, phase noise limits the channel density. Telecommuni-

cation standards fix the specification on phase noise. For instance the GSM2 imposes

that a −102 dBm signal must be detected even if a −43 dBm signal is located in

the neighbor channel. The channels are 200 kHz width and 600 kHz spaced. For

a 9 dB demodulated SNR, definition (3.27) states that the maximal phase noise is

−121 dBc/Hz at 600 kHz offset from the carrier.

Oscillator phase noise has been studied from several angles, ranging from the

mathematical physics [21] to CAD-oriented methods [22, 19, 23] and design-oriented

approaches [24, 25, 26, 27], to name a few. We will restrict us in the following to

the design-oriented approaches. The simplest modeling makes use of linear time-

invariant (LTI) model (also known as the Leeson’s model [24]) and has been widely

used due to its simplicity. Leeson showed that phase noise is proportional to noise-

to-carrier ratio and inversely proportional to the square of resonator quality fac-

tor. However, this model leaves the constant of proportionality unspecified and

the close-in phase noise due to the upconversion of low frequency noise sources is

only described by an empirical approach. Since any oscillator is a periodically time-

varying system, its time-varying nature has been taken into account in Hajimiri’s

2global system for mobile communication.
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Figure 3.13: Phase noise effect on a transceiver. Top: signals spectra at the input of
the transceiver; center: spectrum of the local oscillator of the considered transceiver;
bottom: output (down-converted) spectrum.

model [26, 28], leading to better accuracy and insight to the oscillator design. This

linear time-varying (LTV) modeling uses an impulse-sensitivity function (ISF) that

measures the phase perturbation caused by small impulses injected into the circuit

at any time during a period of operation. Deriving this function directly from cir-

cuit properties is not straightforward however. Approximation of the ISF reduces

to the LTI model and, for more accuracy SPICE-like simulator has to be used to

estimate the phase response. The method has been shown to be incorrect, but not

significantly inaccurate, in some cases [29]. Despite their lacks, linear models are

analytically easily treatable and give good insight of the trade-offs between the de-

sign parameters. More rigorous analysis requires the use of nonlinear models. The

switching behavior of oscillators was included in the noise factor appearing in the

Leeson’s formula in [30, 27]. On the other hand, harmonic balance tools [31] or con-

version matrix [32] approaches embedded in CAD softwares give accurate results but

poor insight to the designer. Some authors bridged the gap between CAD-oriented

and design-oriented nonlinear models, for instance reference [33] in the case of Col-

pitts oscillator and reference [18] for the crossed-coupled LC oscillator.

In the next subsection, the phase noise mechanism is explained with the LTI

model [34] while the effect of nonlinearities are introduced in section 3.2.2.
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3.2.1 Linear time invariant model

The model is based on the hypothesis that the amplifier is linear and time invariant

i.e., its behavior does not change much for several periods of oscillation.

The two-port model of oscillators is used to model the phase noise (Fig. 3.1).

The noise arises from the tank losses and from the active devices. If the noise is

injected at the signal access port, the output spectrum results from the modulation

of the input noise power density Sn,in by the square of the norm of the transfer

function of the system, according to the Wiener-Kintchine theorem:

Sn,out(ω) =

∣

∣

∣

∣

Y (ω)

X(ω)

∣

∣

∣

∣

2

Sn,in(ω) (3.28)

where X and Y were defined in Fig. 3.1. Let us then evaluate
∣

∣

Y
X

∣

∣

2
starting from

the transfer function of the closed-loop system (3.1). Since the circuit oscillates in

regime at the angular frequency ωo, and as we are interested in the behavior close

to the carrier, we may approximate H(jωo + ∆ω) by its first-order Taylor series

H(jωo +∆ω) ' H(jωo)+∆ω dH
dω

with the derivative dH
dω

evaluated at ω = ωo. Then,

the describing equation becomes

Y [j(ωo + ∆ω)]

X[j(ωo + ∆ω)]
' H(jωo) + ∆ω dH

dω

1 − H(jωo) − ∆ω dH
dω

. (3.29)

Because H(jωo) = 1 at the oscillation frequency, we have

∣

∣

∣

∣

Y [j(ωo + ∆ω)]

X[j(ωo + ∆ω)]

∣

∣

∣

∣

2

' 1 +
1

(∆ω)2 · |dH
dω

|2 . (3.30)

A more intuitive version of this relation is obtained if the polar form of H(jω) =

A(ω) ·ejφ(ω) is used. Indeed, we have dH(jω)
dω

= (dA(ω)
dω

+ jA(ω)dφ(ω)
dω

) ·ejφ(ω) and (3.30)

writes
∣

∣

∣

∣

Y [j(ωo + ∆ω)]

X[j(ωo + ∆ω)]

∣

∣

∣

∣

2

= 1 +
1

(∆ω)2[(dA(ωo)
dω

)2 + (dφ(ωo)
dω

)2]
. (3.31)

Using the definition (A.7) of the quality factor in appendix A, we have

∣

∣

∣

∣

Y [j(ωo + ∆ω)]

X[j(ωo + ∆ω)]

∣

∣

∣

∣

2

= 1 +
1

4Q2
(

ωo

∆ω
)2 (3.32)

' 1

4Q2
(

ωo

∆ω
)2. (3.33)

This relation underlines the importance of the quality factor. The higher the Q,

the lower the phase noise. This is intuitively satisfying as following (A.7), a high Q
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means that the oscillator is strongly opposed to a change in its output frequency.

Relation (3.33) also indicates that the phase noise due to white noise decays by −20

dB per decade.

Following (3.27), the phase noise finally writes

L(∆ω) =
v2

n

V 2
RMS

· 1

4.Q2

( ωo

∆ω

)2

(3.34)

where v2
n represents the noise spectral power density [V2/Hz] and VRMS is the root-

mean-square amplitude of the output signal. As we have v2
n = 4kBT ·R for a resistor

R (kB is the Boltzman’s constant and T is the temperature expressed in Kelvin),

Leeson stated that the phase noise of an oscillator may be expressed by

L(∆ω) =
4kBT · F · R

V 2
RMS

· 1

4.Q2

( ωo

∆ω

)2

(3.35)

where F is a suitable noise factor . This factor F is analogous to the noise factor N of

other RF circuits. Indeed, it represents the total oscillator phase noise normalized to

the phase noise due to the resonator loss. The difference with N is that N represents

the total noise normalized by the system characteristic impedance. In the following

section, it will be explained how to evaluate this factor in the case of differential

active feedback oscillators.

3.2.2 Circuit analysis and impact of nonlinearities

From the previous section, the phase noise performances are highly improved by

increasing the Q of the resonator. Much technology efforts have been achieved to

improve the Q of the resonator. Among them, micromachining techniques will be

studied in the next chapter. In CMOS technology, the tank quality factor is mainly

determined by the Q of the inductors. In the last ten years, some technological

and design techniques have been proposed to improve the quality of the inductors.

Among them, bonding wires inductors showed high Q but lack of reproducibility for

industrial manufacturing [35], the optimization of spiral inductors was also discussed

in [35]. Thick copper layers inductors are used to decrease the series losses [36].

Various micromachining techniques are used to avoid substrate losses [37]. Patterned

ground shield [38], high resistivity substrates [39], symmetry [40] and tapped [41]

designs also help to increase the performances. But the technological improvements

do not explain the difference in phase noise reported in the literature. An adequate

(nonlinear) analysis of oscillators has thus to be performed.
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Relation (3.35) shows that the higher the signal amplitude, the lower the phase

noise. The spectral purity may then be improved at the expense of power con-

sumption. For a given resonator and fixed bias condition, the only way to improve

performances is to find the best transconductor. As the phase noise would be min-

imized when the signal power is maximized, transconductors which have the maxi-

mum Fourier coefficient value for the fundamental will have the best spectral purity.

Wang [6] showed that the characteristic that corresponds to this optimum is a train

of impulses. So, the narrower is the impulse current, the lower is the phase noise. It

is worth noting that same result is obtained by Hajimiri’s LTV model. This prop-

erty explains why the Colpitts topology have better phase noise performances than

the active feedback architecture.

The topology presented in Fig. 3.14(a) is now analyzed. It is today well under-

stood that the large signal periodic switching of this structure underpins the noise

factor F [30]. Let us assume that the output current is a square wave. Then, noise

at input of the differential pair modulates the instants of zero crossing, giving rise

to phase shifts. The randomly pulse-width modulated current at the output may be

decomposed into the original periodic square wave in the absence of noise, superim-

posed with pulses of constant height but random width. In turn, these pulses may

be approximated by a train of impulses at twice the oscillation frequency. The dif-

ferential pair acts then as a mixer, up- or down-converting noise components around

the harmonics. From that observations, Rael [27] gave closed form formulation of

the phase noise for this topology that gives good design insight. This model will be

summarized hereafter.

First of all, remind that noise affects both phase and amplitude. Decomposition

of the perturbation in amplitude and phase modulation (AM and PM, respectively)

lead to a first correction of relation (3.35): the right-hand side should be divided by

a factor 2 [27]. The analysis of harmonic transfer in nonlinear oscillators provided

in [30] lead to the same result.

In the topology of Fig. 3.14, the noise arises from three main sources:

1. the tank losses v2
nT = 4kBT · R.

2. the differential pair:

• channel thermal noise i
2

nNR,C = 4kBT · PGm with the noise factor P , defined

in [42], is similar to the widespread channel noise factor γ. The difference be-

tween P and γ is that P is referenced to the transconductance of the transistor,

while γ is to the output conductance at zero drain-to-source voltage. For long

95



CHAPTER 3. DESIGN OF INTEGRATED OSCILLATORS

channel devices, value for γ and P are close together and γ = 2
3+nUt

gm
ID

[43].

When velocity saturation or hot carrier effects occur, the noise temperature

increases and γ becomes higher than unity (2.5 is a usual value). Even if

some short-channel effects are included in recent thermal noise models [44],

accurate modeling of γ in sub-micron technologies remains an important issue

in analog design.

• channel flicker noise i
2
nNR,1/f = Kf

ID

AD

1
f

where Kf is a technological noise

constant, ID is the drain current, AD the channel area and f the frequency.

• induced gate noise v2
nNR,G = 4kBT · δ

ω2C2
gs

5gm
where δ = 4/3 for long channel

devices. This noise is correlated to the thermal drain noise, as it has the same

physical origin. The induced gate noise will not be considered in this work.

• Gate resistance noise. This contribution to the phase noise may be evaluated

as proposed in [30] for the base noise in bipolar transistors. Numerical simula-

tions showed that the gate resistance has a minor impact. As a consequence,

it will be neglected in the following for the sake of simplicity.

3. the tail current noise, including the tail transistor noise and the noise originating

in the whole bias circuit.

Each of these sources has a proper impact on the phase noise, because different

mechanisms are involved. Furthermore, as the conversion mechanisms are nonlinear,

the relative emplacement of equivalent sources in the circuit leads to a difference

phase noise amount [45]. The model of section 3.2.1 directly applies for the tank

losses, as the resonator filters the higher harmonics. Other sources are investigated

hereafter, following Rael [27].

Channel thermal noise Rael’s analysis gives:

Fpair =
2PIBR

πA
(3.36)

As the amplitude is given by (3.15) in the current-limited regime, Fpair reduces to

P in this case. However, in the voltage-limited regime, Fpair increases with the bias

current IB because the amplitude A do not grow up anymore. An optimum of phase

noise is thus situated at the limit between current- and voltage-limited regimes, for

a given inductor.
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3.2 PHASE NOISE

Channel flicker noise In section 3.2.1, it was explained that additive noise gives

rise to a phase noise spectrum with a −20 dB/decade slope close to the oscillation

frequency fo. In practice, a −30 dB/decade slope is observed at small offset from fo.

This slope is associated with the flicker noise of the active devices in the oscillator.

The Leeson’s formula is then modified in consequence:

L(∆ω) =
4kBT · F · R

V 2
RMS

·
(

1 +

(

ωo

2Q∆ω

)2
)

(

1 +
ω1/f3

|∆ω|

)

(3.37)

where ω1/f3 is the angular frequency of the corner between the 1/f 2 and 1/f 3 regions.

The LTI model is however unable to predict how flicker noise appears around fo. As

the bias point varies over the period of oscillation, the flicker noise is upconverted to

fo. The upconverted noise enters then into the oscillator loop according to Leeson’s

model. The understanding of the upconversion of the 1/f noise needs either LTV [26]

or non-linear models [46, 27].

The LTV model demonstrates that a symmetry improvement lowers the flicker

noise upconversion [12, 14]. Circuit topology (Fig. 3.7), sizing [47] and layout may

be adapted accordingly. This model allows to evaluate the ω1/f3 corner: ω1/f3 =

ω1/f · (c2
o/Γ2

rms) where ω1/f is the 1/f corner of the flicker noise, Γrms is the root-

mean-square value of the ISF and co its DC Fourier coefficient.

Tail current noise The switching action of the differential pair commutates noise

in the tail currents like a single-balanced mixer. Noise originating in the tail current

at ∆ω upconverts to ωo±∆ω. Similarly, noise at 2ωo±∆ω downconverts to ωo±∆ω.

It was shown that the upconversion only produces AM, while the downconversion

results in PM. The phase noise contribution due to thermal noise originally at 2ωo

is:

Ftail =
4

9
PBRgmB (3.38)

where PB is the drain noise factor of the tail current source transistor; gmB is its

transconductance. As only even-order harmonics influence the phase noise, designs

techniques had been proposed to filter the noise from the tail current source [48, 49].

Even if only AM noise results from upconversion, AM-to-PM may occurs in the

varactor [50]. The tail current generator is generally considered the most significant

source of flicker noise in differential active feedback oscillators. This noise is usually

higher than the noise associated with the tail transistor alone since the diode and

its associated bias network also contribute to fluctuations [51].
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Figure 3.14: An oscillator with active feedback and its equivalent representation.

Total Noise Factor In the case of the differential active feedback oscillator, ne-

glecting the flicker noise contribution, the total noise factor F is given by the sum

of each contributions previously calculated.

F = 1 +
2PIBR

πA
+

4

9
PBgm,BR (3.39)

The relative contribution of each of these terms will be discussed in section 3.3.4.

3.3 Design of active feedback oscillators

The oscillator topology in Fig. 3.14(a) is investigated in this section. First, the

relations to get the equivalent representation in Fig. 3.14(b) are provided. Second,

the transconductor is analyzed and finally, a design methodology is given. The

methodology is based on simple relations that give insight of the main trade-offs.

When applied, this methodology leads to near-optimum design that has to be simu-

lated with an appropriated numerical tool in order to tune finely the different design

parameters.

3.3.1 Resonator

Because losses are present in each fabricated reactance, we may associate to L1,2

and C1,2,3 depicted in Fig. 3.14 a resistance. Considering these lossy devices, the

resonator of the circuit in Fig. 3.14(a) can be re-drawn as in Fig. 3.15. Using the
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Figure 3.15: Three equivanlent representations of the lossy resonator used int he
oscillator in Fig. 3.14(a).

formulas given in appendix A, we may write:

L′ = L1 + L2 (3.40)

R′
L = RL1 + RL2 (3.41)

C12 =
C1C2

C1 + C2

(3.42)

R12 = RC1 + RC2 (3.43)

QC12 =
QC1QC2

QC1C1+QC2C2

C1+C2

(3.44)

and

L = L′
(

1 +
1

Q2
L

)

(3.45)

C =
C3

1 + 1
Q2

C3

+
C12

1 + 1
Q2

C12

(3.46)

G =
1

R
=

1

R′
L(1 + Q2

L)
+

1

RC3(1 + Q2
C3)

+
1

RC12(1 + Q2
C12)

+
1

Rp
(3.47)

Y (ω)
4
=

1

jωL
+ jωC + G (3.48)

where Qx is the quality factor of element x and Rp is the resistor that represents

the output conductances of the transistors. The resonance angular frequency ωo is

given when the imaginary part of the tank admittance Y (ω) is set to zero:

ωo =

√

1

LC
. (3.49)

Note that for low values of QL and QC , the resonance frequency does not only

depends on the inductance and capacitances values, but also on the dissipative

elements. The tank quality factor QT is also obtained from the previous relations:

QT =
1

Z0 · G
=

(

Z0

Rp
+

1

QL
+

1

QC3
+

1

QC12

)−1

(3.50)
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Figure 3.16: (a) I − V characteristics of the transconductor depicted in Fig. 3.9 in
current-limited regime. IB from 5 mA to 45 mA by 5 mA step. (b) its effective gain
as a function of the bias current IB; A from 0.1 V to 1.9 V by 0.2 V step.

where we defined Z0 = ωL = 1
ωC

=
√

L
C

, the characteristic impedance of the tank.

3.3.2 Transconductor analysis

The transconductor considered here is a cross-coupled differential pair constituted

of FD SOI nMOS from the 0.14 µm OKI technology (Fig. 3.9). Each transistor

has 8 fingers of 2 µm width and 0.14 µm length. In the current-limited regime, the

current ID(t) in the transistors may be approximated by a square wave of amplitude

IB. In this case, the I − V relationship for a nMOS pair is provided in Fig. 3.16(a).

The effective transconductance G−m is found as a function of the signal amplitude

by the describing function of its gain, as shown in Fig. 3.16(b). The horizontal

dashed line represents the losses of a given tank resonator. Since the effective gain

must compensate these losses in the oscillator, a stable oscillation is only possible

for biases located at the cross-punt between the dashed and the continuous lines.

This plot gives thus the relation between the bias current IB and the amplitude A

of the signal. When IB increases, the overall gain also increases but in the velocity

saturation region, the increase of Gm is slower and the signal amplitude tends to

saturate. From the phase noise point of view, this means that the velocity saturation

region should be avoided, as A does not increase, while P does [42]. In reality,

the transconductor working is not limited to the current-limited, and its I − V

characteristics is given in Fig. 3.9(b).
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3.3.3 Phase Noise and Design trade-offs

The active part of the oscillator should provide a negative conductance gmc that

compensate the losses of the resonator:

gmc = <e{Y (ωo)} = G =
1

QT · Z0
(3.51)

From (3.14), the transconductor provides a negative conductance gmNR
∼= −gm/2.

In practice, this transconductance is over-dimensioned to ensure start-up, gmNR ≡
−αgmc with α ≥ 1. The current consumption is then obtained from (3.50) and

(3.51):

gm

2
=

(

gm

ID

)

ID

2
= αG =

α

QT Z0
(3.52)

⇒ ID =
2α

QT Z0

1

(gm/ID)
(3.53)

The MOSFETs current consumption ID decrease when the tank quality factor in-

creases. Also, low power consumption is possible if the transistor is biased in weak

or moderate inversion (i.e., for high gm/ID).

As previously mentioned, the power supply VDD limits the largest achievable

differential amplitude Vd to 2 · VDD when the tail current source FET shuts off at

each negative peak of oscillation. At the limit between the two regimes, the tank

amplitude is Vd = 2 · VDD and is still approximately given by (3.15). The drain

current may then be approximated by

ID0 ≡ IB(Vd = 2VDD) =
πVDD

R
=

πVDD

QT Z0
=

2α

QT Z0

1

(gm/ID)
(3.54)

We deduce from this equation that, when Vd = 2 · VDD,

gm

ID

=
2α

πVDD

. (3.55)

Nevertheless, in real circuit implementations, it is better to keep the bias tran-

sistor in saturation to let it works as a current source. The maximum differential

amplitude is then given by

Vd,max = 2 · (VDD − VDSsat) (3.56)

= 2 ·
(

VDD − 2

(gm/ID)B

)

(3.57)

where VDSsat is the minimum drain-to-source voltage that keeps the transistor in
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saturation and (gm/ID)B is the transconductance-to-drain current ratio of the bias

transistor. The last equation is only valid if the transistor is biased in strong inver-

sion region.

From the analysis presented in the previous section, the phase noise writes:

L(∆ω) =
1

2

(

ω0

2QT ∆ω

)2

· 4kTRF

V 2
RMS

(3.58)

=
1

2
· kTF

V 2
RMS

Z0

QT

( ωo

∆ω

)2

(3.59)

with the noise factor F given by (3.39). From this equation, it is clear that high

QT , high VRMS and low F are desirable. As VRMS =
√

2
π

IBQT Z0 in current limited

regime and with the help of (3.53), we can re-write (3.59) as follows:

L(∆ω) =
kTπ2

16

F

α2

Z0

QT

(

gm

ID

)2
( ωo

∆ω

)2

(3.60)

=
kTπ2

8

(

F

α

)

1

Q2
T

(gm/ID)

IB

( ωo

∆ω

)2

(3.61)

Despite (3.61) seems to indicate that the phase noise is to the first order independent

on Z0, there is an optimum inductance value for a given ωo. Indeed, the R should be

maximized, or from (3.47), the product LQL should be maximized. The optimization

for low phase noise thus depends on the LG product, as explained in [3]. On the

other hand, a large start-up gain α increases both the negative resistance noise

contribution and the carrier power. The noise attributed to the negative resistance

then dominates and L(∆ω) ∼ P (gm/ID)
IBQ2

T

. On the other hand, for a given IB, the higher

the Z0, the higher the VRMS and α, or the lower the gm/ID, which is desirable for

low phase noise. But low gm/ID also results in low α (see (3.53)). The gm/ID

should be determined by numerical simulation because of the inter-dependence of

the parameters in the previous relationships. Furthermore, the transconductance is

linearized for high Zo, which results in a decrease of the oscillation amplitude for

the same bias current IB. To decrease the phase noise in current limited regime, the

bias current should be high to maximize VRMS .

To get high spectral purity and low power consumption, we should minimize the

product L(∆ω)Pd (Pd = IB · VDD is the dissipated power). We should then keep

the voltage supply as low as possible, but it is related to the current (see (3.54))

and the output power level. The voltage supply is besides often determined by the

considered technology.

Including the trade-off between phase noise and dissipated power, the following
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Figure 3.17: Equivalent parallel losses G of the inductors versus the inductance for
designs at 5 GHz (straight line) and 2.5 GHz (dashed line).

figure of merit FOM is defined in order to compare the performances of different

oscillators:

FOM = 10 log10

(

( ωo

∆ω

)2 1

L(∆ω)Pd

)

. (3.62)

3.3.4 Design strategy

The design of oscillators for wireless communications consists in the determination

of appropriate values for IB, L, C and transistor sizes so that power, frequency and

phase noise requirements are achieved. Further specifications are set on the tuning

range in the case of VCOs.

From the above analysis, we implemented design methodologies for the topol-

ogy of Fig. 3.14(a) that meets these specifications. We suppose that the circuit is

perfectly symmetric i.e., L1 = L2 and C1 = C2. The procedure starts from a given

inductor (i.e., the inductor value L1 = L2 and QL are known). The model presented

in reference [52] was used to find the inductor parameters. Limitations on the chip

area may be introduced in the design flow as this model gives the physical sizes of

the inductors3. Among the different elements in the resonator, the inductor QL has

the poorer quality factor. It was thus assumed for sake of simplicity that QL equals

the tank quality factor QT = QL. The tank losses obtained from that model are

plotted in Fig. 3.17 as a function of the inductance value. In order to find the best

inductor, the procedure described hereafter has to be re-iterated for each assumed

inductor.

In the following, two design methodologies are provided. The goal is to give

3Inductors are the most area consuming devices in VCOs (see for instance Fig. 3.36).
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an accurate view of the trade-offs. A last optimization by numerical simulations is

nevertheless required as the proposed methodology only gives near-optimum solution

for a given set of specifications. The first method is based on the set of equations

of section 3.3.3. The second one is more general and accurate as the amplitude of

the signal -which is determinant for the phase noise calculation-, is evaluated by the

describing functions. Both methods make use of the unique relationship between the

normalized drain current and the transconductance over drain current ratio gm/ID

of a MOSFET. This relationship has been shown to be very effective in the design

of amplifiers [53].

In the first method [54], we force the oscillator to operate at the limit between

the current- and voltage-limited regimes. From the previous analysis, this bias

corresponds to a minimum of phase noise (if LG increases with L [3]). The gm/ID

of the FETs in the differential pair is found by (3.54) and (3.57):

gm

ID
=

2α

π

1

Vdd − 2
(gm/ID)B

(3.63)

where the start-up gain α and the bias of the current source transistor ((gm/ID)B)

are inputs of the method. Then the current consumption IB is obtained through

(3.52):

IB =
2αG

gm/ID

(3.64)

The width-to-length (W/L) ratio of the transistor are given by the ratio of IB to

the normalized current corresponding to the gm/ID value.

A numerical example in the 0.25 µm PD technology from LETI is given in

Fig. 3.18. For that technology, the gm/ID versus ID/(W/L) curve is depicted in

Fig. 3.19. The other parameters required to obtain Fig. 3.18 is given as follows. The

transconductance-to-drain current ratio of the current source transistor (gm/ID)B

was fixed to 5. The noise parameters P and PB were taken constant and equals to

1.5 and 1, respectively [42]. The voltage supply is 1.2 V. The desired frequency of

oscillation is 5 GHz.

When the width-to-length ratio is chosen, the gate length is then determined by

assuring that fo is lower than the maximal oscillation frequency of the MOSFETs

(fmax). The size of the transistor will also determine the part of the tank capacitance

due to the MOSFETs parasitic. The extra-capacitance is finally obtained from the

oscillation frequency and desired tuning range. The process must be re-iterated by

adjusting the tank quality factor including the losses in the capacitance (see (3.50))

for more accuracy.
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Figure 3.20: Piecewise approximation of the normalized transconductor.

In the second method, it is no more assumed that the circuit operates at the

corner between current- and voltage-limited regimes. The trade-offs are thus more

completely described and optimization for low power consumption is possible.

The method starts by the approximation of the transconductor by a piecewise.

More exactly, the I − V relationship is normalized to the bias current IB and de-

scribed as in Fig. 3.20. We further assume the that the transistors are in strong

inversion so that the gate-voltage overdrive GV O is GV O = 2
gm/ID

. The normalized

gain of this amplifier gA is then calculated from that curve as a function of the signal

amplitude A by relation (2.59). To make the oscillation possible, the gain of the

transconductor should equals the tank losses GT :

gA

(

gm

ID

, A

)

=
GT

IB

(3.65)

For a given gm/ID, the relationship between the signal amplitude A and the current

bias IB is thus obtained. The width-to-length ratio of the transistor are given by

the ratio of IB to the normalized current corresponding to the chosen gm/ID. The

phase noise is finally easily calculated by (3.59). All the trade-offs might then be

discussed graphically.

This method was applied to a 0.25 µm PD SOI technology (same example as

for the first design method). The corresponding gm/ID versus ID/(W/L) curve

is shown in Fig. 3.19. The transconductance-to-drain current ratio of the current

source transistor (gm/ID)B was fixed to 5. The noise parameters P and PB were

taken constant and equals to 1.5 and 1, respectively [42]. The voltage supply is

1.2 V. The desired frequency of oscillation is 5 GHz. Using these parameters, the

gain gA is plotted in Fig. 3.21. The noise factor F is calculated from (3.39) and

depicted in Fig. 3.22. The second term in (3.39) splits the curves in Fig. 3.22 in

three part. This term is equals to P when the amplitude of the signal is given
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Figure 3.21: Gain of the transconductor normalized by IB as a function of the gm/ID

ratio and signal amplitude. The arrow indicates an amplitude increase (A from 0.1
V to 1.9 V by 0.2 V step).

by (3.15) (middle part of Fig. 3.22). However, for amplitudes smaller than GV On,

the model considers a linear gain gm/2, and the ratio of (3.15) to A increases (first

part in Fig. 3.22). The same mechanism appears at high values of A when the

voltage limited mode is reached (third part in Fig. 3.22). There is thus a value of

bias current that minimizes the phase noise (Fig. 3.23), as explained in [27]. In this

example, the main contribution comes from the transconductor noise, as from 3.39,

the contribution from the tank losses is normalized to unity. The contribution of the

tail transistor is almost independent of the bias and from that model, it does not

depend on the signal amplitude. However, it depends on the tank quality factor. In

the example in Fig. 3.22, its contribution is however smaller than the contribution

from the tank losses. Fig. 3.24 shows the impact of gm/ID and the inductor on the

phase noise while Fig. 3.25 gives the consumption and phase noise as a function of

the sizes of the MOSFETs.

Our second method presents some advantages. First, both current- and voltage-

limited mode of operation are considered in a single take. Second, it gives the range

gm/ID or equivalently the transistor sizes, that makes the circuit oscillates or not,

for a given inductor and bias. Furthermore, the start-up gain α is a consequence of

the desired tank amplitude and no more a design parameter.

3.4 Tunable capacitors

In modern telecommunications systems, large and accurate tuning ranges are two

desirable features. A large tuning is obtained through a bank of digitally switched

capacitors [55], while a fine tuning is realized inside a Phase-locked loop (PLL) by
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a single varactor. The large tuning may be used to skip from one frequency band

to another in multi-standards applications.

Large tuning Large tuning is generally done by digitally switching with MOS-

FETs, metal-insulator-metal (MIM) capacitors that are connected in parallel to the

resonator. It was reported in [55] that the tank quality factor was affected by the use

of a bank of digitally switched varactors or capacitors, due to the leakage current in

the switches. To avoid this, one may take advantage of the emerging micromachining

technology. Indeed, no DC current is flowing through a MEMS tunable capacitor.

Furthermore, the devices have high Q, making them a candidate of choice for RF

applications (Q values of 60 at 1 GHz has been demonstrated in [56] while in [57],

the Q reached 660 at 30 GHz). As it will be explained in chapter 4, we believe

that MEMS technology is more adapted for the large tuning than for the fine tun-

ing of oscillators. However, reliability and cost will decide the designer to chose

between standard CMOS or MEMS technology for the implementation of his/her

VCO. Technical details on micromachining will be given in the next chapter of this

work.

Fine tuning The following of this section concerns fine tuning only. A reverse-

biased diode junction capacitance may be used to implement the varactor but it

gives limited tuning range and poor quality factor Q. Therefore, to achieve higher
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performances, a MOS varactor in accumulation mode (AMOS) is commonly pre-

ferred [58].

SOI technology offers several advantages over bulk technology: no junctions low-

ering the quality factor Q and injecting substrate noise into the resonator; device

symmetry for differential tuning; and a reduction of the parasitic capacitances, in-

creasing the VCO tuning range [58, 59].

The varactors sensitivity kv is described by the following relation:

C(VGS) = Co + kv · (VGS + vn) (3.66)

where Co is the zero bias capacitance, VGS the control voltage and vn the noise

voltage that is modulated by kv. As we will show in section 3.4.2, this relation

depends on the amplitude A of the input signal, kv decreasing as A increases. Since

in a VCO, the varactor is driven by a large signal, it is crucial to understand and to

model this behavior. Indeed, kv can directly impact the VCO voltage-to-frequency

characteristics and the phase noise, as well as the PLL stability [60, 61].

Phase noise related to a varactor As stated before, the tail current IB has the

main contribution to phase noise. This contribution is proportional to the square of

the sensitivity dωo

dIB
of the oscillation frequency change to a change in IB. The bias

current influences the oscillation frequency by two ways [50]. Firstly, the common-

mode level is modulated. Differential tuning techniques [62] have been used to

improve the common-mode noise rejection. Secondly, the amplitude modulation

due to the bias current converts to frequency modulation in the varactor. The part

of the sensitivity dωo

dIB
related to this mechanism is proportional to kv. In other words,

the higher the varactor sensitivity (i.e., the steeper the tuning curve), the higher the

phase noise.

The trade-off between tuning range and spectral purity is more crucial in new

technologies, as the lowering of the supply voltage goes with the scaling of the MOS

transistors to deep-submicron. As consequence, the control voltage of the varactors

is limited to low values, requiring a large varactor sensitivity kv in order to maintain

enough tuning range.

This section provides a complete analysis of the evolution of kv between small-

and large- signal regimes and its consequences to the VCO design. Furthermore,

several SOI devices were investigated, showing that zero-Vt accumulation-mode var-

actors have symmetrical characteristics and high Q.
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Figure 3.26: C-V curves for
accumulation-mode varactors with
high-Vth, low-Vth and zero-Vth channel
doping levels at 5 GHz.
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Figure 3.27: Quality factor of
accumulation-mode varactors with
high-Vth, low-Vth and zero-Vth channel
doping level as a function of VGS at 5
GHz.

3.4.1 Varactor small-signal characterization

Accumulation-mode N+/N-/N+ devices, offering the best varactor performances [59],

have been designed using the high-Vth, low-Vth and zero-Vth channel doping levels of

the 0.15 µm Fully-Depleted SOI CMOS process from OKI. Zero-Vth transistors are

realized with the very low SOI intrinsic doping (1015 − 1016 cm−3). So low channel

doping levels are not achievable in bulk [63]. The silicon film and gate oxide thick-

nesses are 40 nm and 2.5 nm, respectively. The devices use the process minimum

gate length to achieve high Q. Small-signal wide-band frequency measurements

have been carried out between 40 MHz and 40 GHz. De-embedded4 results give

the capacitance (Fig. 3.26) and Q (Fig. 3.27) versus the gate-to-source voltage VGS

at 5 GHz. For positive gate-to-source voltages VGS (the source is connected to the

drain), the devices are in accumulation mode and the Q is dominated by the chan-

nel resistance. When VGS is going towards negative values, the zero-Vth varactors

deplete rapidly, giving a sharp C-V curve, while for higher doping levels the tran-

sition is smoother (Fig. 3.26). This gives to intrinsic varactors a better symmetry

with respect to VGS, which is beneficial for many circuit applications. The much

higher Q of zero-Vth and low-Vth varactors in the depletion region (Fig. 3.27) can

be explained as follows: for these devices, the film totally depletes and the total

capacitance is, to the first order, Cox in series with a depletion capacitance, while

for high-Vth devices a quasi-neutral region remains, adding a resistance in series with

the depletion capacitor and degrading the quality factor.

4The open de-embedding method was used.
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(a)

(b)

Figure 3.28: Accumulation-mode varactor with negative bias for low- or zero-Vth

level (a) and for high-Vth doping level (b).

3.4.2 Varactor large-signal characterization

The varactor C-V curve was also measured with a Large Signal Network Analyzer

(LSNA) at 900 MHz (Fig. 3.29), showing the influence of the amplitude A of the

input signal. The derivative of these curves give kv (Fig. 3.30, straight lines), showing

a decrease of kv with A. In order to evaluate kv as a function of A without having

to make costly LSNA measurements, the describing function (DF) of the nonlinear

capacitor can be computed from the small-signal C-V curve plotted in Fig. 3.26. This

DF model (Fig. 3.30, crosses) shows an excellent agreement with the measurements

(Fig. 3.30, straight lines). On the other hand, we observed a decrease of the quality

factor with A, indicating that more energy is dissipated during one cycle. Also,

as expected form Fig. 3.29, the maxima of HD3 lie at higher |VGS| for increasing

amplitudes (Fig. 3.31).

3.4.3 Impact on the VCO design

The varactor sensitivity kv will directly impact the VCO but also the PLL design.

Indeed the PLL stability depends on the VCO gain which is directly related to kv.

The decrease of kv with the signal amplitude will make easier the stabilization of the

PLL, assuming that Cmax/Cmin does not change for the given VGS range. Moreover,

as explained before, the VCO phase noise also depends on kv, the VCO having the

worst phase noise in the middle of the tuning range where kv is the highest. The
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Figure 3.29: Measured varactor (intrinsic doping) tuning curves as a function of the
input signal amplitude.
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Figure 3.30: Varactor sensitivity versus the control voltage VGS and the signal am-
plitude. Measurements (-) are compared to the DF model (x).

113



CHAPTER 3. DESIGN OF INTEGRATED OSCILLATORS

−1 −0.5 0 0.5 1
−60

−55

−50

−45

−40

−35

−30

−25

−20

V
GS

 [V]

H
D

3 [
dB

]

0.21 V
0.47 V
0.94 V

Figure 3.31: Measured HD3 of the zero-Vth varactor as a function of the control
voltage VGS and signal amplitude A.

Figure 3.32: Measured VCO variation of frequency versus the control voltage VGS,
for different current biases.

fine-tuning curve of a 2.45 GHz LC differential VCO5 including the characterized

varactor was measured as a function of the bias current IB (Fig. 3.32). As the

signal amplitude is proportional to IB, this plot confirms that, as expected from

Fig. 3.29, a smoother variation of the oscillation frequency is obtained for a higher

signal amplitude. The measured phase noise at 2.4 mA bias and a 1.3 V supply

voltage is −111 dBc/Hz @ 600 kHz. It does not vary significantly over the whole

tuning range6 (Fig. 3.33). This is explained by the small variable capacitance with

respect to the overall tank capacitance.

5A double differential pair was used, as depicted in Fig. 3.7.
6in the validity range of the used experimental setup (see appendix B).
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Figure 3.33: Measured phase noise for tuning voltages between 0 and 1 V. The supply
voltage is 1 V and the measured core current is 1.2 mA.

3.5 Realized circuits

Oscillators were designed on the 0.25 µm PD SOI technology from LETI, France.

Depending on the design, the body of the transistors is either floating or contacted

to the source. The connection causes a diminution of the effective gate width. Also,

both high- and low resistivity substrates (i.e., > or < 1000 Ωcm, resp.) were used.

The two topologies presented in Fig. 3.34 are studied. The nMOS transistors used in

these non-optimized designs are composed of 12 fingers connected in parallel, each

of 6.6 µm width and 0.25 µm long. The pMOS of the current mirrors have same

width-to-length ratio as the transistors from the core, but higher gate length (1 µm)

to improve the output conductance. The gm/ID of the transistors of the mirror is

fixed to 5. It would however be preferable to bias these transistors more deeply in

weak inversion. Indeed, it has been shown recently that high gm/ID gives better

matching between the transistors [64], which is desirable for an accurate control of

the bias current. A high gm/ID value presents the further advantage to increase

the size of the transistors, and thus their capacitance. While this is most of the

time avoided in RF designs, this capacitance may contribute to filter the harmonics,

which is favorable to decrease the phase noise associated to the tail current noise.

On-wafer measurements were performed with an HP8562A spectrum analyzer

(details of the setup are provided in appendix B). It is important to note that

it is not possible to measure correctly phase noise close to the carrier with this

setup. Moreover, the low sensitivity of the setup does not allow to measure small

variations in phase noise. Measurements were rendered even more difficult as on-

chip decoupling capacitors were not present at the bias inputs of these non-optimized

designs. This results in some cases in relatively large oscillation frequency variation
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Figure 3.34: Realized circuits. (a) Differential active feedback oscillator. (b) Single-
ended Colpitts oscillator.

within one measurement sweep time. Losses in the cables and bias tee are 3 dB at

5.8 GHz and 7 dB at 11 GHz, respectively.

3.5.1 Inductor

Two identical square spiral inductors are used in the tank resonator of the circuit

in Fig. 3.34(a). Much attention was paid on the symmetry of the layout of the

two inductors. Each inductor has 3.5 turns, 10 µm width, 1 µm spacing between

lines, 50 µm inner diameter providing a nominal inductance of 1.6 nH. As already

mentioned, since the quality factor of the inductor in CMOS technologies is relatively

small, it determines the total tank quality factor. This quality factor is mainly

limited by the technology. The quality factor Q of the two inductors in series is

reported in Fig. 3.35. The Q is improved by staking several metal layers, as the

series resistance is decreased, and by the use of high resistivity substrate, as the

shunt conductance is increased.
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Figure 3.36: Die photograph of the active feedback oscillator.

3.5.2 Oscillators

The differential active feedback topology is first investigated. A special care was

taken to ensure high layout-symmetry to avoid any additional asymmetry in the

oscillation waveform. The tank capacitance consists of only the MOSFETs parasitic

capacitances. Fig 3.36 shows a die micrograph of the circuit.

Performances The circuit was designed to oscillate at 5.8 GHz. When the oscil-

lator is biased with 1.4 V supply voltage, it drives 1.48 mA and has a phase noise

of −101 dBc/Hz at 1 MHz offset from the carrier which is in agreement with equa-

tion (3.61). In that case, the FOM reaches a value of 202.5. This design is able to

start and oscillate with only 1.2 mA under a 0.8 V voltage supply, at the price of
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Figure 3.37: Supply pulling. Crosses: oscillation frequency [GHz]; circles: output
power [dBm]; straight line: DC core current [mA].

a phase noise degradation. Furthermore, increasing the supply voltage above 1.2 V

does not lead to any change in the oscillation frequency neither in the output power

(Fig. 3.37). On the other hand, a decrease of the oscillation frequency was observed

at high current value (Fig. 3.38). This can be explained by two different mecha-

nisms. First, the bias current IB determines the operating point of the transistor

capacitances used in the resonator and the tank amplitude that acts in turn on the

capacitance value, as explained previously. Second, because the amplitude of the

signal grows with IB, the harmonic content increases. The influence of the content

of harmonics on the frequency variation was studied by Groszkowski [65]: If the

oscillations are purely sinusoidal, the energy distribution between the L and C arms

in the resonator is equal. When harmonics appear, the currents corresponding to

them flow chiefly through the low-impedance C arm. Therefore, they increase the

electrostatic energy of this arm in comparison with the arm L. In order to keep the

energy equals in both arms, the fundamental frequency must slightly diminish itself.

The current in arm L then increases slightly, in order to allow its electromagnetic

energy to increase suitably.

To achieve higher frequency of oscillation (> 10 GHz), high impedance trans-

mission lines were used to obtain sufficient inductance in the resonator. Fig. 3.39

reports the measured phase noise of this circuit. The phase noise is relatively high

compared to the circuits found in the literature. This is attributed to the fact that

the DC accesses were not properly decoupled in this non-optimized design. A large

amount of supply noise is then upconverted.

Table 3.5.2 compares FOM of various integrated giga-Hertz CMOS oscillators

using LC tank presented recently in the literature. This shows that our design
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V, IB = 1.5 mA.
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Table 3.1: Comparison of performance of CMOS oscillators recently published.

Reference Frequency Dissipated FOM Supply Technology
[GHz] power [mW] Voltage [V]

[66] 9.8 12 187 1.3 0.35 µm, bulk
[7] 1.8 9 182.5 3.0 0.7 µm, bulk
[9] 5.2 10.8 174 2.7 0.35 µm, bulk
[58] 40 11.25 178.5 1.5 0.13 µm, SOI
[11] 50 13 181.8 1.3 0.25 µm, bulk
[67] 10.55 28 200.4 1.5 0.35 µm, bulk
[67] 5 9 201.7 1.5 0.35 µm, bulk

This work 5.8 2.1 202.5 1.2 0.25 µm, SOI
This work 11 1.85 188.1 1.0 0.25 µm, SOI
(Colpitts)

Figure 3.40: Die photograph of the Colpitts oscillator.

presents interesting oscillation behavior under very low power consumption without

degrading the FOM. SOI is then well-appropriated for low-power designs. Low-

voltage operation is possible thanks to low threshold voltage of SOI transistors

(Vth = 0.4 V in the present case). For comparison purpose, we added in this table

the results obtained for a 11 GHz Colpitts single-ended oscillator. It was fabricated

in the same technology (schematic in Fig. 3.34(b) and micrograph in Fig. 3.40). The

measured spectrum and associated phase noise is presented in Fig. 3.41.

Impact of the technology Even if the quality factor of the resonator is improved

by the use of high-resistivity substrate (Fig. 3.35), our measurements did not indicate

significant improvements in phase noise in this case.

Furthermore, circuits using floating-body and body-tied PD devices showed com-

parable amount of phase noise. However, phase noise degradation is expected at

low frequency, for the circuit using FB devices, because of the kink in its DC

120



3.6 CONCLUSIONS

10.949 10.9495 10.95 10.9505 10.951
−100

−90

−80

−70

−60

−50

−40

−30

Frequency [GHz]

O
ut

pu
t p

ow
er

 [d
B

m
]

(a)

10
4

10
5

10
6

−105

−100

−95

−90

−85

−80

∆ f [Hz]

L
(∆

 f
) 

[d
B

c/
H

z]

−20 dB/dec 

Noise floor 

(b)

Figure 3.41: Output of the Colpitts oscillator. Voltage supply is 2.5 V; Ibias = 1.6mA;
Resolution bandwidth is 100 Hz. (a) spectrum. (b) phase noise.

characteristic. Even if the kink effect can be suppressed at high frequency oper-

ation [68] as shown in the previous chapter, it does affect the low-frequency noise

because the low frequency components of the signal experience high source-body

junction impedance. This induces a low-frequency noise overshoot superimposed on

the ”pure” 1/f noise [69]. After upconversion, this leads to phase noise overshoot

compared to BT PD or fully-depleted devices. We were not able to highlight this

effect due to the restrictions imposed by our experimental setup. In design of SOI

integrated oscillators, better phase noise response is thus expected for circuits that

use body-tied transistors at the cost of extra capacitance.

3.6 Conclusions

The design of low-power integrated VCOs for wireless communications remains to-

day a challenging task. There is indeed a need for low-power and low-phase noise

circuits. In this chapter, the oscillators were carefully studied in order to improve

their performances. The example of a differential active feedback LC oscillator was

used through the chapter, but most tools apply to other circuit architectures.

An oscillator is intrinsically a nonlinear circuit that provides at the output a

large (sinusoidal) signal. Linear models of oscillators lack therefore to predict some

properties, among which the oscillation amplitude. An accurate evaluation of the

signal amplitude is necessary to estimate correctly both the output power and the

phase noise. Sophisticated nonlinear models were previously developed to face the

drawbacks for the linear ones. Unfortunately, because they lack from insight, they

are not widely used by circuit designers. In order to predict the output amplitude,
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while maintaining the simplicity of linear modeling, we proposed to use a quasi-

linear approximation of the nonlinearity in the oscillator. The describing functions

formalism was used for that purpose, as it gives the best amplitude-dependent linear

approximation of a nonlinearity to the mean squares sense. It is a powerful tool for

the analysis and the design of oscillators.

We introduced in the beginning of this chapter the basic features of oscillators

with linear models. Simple analytical tools were provided in order to understand

the different mechanisms in LC oscillator and to give insight of the main trade-

offs between the design parameters. Several methods to determine the oscillation

amplitude were discussed. We showed that the describing function formalism is

therefore a simple, accurate and efficient tool. It was also demonstrated how phase

noise depends on the tank quality factor and the power consumption. Based on a

nonlinear analysis, it was explained how the signal amplitude affects the oscillator

noise factor.

Following this general analysis, there are two ways for improving the perfor-

mances.

Firstly, technological efforts improve the tank quality factor. The potentiality

of SOI technology for microwave oscillators was investigated. First non-optimized

realizations showed that, for a given figure of merit FOM , SOI is the adequate

technology for the design of low-power low-voltage integrated microwave oscillators.

Tunable capacitors were investigated in details. Capacitors in SOI technology are

considered in this chapter while micromachined devices are investigated in chap-

ter 4. Fully-depleted accumulation-mode varactor with intrinsic doping provides

best performances, as it has a symmetrical tuning curve and a high quality factor.

The varactor sensitivity is another important parameter since it impacts both the

phase noise and the oscillator frequency tuning. Large-signal RF characterization

showed that the varactor sensitivity varies with both the signal amplitude and the

control voltage. This effect may be modeled accurately from the describing function

of the varactor small-signal tuning curve.

Secondly, design efforts improve the performances by tuning optimally the dif-

ferent parameters. Two design strategies were developed based on the linear and

the nonlinear analysis of the oscillator. In the first methodology, the oscillator works

at the limit between the current- and the voltage-limited regimes since for a given

inductor, the best phase noise performance is expected at this bias. The second

methodology is independent of the mode of operation of the oscillator and is there-

fore more general. This method is also more accurate since the evaluation of the
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signal amplitude by the describing function is embedded in the methodology. More-

over, it gives the range of bias and sizing that makes the circuit oscillates or not.

However, the methods have still to be validated experimentally.
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CHAPTER 4

SURFACE MICROMACHINING

TECHNIQUES

4.1 Introduction

The present applications in communication systems require very low weight and

volume, as well as low power consumption. Highly integrated RF front-ends circuits

are thus desired. Continuing chip scaling has contributed a lot to this goal, but

today a situation has been reached where the presence of rather bulky, expensive,

off-chip passive RF components, such as high-Q inductors, ceramic resonators, SAW

filters, varactor diodes and PIN diodes switches play a limiting role. Emerging

MEMS technology meets the needs of small, integrated, high performances passive

devices. The micromachining technologies firstly developed for sensors and actuators

applications are now used in the RF and microwave field to build high performances

components and to fabricate system-on-chip [1].

The MEMS fabrication technologies are based on the well-controlled microelec-

tronics technologies. Nevertheless, the fabrication of three dimensional devices re-

quires some specific steps that will be detailed in this chapter.

Three micromachining families are commonly considered: molding, bulk and

surface micromachining.

In the molding processes, mechanical elements are created by deposition of ma-

terial into a microfabricated mold. The most widespread molding process is called

LIGA, the acronym for the German expressions of the major process steps: LIthog-

raphy, Galvanoformung (electroforming) and Abformung (molding). The basic pro-

cess consists of creating a polymer mold by X-ray or E-beam lithography and then

electroplating metal into the mold cavities. Small feature sizes and high aspect ratio

are achievable with this process. The advantage of such molding is that it allows a

wide variety of materials to be considered for MEMS, beyond the traditionally ones

used in microelectronics. However, the use of non-CMOS compatible process and

materials restricts the capability to achieve high degree of integration of mechani-

cal and electrical functions. For that reason, molding is not used in this work. The

interested reader is referred to chapter 6 of [2] for more details on molding processes.

Bulk Micromachining makes micromechanical devices by etching deeply into the
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(a) (b)

Figure 4.1: Cross-section of a microstrip line (a) without and (b) with bulk micro-
machining.

silicon wafer. There are several ways to etch the silicon wafer [3]. Wet anisotropic

etching uses etchants like KOH (potassium hydroxide) or TMAH (tetramethylam-

monium hydroxide). Each crystallographic direction is etched at a different rate.

Certain crystallographic planes are etched extremely slowly, and are called stop

planes. The recent evolution of deep dry etching offers another way for bulk micro-

machining.

In the microwave field of applications, bulk micromachining has been mainly used

to improve the performances of transmission lines and inductors. Indeed, attenua-

tion in transmission lines originates from conductor, dielectric, radiation, and surface

wave losses (Fig. 4.1(a)). All those losses increase with frequency. By eliminating

the substrate, three advantages appear (Fig. 4.1(b)). First, the dielectric losses are

reduced. Second, as the effective dielectric constant is also reduced, the surface

mode losses are decreased. Third, in order to keep the characteristic impedance

constant (e.g., Zc = 50 Ω), the width of the line must be increased, which helps to

decrease the conductor losses.

To demonstrate this feature, a micromachined meander inductor was fabricated.

The substrate below the inductor was removed from the back side (Fig. 4.2). The

1 µm thick aluminum conductor is deposited on a three-layers dielectric membrane

constituted of 400 nm silicon oxide/300 nm silicon nitride/300 nm silicon oxide stack.

The silicon substrate is then etched away by the TMAH based chemistry detailed

in [4]. Fig. 4.2(b) shows an improvement of the quality factor of a factor of about

2. Furthermore, the self-resonance peak is shifted to higher frequencies.

In the last micromachining family, the surface micromachining technology, mul-

tiple depositions and etchings are involved to build up structures at one side of the

wafer. Fabrication techniques originally used in the integrated circuits industry, as

polysilicon and silicon oxide or nitride chemical vapor deposition (CVD), as well as
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Figure 4.2: Bulk micromachined inductor. (a) Microscope picture, the dark part at
the center is the region where the substrate is etched away. (b) Quality factor of
the inductor in (a) before and after the substrate removing.

wet and plasma etching, are used to build three dimensional structures that have

to be freed from the planar substrate to permit their displacement. Smaller de-

vices are achievable, with lower thickness and mass than bulk micromachined ones.

Lots of devices have been demonstrated in that technology: micro-engines [5], ac-

celerometers [6], sensors and actuators in several field of applications as optics and

microfluidics [7], resonators and tunable capacitors [1], etc. The micromachining

process involves four central issues [8]:

• the understanding and the control of the material properties of microstructural

films, such as polycrystalline silicon

• the release of the microstructure, followed by its drying and surface passivation

• the co-integration of the MEMS device with the active circuitry

• the packaging of the device.

In this chapter, some issues related to the MEMS fabrication process are dis-

cussed. The first section is dedicated to specific etching techniques using an induc-

tively - coupled plasma (ICP) chamber. Indeed, good accuracy patterning of the

mechanical structures is required for a good control of the mechanical properties

such as resonance. This in turns requires adapted tools. We developed processes

for deep silicon etching, as well as thin film etching with high precision. The me-

chanical properties of the polysilicon are discussed in section 4.3 focusing on the

stress extraction. The cobalt silicidation is investigated as a mechanical material for

MEMS. The third section presents some release techniques. We showed that liquid
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and vapor phase silane coating increases the reliability of thin-films MEMS. Finally,

it is explained how to design and fabricate a MEMS tunable capacitor that may be

embedded in a VCO in section 4.5.

4.2 Dry Etching Techniques

Dry etching techniques are used in micro-engineering to face the main drawbacks of

wet (purely chemical) etching, which are:

• the presence of irreproducible disturbances from bubbles, flow pattern, etc.,

• handing with corrosive and toxic materials,

• limitation of the minimum achievable dimension,

• the impossibility to obtain vertical trenches.

Dry etching may be defined as the use of radical species and/or energetic ions from

a cold plasma (or ion beam source) to remove material where there is no mask

material [9].

A plasma is a neutral ionized gas1. To remain ionized, the recombination of

species must be avoided or at least limited. For that purpose, a constant input

of energy (usually a RF field) and low pressure are needed. Indeed, the collision

rate is decreased at low pressure. The formation of a plasma starts with some free

electrons, which are accelerated by the applied electrical field, and collide with a gas

molecule M . Three types of reaction may then occur:

1. Ionisation

e− + M → M+ + 2e−

2. Dissociation

e− + M2 → M+ + M + 2e−

→ M + M + e−

3. Excitation

e− + M → M∗ + e−

1The Debye length λD is the minimum scale length for over which the plasma can be considered
neutral; typically, λD ≈ 0.015 cm.
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Ions, molecular fragments and excited molecules are also reactive. They may leave

the plasma by recombination, light emission, or reaction with the chamber walls.

In dry etching applications, cold plasmas are used. A cold plasma is a partially

ionized plasma. The ionization rate2 lies typically in the range of 10−6 − 10−2.

Because the electrons are not in thermal equilibrium with the neutral species, the

ions and the reactor walls, chemical reactions may occur in the bulk plasma at

room temperature. Detailed theory of plasma is beyond the scope of this work, the

interested reader is referred to [10] for better insight to the plasma theory used in

the MEMS field. In the following, some specific techniques are introduced from the

process engineer point-of-view.

The removal of a substrate material in a plasma occurs when the reaction prod-

ucts are volatile under plasma conditions. Etching is possible thanks to both physi-

cal and chemical reactions. Chemical reactions, which are very selective, lead to an

isotropic etching while physical unselective reactions leave an anisotropic profile.

As the plasma is full of mobile charge carriers, it is a electrical conductor and its

potential is uniform. Therefore, it cannot be in direct contact with the chamber walls

or other materials. The separation region is called sheath. The sheath determines

how the charged particles interact with the surface being processed. Near the walls,

electrons and ions escape from the plasma and are neutralized by the walls. Because

of their smaller mass, electrons escape more easily. The surplus of positive ions in

the plasma results in a positive charge. As the charge increases, the loss of electrons

decreases due to electrical attraction, which in turns leads to an increase of positive

ions. The charge of the plasma finally stabilizes at some positive value: the plasma

potential , which lies usually in the range of 10 . . . 200 V. The electrical field resulting

of this potential is orthogonal to the substrate. Ions are accelerated in this direction,

leading to an anisotropic etch. The sheath region is darker. Indeed, because their

high energy in that region, electrons are more likely to cause ionization than light-

generating excitation.

Ions energy can be controlled through the applied RF power: while the ion

density is determined in the bulk plasma, the voltage drop across the sheath increases

with the RF power, without increasing the ion current. Note that ions are only able

to follow the RF field if the frequency of the applied field is smaller than the plasma

2Ions and electrons densities, Ni and Ne resp., are in the range of 109 to 1013 cm−3 while
neutral species density is in the range 10−6 − 10−2 cm−3.
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Figure 4.3: Principle of a DC plasma reactor.

frequency fi of the ions [10]:

fi =
1

2π

√

niq2

εomi

(4.1)

where ni is the ion density, q, is the ion charge, and mi the ion mass, εo is the

vacuum permittivity. The standard frequency is 13.56 MHz, which corresponds to

an ion density ni of about 1.6 · 1011 cm−3.

4.2.1 The inductive coupled plasma reactor

The basic plasma reactor is composed of two electrodes in a low pressure chamber

(11 mTorr. . . 1 Torr). A continuous electrical field accelerates the electrons so that

molecules breakdown occurs. To sustain the discharge, the electrons have to be

emitted when ions strike the cathode. In such DC plasma reactor , only conductive

substrates can be etched. The potential distribution is not symmetric inside the

chamber (Fig. 4.3). Indeed, because of the mass difference between electrons and

ions, the later spent in average more time in the dark region. A too close separation

of the electrodes prevents from ionizing collisions and a too far separation results

in a surplus of inelastic collisions (loss of energy). The voltage needed to initiate

the discharge and the gas breakdown depends on several parameters, mainly the

pressure and the distance between electrodes.

The RF plasma reactor (diode reactor) is more popular since it allows etching

conductors and dielectrics. In this chamber, the pressure is in the range of 10 to 100

mTorr. Secondary electrons are not needed to sustain the discharge.

In Reactive Ion Etching (RIE) reactors, both physical and chemical etching take

place. The surface to be etched is placed on the powered electrode in a capacively

coupled diode etching system. The electron current reaching the electrode balances

the average ion current. The main disadvantage of diode reactor is the impossibility
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Figure 4.4: ICP plasma reactor [Oxford Plasma technology].

to control the ion energy and the ion flux independently. Even if a triode montage

circumvents this, it does not answer the current needs of microfabrication i.e., high

selectivity and high etch rate. This means that for MEMS applications, low ion

bombardment (< 100 eV ) and high ions flux3 are desired.

Inductively coupled plasma (ICP) generator meets these requirements. In this

configuration, the control of plasma density is decoupled from the ion energy. The

plasma density is controlled by an RF coil (typically at 13.56 MHz frequency) sep-

arated from the plasma by a dielectric wall (Fig. 4.4). The RF current in the coil

induces a RF current in the plasma. This current is concentrated within a skin

depth (a few cm) of the plasma surface. A plasma density of 1011 cm−3 may be

obtained without high voltages on the electrodes. Compared to the diode source,

the substrate sheath is thinner and there is less ions scattering.

In high density plasmas, the ion flux is determined by the coil source power

and the ion energy by the bias power. Increasing the bias power (with the source

power constant) increases the ions energy without changing the ion current. On the

other hand, increasing the source power (with the bias power constant) leads to an

increase of the ion flux and a decrease of the ion energy (Fig 4.5).

4.2.2 Silicon anisotropic etch

An ICP reactor was used to develop anisotropic Si etching processes. The different

process parameters are discussed in this section. Our experimental results are given

for thin-film as well as for thick-films etching.

An Oxford PlasmaLab System 100 was used for the experiments. It consists of

a parallel plate reactor with a 300 W, 13.56 MHz RF source, combined with a high

density ICP source with power up to 5000 W. The spacing between electrodes is

3about 1011 − 1012 electrons per cubic centimeter, which corresponds to a current of about 10
mA/cm.
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Figure 4.5: Relationship between ion flux and energy. The straight lines represent
the ion energy while dashed lines the ion flux. (a) the source power is constant and
larger than bias power. (b) the bias power is constant.
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Figure 4.6: Trench characteristics.

adjustable, and the lower electrode temperature is controlled by backside cooling or

heating with helium.

4.2.2.1 Etch characterization

The etch characterization includes selectivity to the mask, etch rate and depth,

aspect ratio, uniformity, loading and micro-loading, and shape of the trench. Other

nonidealities are described in Fig. 4.6.

Referring to Fig. 4.7, the anisotropy A is defined by

A = 1 − u

v
(4.2)

where v is the etch depth and u is the maximal undercut of the mask or, in the case

of outward sloped profiles, the lateral extension of the sidewall. The anisotropy is

governed by the joint action of chemical and physical etch processes. A chemical

reaction leads to isotropic profile, excepted in some cases where the profile follows

the crystalline orientation (for example, Si etch with TMAH or KOH). The chemical

reactions are highly dependent on the temperature. As there is no thermal equi-

librium in a plasma reactor, the reactor temperature is not a well defined quantity.
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Figure 4.7: Definition of anisotropy in different etch profiles.

Figure 4.8: Micro-loading effect in silicon etch. The trench width at the left hand
side is ten times smaller than this at the right.

When a reactive gas is used, the heat transfer is generally realized by a helium flow.

The loading effect characterizes the fact that etch rate and profile for a given

trench depend on the etched area. This effect is more visible for recipes that use

more chemical than physical etch. It is the case for instance of the Si etching recipes

that use fluorine chemistry. Its origin lies in the fact that, contrary to what happens

in the wet etching case, the number of radicals in the plasma is in proportion to the

number of atoms to be removed. There are no exact rules and etching tests should

be done with each mask design. Anyway, the larger the area exposed, the less the

reaction. The loading effect gets less importance at lower pressure. A good thermal

contact permits to diminish the loading effect. For uniform etching, Madou [2] states

that the ratio of rate of formation of the etch product to the rate of etch gas flow

should be greater than 0.1.

The etch rate also depends on the trench width, specially for widths smaller

than 200 µm: this is the micro-loading effect (Fig. 4.8). This follows a transport

phenomenon: the introduction of radicals and the extraction of the etch products

are easiest in big trenches. Deep silicon etch is very sensitive to microloading. This

unavoidable effect should be taken into account at the design level.
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Figure 4.9: Typical energy-pressure relationship in a RIE reactor.

Table 4.1: RIE process variables and their effects.

Process variable Effects
gas mixture (chemistry) etch rate, profile shape
flow rate etch rate (residence time)
pressure etch rate, profile shape, selectivity/mask material

(ions density)
RF power etch rate (dissociation rate)
wafer temperature profile shape, chemistry
self-bias of the chuck selectivity, etch rate, shape profile

In general, three factors control the etch rate in a plasma reactor: the concen-

tration of the neutral atom and free radical concentration, the ion concentration,

and the ion energy. The ion and radical concentrations control the reaction rate,

while the ion energy provides the necessary activation and controls the degree of

anisotropy. The respective contribution to chemical and physical action of a plasma

can be manipulated by varying both the voltage and the gas pressure. Etching at

low pressures, with a long mean free path length of the ions, is more directional

and less contaminating. On the other hand, the ion density drops off quickly at low

pressure, decreasing the etch rate. The relationship between ion energy, pressure

and reactions is sketched in Fig. 4.9. The different process variables and their effects

are summarized in table 4.1.

4.2.2.2 Fluorine-based silicon etching

Silicon may be etched by fluorine or chlorine chemistries, as SiF4 and SiCl4 are

volatile under plasma condition. As the silicon-halide volatility increases with in-
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Figure 4.10: Illustrative plot of the boundary between etching and polymerization
in fluorocarbon low density plasma as function of F/C ratio and ion bombardment
at the surface (reprinted from [11]).

creasing halogen electronegativity, fluorine is chosen for high etch rates. The CxFy

involved in the processes decomposes into a number of fragments, including F. The

silicon is etched by the following reaction:

Si + 4F → SiF4

In the following, only fluorine plasmas involving SF6 will be considered. To etch

silicon, the F/C ratio should be high. Indeed, depending on the F/C ratio, either

the silicon can be etched or a thin films of polymer can be deposited on the surface

(Fig. 4.10). Addition of H2 leads to polymerization, as it consumes F, while addition

of O2 consumes C and leads to Si etching. If pure fluorine chemistry is used to

etch Si, an isotropic profile is obtained. Anisotropy is improved by lowering the

temperature to cryogenic range (−110oC) [12] or by using a sidewall protection as

will be explained in section 4.2.2.3.

It is worth noting that the mask material may affect the process conditions,

because it may act as a catalyst for SF6 to generate fluorine. Fluorine-based plasmas

also allow the etch of silicon oxide and nitride:

SiO2 + 4F → SiF4 + O2 (4.3)

Si3N4 + 12F → 3SiF4 + 2N2 (4.4)

When the RF power increases, the atomic fluorine concentration significantly
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Figure 4.11: Bosch process for deep silicon etching. (a) Deposition step and (b)
Etching Step.

increases, while the oxygen concentration increases only slightly. The effect of pres-

sure on the etch rate can be summarized as follows: at low RF power the etch

rate decreases with increasing pressure, while at high RF power the etch rate first

increases with pressure and then decreases.

4.2.2.3 Deep RIE: the Bosch process

At room temperature, the patented Bosch process [13] is used for deep silicon etching

with high aspect ratio. It takes the advantage of the fact that both etching and

polymer deposition may occur in the same chamber, as depicted in Fig. 4.10. If a

fluorocarbon film is deposited on the wafer, it protects it from etching. The process

consists of alternatively one etching step with SF6 and one passivation step with

C4F8 (Fig. 4.11). The patterns are isotropically etched during the first step. Then,

a CxFy layer is deposited on the wafer. As in the subsequent etch step, the ions are

accelerated in the vertical direction, the protection layer remains on the sidewalls

only, providing a high anisotropy level. The etch rate is high (several µm/min)

and the selectivity toward photoresist and SiO2 is high. The main drawback of this

technique is the formation of a hard polymer of unknown composition inside the

wafer. Because of the cycling process, scallops are formed at the sidewalls (Fig. 4.12,

right part).

Using the PlasmaLab System 100 reactor, a Bosh-type three-steps recipe was

developed (Fig. 4.12). The Ignition step was necessary to ensure the plasma ignition.

The process should end by an Etching step in order to get rid of part of the fluoro-

carbons compounds at the bottom. The silicon etch rate obtained with this process
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Ignition Deposition Etching
Step Step Step

SF6 30 sccm - 110 sccm
C4F8 70 sccm 120 sccm -

RF power 25 W 5 W 25 W
ICP power 2000 W 2000 W 2000 W

Temperature 15oC 15oC 15oC
Pressure 6 mTorr 20 mTorr 40 mTorr

Table height 20 mm 20 mm 20 mm
Step time 5 s 4 s 7 s

Figure 4.12: UCL Bosch process parameters and resulting profile obtained on a Si
bulk wafer with a thermal SiO2 mask.

is 4.5 µm/min i.e., 1.2 µm per cycle. The selectivity toward metallic compounds is

quasi infinite (about 500 in the case of Aluminum) but relatively low toward silicon

oxide (a selectivity of 63 was measured). As shown in Fig. 4.12, no undercut was

observed and scallops of small depth are obtained.

4.2.2.4 Thin film etching

In the case of thin film (poly) silicon etching, the most widely used recipes involve

either chlorine and/or bromine chemistry to produce anisotropic etch profile [14].

Pure SF6 chemistry may be used, leaving rough surfaces. This drawback may be

avoided by a sidewall protection generated at the same time the etch takes place.

Therefore, the adjunction of CHF3 or C4F8 in the reactor results in smooth vertical

sidewalls at the price of a lower etch rate [15]. Indeed, if the ratio F/C< 8/3, the

carbon fragments polymerize to form an inert, etch-resistant film that slows the etch

process.

Using that feature, we developed a recipe for the etching of nanometric devices

with high precision (Fig. 4.13). High aspect ratio, 50 nm width patterns were

obtained. As the selectivity to SiO2 is poor (about 2), a metallic mask should be

used for that process. The silicon etch rate is 1400 Å/min. Since mask undercut

is negligible (< 10 nm), this recipe may be used for the patterning of lateral nano-

resonators operating in the GHz range.

We also developed an alternative for precise silicon micromachining, by adap-

tating of the Bosch process to thin-film technologies [16]. To overcome the scallops

formation, the ICP-assisted plasma is replaced during the etch step by a low den-

sity plasma, only activated through RF coupling. This adaptation produces very
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SF6 5 sccm
C4F8 95 sccm

RF power 100 W
ICP power 1000 W

Temperature 5oC
Pressure 5 mTorr

Table height 50 mm

Figure 4.13: Recipe for precise silicon etching and 80 nm width wires patterned with
that process on a 400 nm thick Si layer on top of a thermal SiO2 stop layer (Cr
mask).

smooth vertical sidewalls on polysilicon microstructures, while keeping a good con-

trol on etch depth with any angle of anisotropy. The polysilicon etching procedure

is adapted from the standard Bosch-type process. It starts with a 15 s shallow

etching step under a low pressure SF6 plasma generated with RF source only, and

continues with a 10 s passivation step enhanced via an inductively coupled plasma

source during which C4F8 gas molecules are dissociated to form a polymeric layer

over the exposed polysilicon layer. During the subsequent etch step, this layer is

preferentially withdrawn on horizontal surface rather than on sidewalls because of

ionic physical etching. The process parameters and the corresponding etch profile

are reported in Fig. 4.14. Full details of the experiments may be found in refer-

ence [16]. The absence of undercutting is the first major advantage of this method

compared with SF6/O2/CHF3 gases mixture for example [15].

The etch step yields a mean etch rate of 2000 Å per min. Combined with

passivation steps and assuming a mean value of 10 s for gases admission and pressure

stabilization, effective etch rate is 1000 Å per min. Figure 4.15 presents the etch

rate as a function of C4F8 flux during the passivation step. The effective etch rate

strongly depends on the passivation efficiency which means ICP power. On the

other hand, it was observed that the etch rate does not vary when the freon flow

rate lies between 70 and 210 sccm.

In the case of polysilicon layers with thickness inferior to 2 µm, we measured the

highest selectivity to be 13 : 1 between polysilicon and oxide hard mask. This rela-

tively low value for fluorine-based plasma comes from the passivation step. Indeed

we assert that during this step, there is an equilibrium between species useful for

the polymer formation on the sidewalls, and fluorocarbon radicals chemisorbing in

SiO2 and unfortunately etching the oxide mask. The physical etching effect of ion
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Etch Step Deposition Step
SF6 100 sccm -
C4F8 - 70 sccm

RF power 30 W 10 W
ICP power - 4000 W

Temperature 15oC 15oC
Pressure 20 mTorr 20 mTorr

Table height 20 mm 20 mm
Step time 15 s 10 s

Figure 4.14: Modified Bosch process for the anisotropic etch of thin polysilicon films.

Figure 4.15: Etch rate as a function of the ICP power during the passivation step.

bombardment is also superposed to this mechanism. With the range of ICP power

involved here, active CFx species are numerous and so etch both physically and

chemically the oxide mask. Furthermore, this result is all the more understandable

if we consider the etch rate rather in term of thickness of etched polysilicon per

etch / passivation cycle than in term of etched thickness per unit of time. Indeed,

our results show that a 3000 Å can sustain around 30 successive cycles leading to a

selectivity over oxide of 10 : 1. But in our case, this selectivity is deduced from etch

steps enabling an etching of a polysilicon thickness as low as 50 nm. So, compared

with standard Bosch process for which plasma densification through ICP is used

for both steps, the typical silicon etched thickness during etch step is around 1 µm.

If this value is related to the oxide etched rate measured in our case and asserting

that the oxide / polysilicon selectivity is quasi infinite during the etch step, we can

find back a polysilicon over oxide selectivity of 100 : 1, comforting our previous

hypothesis.

An interesting feature of this process is that it allows controlling the anisotropy,

which may be advantageous for microfluidic applications for instance. Indeed,
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Figure 4.16: Anisotropy A as a function of the ICP power during the passivation
step.

Fig. 4.16 shows that the anisotropy ratio is related to the equilibrium between etch-

ing and passivation i.e.,, that is determined by the ICP power. The phenomenon

can be explained as follows: during the passivation, CFx radicals are adsorbed at

the polysilicon surface to form a polymeric protection layer over the whole surface.

But, in the mean time, ions are accelerated towards this exposed surface leading

to a purely physical etching of this thin layer, except on the sidewalls. When the

ICP power is high, the high density plasma provides a high ionic surface density

to etch the horizontal polymeric layer, and thus after passivation, only sidewalls

remain protected. But in the case of weaker plasma, etching species are less numer-

ous, and it remains a small extent of the polymeric layer at the foot of the sidewall,

which acts as protection during the subsequent SF6 etch step. This leads to the

”scallops” effect. Compared to other methods like wet etching of single crystal sili-

con through KOH or TMAH solutions, this technique allows any angle of anisotropy

while keeping precise transversal dimensions since no undercutting of the patterning

oxide mask was observable. Note that this property can be also tuned by the time

ratio between etch and passivation steps.

4.3 The control of the stress in thin polysilicon

films

Polycrystalline silicon (polysilicon) is a material widely used for both electronics and

micromechanical applications [17]. Cost of the process is reduced if the same polysil-

icon is used for the electronics and mechanics. Because the film is isotropic and has

superior material properties compared to metal films, polysilicon is the structural
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material of choice for surface micromachining applications. However, high conduc-

tivity materials are desirable in most MEMS applications. This work investigates

the silicidation of polysilicon as a solution to obtain low-resistivity, low-stress, high-

quality mechanical material. Thin films have different material properties than their

bulk material counterpart. Residual stress is a major concern for the operation and

the reliability of MEMS. Indeed, the device may buckle under compressive stress,

while tensile stress may crack the structure.

Residual stresses of thin films highly depend on the depositions parameters. Even

if the analysis of stress of has been widely reported in the literature for undoped [18,

19], in situ doped [20, 21] and ion-implanted [22, 23], or even doped by diffusion [24,

25] polysilicon films, the use of stress values extracted from the literature is not

sufficient since materials properties can change a lot from one equipment to another.

In this section, we introduce first some background theory of elasticity and some

methods to extract the residual stress in thin polysilicon films. Experimental results

are then given on phosphorous doped polysilicon wafers; thermal annealing and

silicidation are discussed.

4.3.1 What is residual stress?

Stress σ is defined microscopically as the force per unit area acting on the surface of

a differential volume element of a solid body. Stresses perpendicular to a differential

face are called normal stresses, while forces acting along the faces are called shear

forces τ . Stresses can result from externally applied forces. In this case, after the

load is removed, the stresses vanish. On the other hand, thin films are stressed even

without the application of externally imposed forces. This kind of stress is called

residual stress.

Strain ε is the differential deformation of a solid body submitted to some forces.

The axial strain is then related to the displacement u in the x direction by

ε =
∂u

∂x
(4.5)

In the case of a thin film deposited on a thick substrate, the system can be assumed

to be biaxial. Since in MEMS applications, the materials should stay in the elasticity

domain, they follow Hooke’s law, which states that they deform linearly with load:

(

εx

εy

)

=

(

1/E −ν/E

−ν/E 1/E

)(

σx

σy

)

147



CHAPTER 4. SURFACE MICROMACHINING TECHNIQUES

where E is the Young’s modulus or elastic modulus and ν is the Poisson’s ratio.

The Young’s modulus relates how much a material is elongated for a given load.

The higher the E, the lower the deformation, for a given stress. Typical E value for

silicon < 100 > and polysilicon are 130 GPa and 160 GPa, respectively. The Poisson

ratio describes how an element expands in a direction normal to the applied stress.

Typical values lie between 0 and 0.5. Since the volume expansion is proportional

to (1 − 2ν), incompressible material have a Poisson ratio equal to 0.5. Values for

silicon < 100 > and polysilicon are 0.28 and 0.23, respectively. In the case of

isotropic materials, εx = εy = ε so that the in-plane (biaxial) stress σ = σx = σy is

equal to:

σ =

(

E

1 − ν

)

ε. (4.6)

The ratio E/(1 − ν) is called the biaxial modulus.

The stress in a thin film originates from different sources that may be classified

into two families: intrinsic and extrinsic stresses. The latter group represents the

thermal expansion of the film. Indeed, as the film is deposited at high temperature

on the substrate that have a different thermal expansion coefficient αT
4
= dε

dT
, a

strain αT · ∆T appears when the structure is cooled down to ambient temperature.

Other sources of residual stresses are lattice mismatch, substitutional or interstitial

impurities, chemical reaction while processing, etc. We call intrinsic stress the

ensemble of stresses that are different from the thermal expansion and that are

mainly dependent on the process parameters.

Residual stress can be uniform or non-uniform through the depth of a thin film.

In the case of polysilicon, a stress gradient exists between the top and the bottom

of the film. Indeed, when deposited at 620 − 650oC, the first grains of poly-Si are

small and randomly oriented, while they organize in columnar coarse grains latter

in the deposition. The stress is so highly dependent on the thickness of the film.

Stress in polysilicon Thin films of polysilicon typically exhibit a compressive

stress that depends on the grains size. Krulevitch [19] suggested that low thickness

compressive polysilicon films are made up of small grains that are misoriented [18].

The adatoms do not have enough surface mobility to find the lowest energy levels;

that is, the film is amorphous at first. As the deposition time is increased, the

polysilicon film begins to grow vertically in a columnar fashion and distinct islands

arise, changing the initially amorphous film into a crystalline structure (Fig. 4.17).

This explains the crystallographic structure of compressive thin film polysilicon a
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Figure 4.17: Compressive polysilicon formed at 625o C constituted of columnar coarse
grain structure on top of random small grains at the interface with silicon oxide.

higher thicknesses. Also, as the deposition is performed at relatively high tem-

perature, a longer deposition means a longer annealing. A longer annealing time

promotes the grain growth and the loss of both the defects and gases trapped in the

film. As the film thickness builds up, the deposition environment gets purer and the

stress becomes less compressive [24]. In conclusion, as-deposited stresses decrease

when polysilicon thickness increases. Nevertheless, for thicknesses values higher

than 1.5 µm, the residual stress becomes almost independent on the thickness [18].

The underlying layer influences the stress of the polysilicon. At room temper-

ature, silicon oxide is compressive and silicon nitride tensile. For polysilicon films

on oxide, the grains at the interface are smaller than if the film was deposited on a

silicon substrate, which could provide nuclei for epitaxial growth. This leads to high

stress value. Kim [18] reported that if the layer thickness is greater than 0.8 µm,

the evolution of the stress versus the polysilicon thickness follows the same profile,

whatever the layer is deposited on silicon oxide or nitride; the polysilicon on silicon

nitride is a bit more compressive.

Thermal impact on stress Thermal stresses are the highest contributors to the

overall stress value. Annealing reduces the stresses caused by mismatches expansion

and by non-uniform nucleation of the film. For polysilicon, annealing at tempera-

tures well above its deposition temperature should allow the atoms to find the lowest

energy level, changing amorphous structures into crystalline forms [18].

Several annealing methods have been explored to control the residual stress of

polysilicon films. Annealing in a conventional furnace takes a long time at high

temperature (> 1000oC) to relax the strain [26, 27]. These high temperature steps
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are unfortunately not compatible with standard CMOS processes. This technique is

then only well suited for the MEMS pre-processing. Rapid thermal annealing (RTA)

avoids this high thermal budget [28]. Even if high temperatures are involved, the

annealing time is so short that it does not affect the electronics. Other techniques in-

volve in situ annealing directly after deposition [27, 29] at about 600oC temperature

for several hours.

4.3.2 Stress extraction methods

The stress characterization of thin films is usually done by two ways. First, the

average stress is obtained by measuring the wafer curvature and applying Stoney’s

equation. Indeed, a tensile stress will bend and render the surface concave; a com-

pressive stress renders the surface convex. At the micro-scale however, the local

stress evaluation requires other techniques involving the design of specific test struc-

tures.

Stoney’s equation Let us consider a thin film of thickness tf deposited on top of

a substrate of thickness ts. Since any change in wafer shape is directly attributable

to the stress in the deposited layer, it is relatively straightforward to calculate the

stress by measuring these changes. The Stoney’s equation gives the relation between

the stress in the thin film and the radius of curvature R of the stack:

σf =
1

6R(tf + ts)tf

(

Ef t
3
f

1 − νf

+
Est

3
s

1 − νs

)

(4.7)

where Es (Ef) and νs (νf ) are respectively the substrate (film) Young’s modulus

and Poisson’s ratio. If the substrate is thick i.e., ts >> tf , relation (4.7) simplifies

to:

σf =
Es

6(1 − νs)
· t2s
tf

· 1

R
. (4.8)

This form presents the advantage that only the substrate Young’s modulus and

Poisson ratio have to be known to extract the residual stress in any kind of thin

film. Relation (4.8) is a good approximation for ts/tf > 10 and modifications have

been proposed in [30] to enlarge the validity range up to ts/tf > 2.5.

the stress measured by the Stoney’s equation is an average stress since it is

obtained by integrating the stress over the thickness of the film. The Stoney’s

equation relies on the assumption that the substrate has transversal isotropic elastic

properties with respect to the film. This argument is satisfied for silicon < 100 >

wafers [2]. The films should also be uniform in thickness and the stress must be
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homogeneous and equi-biaxial over the entire substrate to ensure the validity of

Stoney’s approach.

Local stress measurements are made using in situ surface micromachined struc-

tures made directly out of the film of interest [31]. This technique allows characteriz-

ing the stress at each batch. Various micromachined structures have been proposed

in the literature to measure the intrinsic stress. Among them, the clamped-clamped

beams [32] and the vernier gauges [33, 34] techniques are described hereafter, as

they are used in the experiments described in section 4.3.3.

Clamped-Clamped Beams This technique makes use of rows of clamped-clamped

beams with incrementally increasing lengths to determine the critical buckling load

and hence deduce the residual compressive stress in polysilicon films. The residual

strain εr is obtained from the critical length Lc at which buckling occurs [32]:

εr =
4π2

AS

I

L2
c

(4.9)

where AS is the beam cross-sectional area and I is the moment of inertia. This simple

approach does not take into consideration additional effects such as the internal

moments resulting from gradients in residual stress.

Vernier Gauges Vernier gauges present two main advantages over the clamped-

clamped beam technique. First, both tensile and compressive stresses may be char-

acterized. Second, the surface of the test structure is reduced. Fig. 4.18 sketches

a schematic of such micromachined strain gauge. When the device is released, the

test beam expands or contracts, depending on the sign of the residual stress, causing

the compliant slope beam to deflect into a ’S’ shape. The indicator beam, attached

to the deforming beam at its point of inflection, rotates and the deflection λ is read

out visually on the vernier scale by microscopy. For in-plane structures, the residual

strain εr is given by [33, 34]:

εr =
2Lsλ

3LiLtζ
(4.10)

ζ =
1 − d2

1 − d3
with d =

wi

Ls

(4.11)

where Li, Lt and Ls are respectively the indicator, test and slope beam lengths; ζ

is a correction factor due to the presence of the indicator beam; wi is the width of

the indicator beam. Note that technique is that (4.10) is independent of both the
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Figure 4.18: Strain gauge for the measure of tensile or compressive stress.

thickness of the deposited film and the cross-section of the microstructure.

4.3.3 Experimental results

In order to extract the stress of the doped polysilicon deposited in the UCL clean-

rooms, test samples were prepared as follows. A 2 µm thick densified PECVD oxide

layer is deposited on top of 3-inches p-type < 100 > Silicon wafers. This corresponds

to typical sacrificial layers used in silicon macromachining. The Oxford PlasmaLab

System 100 was used for that deposition with the following parameters: 1 Torr pres-

sure, 30 W RF power, chamber temperature 300oC, 50 sccm SiH4 flow, 500 sccm N2

flow, 350 sccm N2O flow. The oxide layer stress is −555 MPa4. After densification

by Rapid Thermal Annealing (RTA) at 800oC for 20 s, this value relaxes to −172

MPa. A 1000 Å thick SiO2 layer was deposited at the back side using the same pro-

cess parameters that were used for the front side. Then depending on the samples,

a 1 or 2 µm thick polysilicon layer was deposited in an LPCVD oven at 625oC with

a 8 sccm SiH4 flow. Both the polysilicon and the oxide layers were then removed at

the backside. The next step consists in doping the polysilicon by CeP5O14 diffusion

at 900oC under N2 ambient for one hour. Then the P-glass was removed in BHF.

This diffusion process was repeated two times in total. An annealing was then per-

formed to decrease the residual stress. In order to check the effect of silicidation on

the stress, the samples undergo a cobalt silicidation as follows. A 200 Å thick Co

layer was deposited by E-gun, followed by a RTA at 450oC for 40 s. The samples

were then cleaned in a piranha mixture before a second RTA at 900oC for 20 s.

Control wafers constituted of silicon oxide at the top wafer side only, followed the

same thermal budget were used to compute the stress using the Stoney’s approach.

The curvature of the wafer was measured after each process step at room tem-

perature using a Dektak profilometer over a distance of 50 mm with a 20 mg stylus

4A negative stress value refers to a compressive stress, while a positive sign refers to a tensile
stress.
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Figure 4.19: Athena simulations of the doping profile in the 2 µm thick polysilicon
layer, after 60 min (straight line) and 120 min diffusion process (dashed line), and
after 60 min annealing at 1100oC (dashed-dotted line).

force. The sheet resistivity was measured by a four-probes station. The stress was

evaluated by the Stoney’s equation. Results are given in table 4.2.

After the diffusion process, the stress in the polysilicon film becomes more com-

pressive. At first sight, this result is not in agreement with Murarka’s work [24].

But Murarka used thinner polysilicon films. We observed indeed a reduction of the

stress of 4400 Å thick polysilicon from −690 MPa before doping to −203 MPa after

doping. These samples were prepared the same way as described before. Never-

theless, Gianchandani [26] reported a decrease in compressive stress even for 3 µm

thick polysilicon layers. The discrepancy in the results may be explained by a non

uniform doping of our samples over the whole polysilicon layer. This hypothesis is

verified in Fig. 4.19 by simulations using the Silvaco Athena software, where the

doping P profile through the polysilicon layer is shown as a function of the process

steps. A uniform doping is only obtained after the high temperature annealing. The

differences observed in the polysilicon stresses before and after the diffusion, reflect

the changes in the intrinsic stresses since it was reported elsewhere that the thermal

expansion coefficients of the doped and undoped polysilicon are the same [24].

The stress decreases drastically during the annealing (table 4.2). Complementary

experiments at 1000oC showed that the stress is relaxed after one hour in the furnace

and is not affected by subsequent annealing. A stress value of −190 MPa was

obtained in this case for 2 µm thick polysilicon layers. This value is too high for most

MEMS applications. Because the diffusion of the P species during the annealing, a

more uniform doping profile is obtained after annealing. This affects in turns the

electrical properties of the film.

The cobalt silicidation has minor impact on the stress budget but it contributes
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Table 4.2: Stress of different polysilicon types extracted by the Stoney’s equation.
The minus (plus) sign refers to a compressive (tensile) stress.

Stress Resistivity
1 µm thick 2 µm thick 1 µm thick 2 µm thick

layer layer layer layer
Undoped polysilicon −235 MPa −220 MPa ∞ ∞
After 1 h P diffusion −545 MPa −362 MPa 148 Ω/sq. 74 Ω/sq.
After 2 h P diffusion −424 MPa −439 MPa 52 Ω/sq. 32 Ω/sq.
After 1 h annealing 43 MPa 9 MPa 14 Ω/sq. 9.5 Ω/sq.
After Co silicidation 74 MPa 43 MPa 3.5 Ω/sq. 3.1 Ω/sq.

(a) (b)

Figure 4.20: SEM picture of 2 µm thick polysilicon layers grown in a LPVCD oven
at 625oC (a) doped by P diffusion and (b) doped by P diffusion and after a Co
silicidation.

to reduce the resistivity of the film. Experiments showed that the high temperature

annealing should occur before the silicidation. If not, even if the stress does not vary

much, the resistivity increases and reaches a value close to that of the samples that

were not silicidated. The results in table 4.2 suggest that a 1100oC annealing fol-

lowed by a silicidation gives good material properties for micromachining. Fig. 4.20

shows the impact of the silicidation on the grain structure. Small grains are still

present at the interface with oxide after the silicidation. The columnar structure

presented in Fig. 4.17 disappears with the P doping diffusion and the high tempera-

ture annealing. Besides, the rugosity is increased after silicidation. This should not

be a problem in most MEMS devices, since the higher the rugosity, the lower the

capillary forces5.

The silicidation process seems to be attractive for MEMS applications as it avoids

a metalization step and proveides good mechanical properties. In reference [35],

study on nickel silicide came to the same conclusion.

5As it will be explained in the next section, the capillary force is the main cause of stiction, a
typical failure mode of the device.
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For comparison purpose, microstructures described in section 4.3.2 were built up

(Fig. 4.21). The polysilicon was etched by a SF6 based RIE and then released in

concentrated hydrofluoric acid (HF) diluted in isopropanol. Subsequent rinses were

performed in isopropanol and the devices were dried without any special process

to avoid stiction (see next section). Indeed, it was believed that sticking of the

verniers gauges is not a problem since it sticks in its relaxed state [25]. However,

we observed that stiction affects the good working of the majority of the devices.

This may be explained by the fact that our structures were build on a relatively

small air gap (0.5 to 1.5 µm). Verniers with small indicator beams are not stuck,

but they have a too small sensitivity to get accurate results. The bigger verniers

suffer from stiction and the deviation in the deflection of identical devices built on

the same wafer is too large to determine properly the stress with this technique.

This deviation is attributed to the large forces applied on the structures when they

quit the solvent. We conclude that if there is no post-process to free the verniers

from stiction, this technique cannot be used to characterize the stress in situ during

the batch. We further observed a lower sensitivity to stiction in the case of arrays

of clamped-clamped beams. Compressive stresses were observed. This explains

the lower probability of stiction, as the binding of the beam opposes itself to the

attractive capillary force. The discrepancy between this method and the Stoney

method remains unexplained as good agreement was found elsewhere [25, 4].

Discussion From this experimental work, the average polysilicon stress value were

obtained (table 4.2). However, we were not able to compare these results with the

local stress measured by micro-structures because of the stiction problem. The

local stress extraction with this technique during the batch is thus not possible for

MEMS with thin gaps. Specific process steps are needed to avoid stiction and will

be discussed in the next section.

On the other hand, the polysilicon silicidation seems to be a low-cost mean for

obtaining a material adapted to MEMS. Indeed, the stress is not much affected and

the resistivity is decreased. As from table 4.2 and reference [36], about 70 nm of the

polysilicon film is silicidated and that the Young’s modulus of the CoSi2 alloy is 160

GPa, the thermal expansion coefficient of the film lies closer to the silicon thermal

expansion coefficient than metallic films, which is an advantage for the thermal

stability of the MEMS.
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(a)

(b)

Figure 4.21: Realized micro-test structures in polysilicon. (a) Array of beams. (b)
Vernier gauge.
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4.4 Release Techniques: the stiction problem

In order to make free-standing microstructures capable of motion, sacrificial layers

hava to be etched away. The sacrificial layers considered in this work consist of SiO2.

The release of suspended structures is a three-steps process: etching the sacrificial

layer, rinsing the etchants, and drying the structures.

The etching step is typically achieved with a selective liquid chemical, such as

hydrofluoric acid (HF) or buffer HF (BHF, a mixture of NH4F and HF).

When aluminum structures are present on the wafer, BHF or HF diluted into

water should be avoided, as the Al is attacked via the following reaction:

2Al + 6H3O
+ → 2Al3+ + 3H2 ↑ +6H2O. (4.12)

It is preferable to use a mixture of HF and an alcohol. The higher the concentration

in HF, the higher the selectivity is, as the concentration H3O
+ is lower. In order to

get a better control on the etch rate, HF can be diluted in isopropanol as it decreases

the etch rate [37]. Water should be avoided for the subsequent rinses, preventing

from reaction (4.12).

The rinse liquid needs to be dried out to complete the release of the structure.

During this step, several forces act on the structure: capillary, Van der Waals,

electrostatic, quantum, etc. At this scale, the capillary force dominates [38]. Indeed,

the surface forces become more important as the dimensions shrink, since the surface

over volume ratio increases. If the capillary force is high enough, the structures are

pulled down to the substrate [39]. Then, other forces (Van der Waals, electrostatic,

quantum [40], etc.) cause permanent adhesion.

From a general point of view, stiction is defined as the unintentional permanent

adhesion of micromachined surfaces. The collapse can occur during the batch process

or when the device operates. Indeed, the microstructured surfaces may come into

contact unintentionally for instance in a humid environment or through acceleration

or electrostatic forces, or intentionally in applications where surfaces touch each

other (switches, shock sensors, etc.).

In the following, we describe first how capillary forces deflect a beam. Next,

the stiction of beams is discussed. Finally, some solutions to stiction are described,

focusing on the grafting of silanes. We present techniques that avoid both process-

induced and in-use stiction for very-thin films, increasing the reliability of MEMS

devices.
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θ
ΓSAΓSL

ΓLA

substrate

Figure 4.22: Droplet on substrate and def-
inition of contact angle θ.

substrate

Figure 4.23: A liquid film on
a substrate with θ = 0.

4.4.1 Basic interfacial theory

For the sake of simplicity, we introduce here linear analysis, neglecting transient

viscous forces, meniscus effects and liquid-solid interface effects.

4.4.1.1 Definition and basic concepts

Consider a gas phase and a liquid phase in contact to each other. The system can

be described by a homogeneous gas, a homogeneous liquid and a superficial phase.

The Surface energy [J/m2] is defined as the work needed to increase the area of

the contact surface of an infinitesimal quantity dA. It characterizes the forces of an

atom on its neighbor atoms.

Surface tension Γ [N/m] is the force by unit of length necessary to maintain into

contact the two parts of the cut of an imaginary line. The surface energy is given

by ΓdA.

At the interface A-B between a solid and a liquid, the surface energy of the

interface ΓAB is the difference between energies ΓA and ΓB provided to create free

surfaces in A and in B and the bounding energy WAB recovered when atoms of A

and B were put into contact :

WAB = ΓA + ΓB − ΓAB. (4.13)

For a drop of liquid placed on the surface of a solid (Fig. 4.22), the contact angle

θ is determined by the balance between the liquid-air (γLA), the solid-air (γSA),

and the liquid-solid (γLS) interfacial tensions. At equilibrium these tensions satisfy

Young’s equation:

ΓSA = ΓSL + ΓLA cos θ, 0 < θ < π. (4.14)

If ΓSA > ΓSL + ΓLA, it is energetically favorable for the liquid to spread on the

surface of the solid with θ = 0 (Fig. 4.23).

In Fig. 4.24, a drop of liquid forms a bridge trapped between two circular rigid
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plates of radius ro spaced by a gap z << ro. If the liquid does not spread on the

plates, the drop is confined to a radius rl < ro. The surface energy (i.e., the energy

stored at the interface) is given by

US ' 2 · (ASAΓSA + ASLΓSL) (4.15)

= 2π(r2
o − r2

l )ΓSA + 2πΓSLr2
l (4.16)

= 2π · (r2
oΓSA − ΓLAr2

l ) cos θ (4.17)

where ASA and ASL are the areas of the solid-liquid interfaces. To obtain this

equation, we considered ASA << ASL. If θ = 0, the liquid spreads, yielding

US = 2 · (ALAΓLA + ASLΓSL) (4.18)

= 2π · (r2
o(ΓSL + ΓLA) − ΓLAr2

l ). (4.19)

In general, the stored surface energy US is of the form [39]:

US = C(θ) − 2πΓLAr2
l cos θ (4.20)

where C(θ) is a constant.

It is important to note that both of these configurations are not at equilibrium

since the liquid is in state of tension. If the bottom plate remains stationary, a force

Q must be applied to the upper plate to maintain the equilibrium:

Q = −
(

dUS

dz

)

= −
(

dUS

drl

)(

drl

dz

)

. (4.21)

Since the volume of the drop, Vl = 2πr2
l z is constant, then drl/dz = −rl/2z, and

with (4.20) and (4.21), we can write the expression of the capillary pressure q

exerted on the rigid plate:

q = − Q

πr2
l

=
2ΓLA cos θ

z
. (4.22)

The term ΓLA cos θ is called the adhesion tension. Note that equation (4.22) is

nothing else that the Laplace pressure applied to the case of structures with lateral

dimensions much larger than the vertical spacing6. Pressure q is attractive or re-

pulsive depending on the sign of cos θ and is nonlinear with respect to the spacing

z with a singularity at z = 0.

6The Laplace pressure PL is created by the liquid meniscus at interface and PL = ΓLA

(

1

r‖
+ 1

r⊥

)

with r‖ and r⊥ the radii of curvature parallel and perpendicular to the beam, respectively.
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r = ro rl 0

z(Vl)

spring

Figure 4.24: Droplet trapped between two circular plates.

In other words, from (4.22) the capillary force F becomes zero at θ = 90o and turns

to be negative for θ > 90o. On hydrophobic surfaces, for which the contact angle

is greater than 90o, the attracting process does not occur. That means that the

structure is not attracted to the substrate if ΓSA < ΓSL.

4.4.1.2 Capillary forces on beams

In order to study the stability of a rigid plate attached to a spring we will refer

to the simple beam model of Fig. 4.24 and follow the analysis of Mastrangelo [39].

We suppose that the weight of the plate is negligible7 and that the original plate

separation is z = h when the spring (of constant k) is relaxed. A liquid bridge of

volume Vl is trapped between the plate and the substrate and initially, the liquid

spreads to a radius rl so that Vl = πr2
l z. The maximum volume that the liquid

assumes without overflowing is Vo = πr2
oh.

The total energy UT of the system during the drying process can be expressed

as the sum of the surface energy of the liquid US and the stored elastic energy in

the beam UE:

UT = UE + US. (4.23)

As the liquid dries, the droplet volume Vl decreases, and the second term in (4.23)

falls down. The drying process will proceed in such a way to continually lower UT ;

this means that the elastic energy cannot increase faster than the decrease in surface

energy.

In the case of Fig. 4.24, the surface energy of the spring-plate-liquid system is

US ' 2πr2
oΓSA − 2πΓLAr2

l cos θ if z ≥ z∗

7for instance, the gravity force on a 400 µm x 400 µm, 2 µm thick polysilicon beam is equal to
7.3 nN, which is several order of magnitude smaller than typical capillary forces.
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= USo + 2πΓLA cos θ(r2
o − r2

l ) (4.24)

US = USo + πΓLA(cos θ − 1)(r2
o − r2

l ) if z ≤ z∗ (4.25)

where USo ' 2πr2
oΓSL + 2πrlΓLA is a constant, and z∗ = Vl/(πr2

o) is the plate

separation assumed when the liquid wets completely the surface of the top plate.

At z = z∗, US has a breakpoint, and for z < z∗, the liquid overflows. In the z > z∗

case, the elastic and the total initial energies are given by:

UE =
1

2
k(h − z)2 (4.26)

UT = USo + 2πΓLA cos θ

(

r2
o −

Vl

πz

)

+
1

2
k(h − z)2. (4.27)

The equilibrium plate spacing minimizes UT . There are one or two minima. The

first one develops at the breakpoint of US, implying that the equilibrium radius is

ro. The other one results when dUT /dz = 0 i.e., from (4.23) along the curve

z2(z − h)k − 2ΓLA cos θVl = 0. (4.28)

As the liquid volume decreases from Vl = Vo to null, the reachable minimum of

UT determines a path called the equilibrium trajectory. This path determines the

equilibrium position and final state. It depends on the control parameters changes.

We call catastrophes sudden changes in the equilibrium for these values of the pa-

rameters at which a local minimum disappears by combining with a local maximum.

It is interesting to analyze the evolution of the local minima during the drying

process. Such curve is called a branching diagram. Using the normalized variables

ξ = Vl/Vo and λ = z/h, two branches associated with the two extrema of UT are

found. The first one, B∞, correspond to the breakpoint of US:

B∞ : ξ = λ. (4.29)

From (4.28), the second branch Bε is:

Bε : ξ = NC(1 − λ)λ2 (4.30)

where NC = kh2

2πγLA cos θr2
o

is a nondimensional number. Branch Bε is a minimum of

UT for λ > 2/3 and a maximum for λ < 2/3. The two branches intersect when
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Figure 4.25: Branching diagram and influence of NC on the equilibrium state.

ξ = λ = NC(λ − 1)λ2, i.e., for

λ = λ1,2 =
1

2
±
√

NC − 4

4NC

. (4.31)

Depending on the value of NC , two cases appear from (4.31). First, if NC < 4,

λ1 and λ2 are complex and the branches do not intersect (Fig. 4.25(a)). The equi-

librium trajectory, starting from (λ, ξ) = (1, 1) reaches (0, 0) following the branch

B∞ because there is an energy barrier between the two branches. This means that

the plate is pinned to the substrate at the end of the drying process. Second, for

NC > 4, the equilibrium trajectory starts from (1, 1) and follows the branch B∞ un-

til the intersection with Bε (Fig. 4.25(b)). Then, it is energycally favorable to follow

the branch Bε. In this case, the plate does not reach the substrate. We conclude

that there is a threshold value of NC , defined as NT , that determines the final state

(NT = 4). From that analysis, it is straightforward to compute the maximum radius

the plate may have to remain free. Indeed, this value is found when NC equals NT .

In practice, the free/pinned transition is not sharp. If the plates acquire sufficient

kinetic energy through agitation to overcome the energy barriers, the plate has a

non-zero probability of transition between the various equilibrium states. Resid-

ual stresses have been taken into account in the calculation of the elastocapillary

number NT in [41].

Following this analysis, Mastrangelo [39] gave the detachment length8 ld of rect-

angular cantilevers, including a correction for the meniscus effect:

l4d ' 8EIh2

3γLA cos θ(w + t)
(4.32)

8The detachment length is the maximum length that a free beam has.
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Figure 4.26: Detachment length of a 1 µm thick, 40 µm width silicon cantilever beam
of rectangular section on a 1 µm gap calculated from (4.32). (a) versus he contact
angle; ΓLA was fixed to 72 mJ/m2. (b) Experimental result, a 30 µm detachment
length and 50o contact angle were measured.

where l, t and w are respectively the length, the thickness and the width of the beam,

E is the Young’s modulus and I the moment of inertia. The detachment length for

cantilevers is about 2.5 times smaller than that for doubly clamped beams. Note

that this analysis is not valid for nonlinear displacement.

For example, the detachment length of a 1 µm thick, 10 µm width silicon can-

tilever beam of rectangular section on a 1 µm gap calculated by (4.32) is reported

in Fig. 4.26(a) as a function of the contact angle. This simulation is in agreements

with experimental results using the beams array technique (Fig. 4.26(b)). Some en-

gineering techniques were found to limit the impact of capillary forces. For instance,

higher contacts angles are obtained by increasing the rugosity [42]. Fluorocarbon

film coating [43] or drying step involving critical point drying [44] also showed good

results. In the two following sections, others techniques to avoid stiction will be

discussed, namely the vapor HF technique and the silane grafting method.

4.4.2 Vapor HF etching technique

A way to prevent from stiction is to use the etchant in the vapor-phase instead of

the wet-phase. This technique is very attractive because it replaces the sequence

of etching, rinsing and elaborated drying. Furthermore, it does not requires sophis-

ticated instrumentation. On the other hand, the price to pay is a lower etch rate

compared to the wet process. The vapor HF etching technique, coupled with elec-

tron beam lithography is further an interesting alternative for etching nanometric

structures, where wet and plasma etching techniques becomes inefficient [45].
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In practice, condensed water appears on the etching surface. This can be avoided

through heating the wafer [46], or using a HF/methanol (CH3OH) mixture [47]. In a

conventional aqueous HF process, the SiO2 is etched when the highly polar molecule

attacks the highly polar Si-O bonds by insertion between the Si and O atoms. This

leads to the cleaving of the Si-O-Si bonds along with formation of thermodynamically

stable products, such as SiF4 :

SiO2 + 4HF
OH→ SiF4 + 2H2O.

In the case of vapor HF/methanol chemistry, polarization is provided by the hydroxyl

groups of methanol molecules. However, the polarization is not as strong as that

provided by water, and oxide etch rates are generally slower than in the HF/H2O

system.

As in the wet phase case, it is necessary to form a condensed layer on wafer surface

to initiate the etching process. When vapor HF/methanol is used, the condensed

layer is expected to be thinner than in the case of vapor HF/H2O because of the

higher methanol vapor pressure [48]. However, experimental results showed that

etching may take place even when condensation is not expected [48]. In this case, the

etch rates are sensibly lower (0−300 Å/min) than in the presence of a condensation

layer (3000 − 12000 Å/min in this case).

Both the partial pressure of HF and H2O, and the mass transport of the products

of the sample in the gas phase determines the condensed layer. A high etch rate

is achieved at low temperature difference between the substrate and the gas. The

etch mechanism is explained by the adsorption of H2O and HF at the oxide surface.

The amount of the adsorbed water influences the ionization efficiency of HF that is

necessary to react with SiO2 to form volatile SiF4 and H2O. The temperature of the

oxide also influences the amount of adsorbed water. Anguita et al. [46] reported that

for ∆T = 11.5oC the temperature is low enough to form the initial very thin layer

that allows oxide etching. This temperature is high enough to desorb the excess of

water generated in the etch reaction. Therefore, the thickness of the liquid layer is

kept constant, leading to a constant etch rate.

A high selectivity toward metal-based films is obtained. On the other hand,

HF vapor is not a good choice if nitrides or PSG are present on the surface. This

technique will be used in the next section to release successfully thin-films micro-

structures, without process-induced stiction damages.
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4.4.3 Silanes

The vapor HF technique described in section 4.4.2 eliminates the process induced

stiction. However, the in-use stiction issue remains. As explained in section 4.4.1.2,

both process-linked and in-use stiction are eliminated if the surface functionality of

the beams moves from hydrophilic to hydrophobic, limiting the impact of the cap-

illary forces. For that purpose, thin organic films may be coated on the structure

surfaces [49, 50, 51]. Indeed, grafting an alkane or a fluoro silane will drastically

decrease the surface energy of the original (native) oxide layer and give strong hy-

drophobic properties to substrates. Under optimum conditions, the silanes can form

a self-assembled monolayer (SAM). This technique has the further advantage to

reduce wear and friction in micro-engines [52].

Various types of chemical modifications have been explored as potential anti-

stiction treatment for MEMS. Nevertheless, most research in that field focuses on

aliphatic chloro-silanes, such as octadecyltrichlorosilane (OTS) and 1H,1H,2H,2H -

perfluorodecyltrichlorosilane (FDTS). Dialkyldichloromethylsilane (DDMS) was re-

ported to have better chemical stability than monoalkyltrichlorosilane and simplified

coating process [53]. To avoid some of the limitations imposed by the chloro-silane

chemistry, alkene based monolayers were successfully coated as anti-stiction layers

in [54], and [55] reports the coating of non-chlorinated films by atomic layer depo-

sition.

Because of its simplicity and low cost, much effort has been provided to liquid

phase silane coating. More recently, vapor phase anti-stiction coatings were ob-

tained [56], presenting better reproducibility and portability. Moreover, less poly-

merization inducing parasitics blobs was observed. Vapor phase coating is also

better adapted to the industrial requirements. This technique is only valuable to

avoid in-use stiction, as the samples should be unstuck before the coating.

In the present section, both liquid and vapor phase release processes are inves-

tigated. The gas phase process combines the vapor HF release and the coating of

a silane from the gas phase. It has the further advantage to release thin-film SOI

structures, where the proposed liquid process failed. Thus, three different silanes

were grafted for this study onto MEMS and homogeneous wafers, and two types

of silanization were tested, one from the gas phase and the second one in dry iso-

propanol. The quality of the silane monolayers was checked by using X-ray reflec-

trometry (XRR) and water static contact angle.
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4.4.3.1 Experiments

Trifunctional silanes (trichloro, trimethoxy, etc.) give rise to stable monolayers with

a better coverage of the surface compared to monofunctional compounds. This is due

to the fact that there are two chemical mechanisms involved: the hydrolysis of the

silane with water and its condensation to build a siloxane bidimensional network

which partially grafts onto the silanols of the oxide layer. This polymerization

stabilizes the monolayer, but tridimensional gel blobs often form, surrounded by

the real monolayer. Thus, the roughness and physiochemical properties are more

difficult to control. As water controls the hydrolysis and subsequent polymerization,

it is critical to limit the amount of water during monolayer formation. The blobs may

also cause the MEMS failure. The amount water can be fixed in a glove box with

a dry nitrogen or argon atmosphere, whereas adsorbed water into the oxide layer

of substrate can only be removed at high temperature (i.e., 600 − 800oC) under

vacuum. Unfortunately, those high temperature steps are not compatible with a

CMOS post-processing.

For any chloro-silane based precursor molecules, the first step in the reaction

sequence is the hydrolysis of the Si-Cl bonds. One equivalent of HCl is thus created

for each Si-Cl bond that is hydrolysed. The presence of HCl in the vapor or the

solution might corrode metallic surfaces, such as aluminum interconnects of the

circuitry [54]. Besides, chloro-silanes are extremely sensitive to humidity and the

quality of the film significantly depends on temperature and coating time, leading to

reliability problems. By contrast, methoxy- or ethoxy-silanes only produce methanol

or ethanol upon hydrolysis which do not damage microsystems. However, they react

more slowly due to their lower sensitivity to hydrolysis.

In this work, N-propyltrimethoxysilane (1), heptadecafluoro triethoxysilane (2)

and dimethylchlorosilane (3) have been tested for MEMS applications (Fig. 4.27).

Compound 1 and 2 were grafted in dry isopropanol in a glove box under argon

atmosphere, as ethoxy and methoxy silanes are less sensitive to water compared

to chlorosilanes. The compounds 2 and 3 were also grafted from the gas phase.

However, only compound 3, the cholorosilane, gave rise to neat monolayers in these

conditions.

Liquid phase process The sacrificial layer of our MEMS devices consists of sil-

icon dioxide. Before coating the silane, this layer is removed in a hydrofluoric acid

(HF) solution. The device must remain wet until the anti-stiction layer is deposited,

in order to avoid the collapse of the suspended structures. As already mentioned,

if aluminum is present, concentrated HF should be used to improve the selectivity
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Figure 4.27: Structural formulas of the three compounds used in this study.

towards this metal. Subsequent rinses are performed in isopropyl alcohol for two

reasons: it is a low-tension fluid and it prevents from attack of Al.

Compounds 1 and 2 are then deposited the same way [57]. First, the samples

are oxidized through immersion in H2O2 for 10 min. Hydrogen peroxide is then

displaced by isopropanol. Next, the wafers are put in a 1 : 600 mixture of the

silane and isopropanol (dried by distillation on CaO) in a dry argon environment

(glove box). The reaction is stopped by immersion in acetone. The products of

polymerization are eliminated if necessary by a dichloromethane soxhlet extraction

process.

This complete release process was applied to several polysilicon beams. The

polysilicon was deposited in a LPCVD oven at 625oC with a 90 sccm SiH4 flow. Also,

100 nm thick monocrystalline silicon beams on a 400 nm thick SiO2 sacrificial layer

available from a standard SOI wafer were prepared as follows. The Si beams were

patterned by optical lithography process and a SF6 based RIE. On the other hand,

samples of bulk silicon, LPCVD polysilicon, PECVD SiO2, aluminum and PEVCD

silicon nitride deposited on bulk silicon wafer were prepared. Those samples followed

the same process as the polysilicon beams but only from the oxidation step in H2O2.

The bulk silicon reference wafers were cleaned and oxidized through immersion in a

H2SO4:H2O2 mixture before the silanization.
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Gas phase process A vapor HF setup [58] is used to release the sacrificial SiO2

layer of the SOI MEMS structures at 50oC for 200 min. Native silicon oxide was then

grown in air ambient. Bulk samples of several materials were also prepared. The

gas phase silanization of compound 3 is performed at 70oC for 24 h and is described

in details in reference [59]. Special care was given to progressively and gently apply

overpressure and vacuum in the gas phase reactor in order to avoid the collapse of

the MEMS structures. Again, the residues of polymerization are eliminated by a

dichloromethane soxhlet extraction.

4.4.3.2 Process characterization

The thickness and the quality of the coating were characterized by XRR, while the

hydrophobicity level was characterized by water static contact angle measurements.

X-ray reflectrometry Homogeneous silanized Si sample were routinely charac-

terized by X-ray reflectrometry. The experimental setup is based on a Siemens

D5000 2-circles goniometer of 30 cm radius and 0.002o positioning accuracy. Data

are reported as a function of kz0, the vertical component of the wave vector of the

incident photons in a vacuum.

XRR data were analyzed in two ways. First, a Patterson function was computed

as described elsewhere [60], and the average thickness of the monolayer was obtained

from the position of the subsidiary correlation peak in this function. Second, a

model of electron density was fitted to the data. The electron density profile was

discretized as a succession of flat slabs of 0.5 nm width, approximately corresponding

to the resolution of the experiments. The number of slabs required was initially

selected from the known thickness of the monolayer determined from the Patterson

function. It was progressively incremented to take into account the width of the

interfaces, until the fit was deemed satisfactory as judged from the value of chi-

square obtained. The fit parameters were the electron density of each slab, a general

scaling parameter, and a constant background value. The reflectivity was computed

using Parratt’s formalism [61].

Fig. 4.28 presents X-ray reflectograms of a bare < 100 > silicon wafer and

silanized wafers. After one hour reaction from the liquid phase, compound 1 forms

a 1 nm thick layer, much higher than the extended length of the silane (0.3 − 0.4

nm), indicating the formation of a gel layer as opposed to a neat monolayer. Under

identical reaction conditions, compound 2 forms a 1.2 nm thick monolayer, in good

agreement with the extended length of the molecule (1.25 nm). However, the electron

168



4.4 RELEASE TECHNIQUES: THE STICTION PROBLEM

Figure 4.28: Left. X-ray reflectograms of, from top to bottom, a bare < 100 > silicon
wafer, and wafers silanized with compounds 1, 2 and 3. All silanization reactions
were performed for 1 hour in the liquid phase, except for compound 3 (gas phase,
24 hours reaction time). Squares are experimental data, continuous lines are fits to
the data based on the electron density profiles shown at the right. Right. Electron
density profiles corresponding to the samples of the left panel. The dotted lines are
the profile of the bare silicon wafer.

Table 4.3: Static water contact angles of various silanized materials.

Silicon Polysilicon SiO2 Si3N4 Al
Compound 1 54o - - - -
Compound 2 117.3o 118.2o 109.7o 108.2o 110.3o

Compound 3 97.9o - 98.2o 96.3o 93.2o

density of the film is relatively low for a perfluorinated compound, suggesting a

loosely packed monolayer. In contrast, when compound 3 was deposited from the

gas phase (24 h reaction), a 1.1 nm thick film of high electron density is formed,

corresponding to a densely packed monolayer. This suggests that mono-chlorosilanes

deposited from the gas phase may form better layers than the corresponding tri-

ethoxy-silane from the liquid phase.

Contact angle measurements After the coating, a high degree of hydrophobic-

ity was obtained for compounds 2 and 3. The static contact angle was measured

by deposition of a 0.5 µl ultra pure water droplet on 10 different locations on each

sample. Mean values are given in Table 4.3. Note that without the monolayer, all

those materials exhibit contact angles as small as 10o (value for the oxide layer).
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Temperature dependence The last processing step of any microsystems is the

packaging. Any layer deposited before this step must satisfy the thermal budget

requirements of the packaging. The thermal stability of the monolayer was deter-

mined by exposing it at high temperatures during at least one hour in nitrogen

ambient. Experimental results showed that hydrophobicity of compound 2 and 3 is

maintained up to 300oC. XRR confirmed the presence of the monolayer after the

annealing.

Micro-beams fabrication As already mentioned, the wet release process (com-

pound 2) was used to fabricate polysilicon micro-beams of various lengths. One and

two microns thick, up to 540 µm long cantilevers and clamped-clamped beams on

a 0.5 µm SiO2 sacrificial layer were successfully released (Fig. 4.29). Without the

monolayer, even for beams as short as 45 µm, stiction problems occurs. The work

of adhesion W of the coated beams was evaluated to be W = 1.75 µJm−2 using

equation (4.32).

Furthermore, a complete 1 µm thick (gap 0.5 µm) polysilicon RF MEMS capaci-

tor with aluminum interconnects realized with this process demonstrated the CMOS

compatibility, as it will be shown in section 4.5. Unfortunately, experiments showed

that this wet process induces the collapse of the very thin structures (≤ 100 nm)

from the SOI substrate. Indeed, the restoring forces on a beam may be modeled

to the first order by a spring. As the spring constant is proportional to the third

order of the thickness of the beam, thin beams are more sensitive to the collapse

than thicker ones. The gas phase process allows to release properly such thin struc-

tures. Indeed, we observed that all MEMS structures from SOI that did not collapse

during the vapor HF release step are maintained unstuck after the silane coating

(Fig. 4.30). As the hydrophobicity is increased, this process allows reducing in-use

stiction failures of MEMS devices.

4.5 Study-case: A MEMS Capacitor

The performances of microwave circuits as tunable filters and oscillators strongly

rely on their quality factor Q. Mechanical devices have already been shown to

reach higher Q than those based on semiconductors junctions [1]. Furthermore,

as these devices are electrostatically actuated, the static power consumption is in

theory equal to zero. Moreover, micromachined tunable capacitors are high linear

and they can accommodate larger voltage swings than P-N junctions or MOSFET

varactors [62]. On the other hand, the mechanical resonance frequency lies typically
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Figure 4.29: Cantilever beams re-
leased with the proposed wet process
(compound 2).

Figure 4.30: A 100 nm thick 200 µm
long silicon beam successfully released
with the proposed gas phase process
(compound 3).

in the 10−100 kHz band, and are not expected to respond to RF frequency for that

reason. MEMS capacitors are thus a good choice for improving the performances of

RF circuits, such as tunable filters or voltage-controlled oscillators (VCOs) [63].

In this section, it is explained how a MEMS tunable capacitor is fabricated with

the micromachining techniques developed previously in this chapter. Before going

to process explanations, the principle of operation of this device is introduced, as

well as the design techniques.

4.5.1 Principle of operation

Fig. 4.31 shows a functional model of an electro-mechanically tunable capacitor that

consists of two parallel plates. The top plate of the tunable capacitor is suspended

by a spring with spring constant k, while the bottom plate of the capacitor is me-

chanically secured. When a bias voltage VB is applied across the capacitor plates,

the suspended plate is attracted toward the bottom plate due to the electrostatic

force. The suspended plate moves toward the fixed plate until equilibrium between

the electrostatic and the spring forces is reached. The capacitance C of such parallel

plate capacitor is given by the well-known expression:

C =
εAS

d
(4.33)

where ε is the dielectric constant of the dielectric between the two plates i.e., air in

this case, and d = do−x is the separation between the plates, do being the separation

between the plates when the spring is in its relaxed state.

The two forces acting on the top plate are the spring force Fs and the electrostatic

force Fe due to the applied DC voltage VB between the plates. The spring force
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Figure 4.31: Principle of a two-plates tunable capacitor.

follows Hooke’s law:

Fs = kx, (4.34)

while the electrostatic force is given by the gradient of the energy stored in the

capacitor:

Fe =
1

2

dC

dx
V 2

B = −1

2

εASV 2
B

d2
. (4.35)

The net force on the beam is thus given by Fnet = Fe + Fs. At equilibrium, we have

Fnet = 0, leading to

kx =
1

2

εASV 2
B

d2
, (4.36)

d = do −
εASV 2

B

2kd2
. (4.37)

There is an implicit feedback in this equation. As the voltage is increased, the gap

decreases, with the amount of decrease growing as the gap gets smaller. Thus, at

some critical voltage, the system goes unstable, and the gap collapses to zero. This

phenomenon is called pull-in. Let us now compute the voltage VPI at which the

pull-in occurs. For a small perturbation of the gap to d + δd, Fnet varies as follows:

δFnet =
∂Fnet

∂d

∣

∣

∣

∣

VB

δd (4.38)

=

(

εASV 2
B

d3
− k

)

δd. (4.39)

If δFnet is positive for positive δd, then d is an unstable equilibrium point, because

a small increase δd creates a force tending to increase it further. If δFnet is negative,

then d is a stable equilibrium point. Thus, in order to get a stable equilibrium,

from (4.39), the following condition must be satisfied:

k >
εASV 2

B

d3
(4.40)
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At pull-in, two conditions must be satisfied: the original requirement that Fnet = 0,

and the new requirement that

k =
εASV 2

PI

d3
PI

. (4.41)

From those requirements, we deduce that pull-in occurs when

dPI =
2

3
do, (4.42)

VPI =

√

8kd3
o

27εAS

. (4.43)

This property limits the tuning range of the capacitor. Indeed, a stable equi-

librium only exists between 0 ≥ x ≥ do/3. Note that the equilibrium would exist

for 0 ≥ x ≥ do if the capacitor were biased by a charge source instead of a voltage

source [64]. It is however difficult to implement in practice [65].

4.5.2 Mechanical properties of clamped-clamped beams

For small deflections, the mechanical behavior of a clamped-clamped beam can be

modeled by a spring constant k. This spring constant is composed of two parts [66].

One part, k′, is due to the stiffness of the bridge which accounts for the material

characteristics such as Young’s modulus E and the moment of inertia I. The other

part of the spring constant, k′′, is due to the biaxial residual stress σ within the

beam. As mentioned in section 4.3, σ is a result of the fabrication process used to

define the beam.

For the beam of Fig. 4.32, the constitutive equation writes [67]:

EI
d2y

dx2
= MA + RAx for x ≤ a (4.44)

y =
MAx2

2EI
+

RAx3

6EI
for x ≥ a (4.45)

MA = −Pa

l2
(l − a)2 (4.46)

RA =
P

l3
(l − a)2(l + 2a) (4.47)

where l is the length of the beam, P is the load force, MA is the reaction moment at

the left end, and RA id the vertical reaction at the left end. The moment of inertia

I of a rectangular cross-section beam of width w and thickness t is

I =
wt3

12
. (4.48)
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Figure 4.32: Clamped-clamped beam with concentrated vertical load P .

In MEMS applications, the load is typically distributed across the beam and the

deflection of the beam at the center is used to determine the spring constant. By

substituting x = l/2 into (4.45), the deflection at the center is found for a concen-

trated load at point a. Then the spring constant is deduced from the deflection:

k′ = −P

y
=

32Ewt3

l3
. (4.49)

The part of the spring constant due to the biaxial residual stress within the beam

in the case of tensile stress, is given by [66]:

k′′ =
8σ(1 − ν)tw

l
(4.50)

where ν is the Poisson’s constant.

As a consequence, the total spring constant k is equal to k = k′ + k′′ as given

from (4.49) and (4.50). A more general expression given for a bridge over a bottom

electrode of width W is [66]

k =
32Ewt3

l3

(

1

2 −
(

2 − W
l

) (

W
l

)2

)

+
8σ(1 − ν)wt

l

(

1

2 − W
l

)

. (4.51)

4.5.3 Design of parallel plates tunable capacitors

Two design styles are commonly used to implement tunable MEMS capacitors:

parallel-plate capacitors and interdigital lateral capacitors [62]. We restrict the

present analysis to the first case. The principle of operation of this device was given

in section 4.5.1. It was then explained that the top plate can move to a gap height

of 2do/3 before it collapses on the bottom plate (do is the separation between the

two plates at zero actuation voltage). The capacitance ratio is therefore

Cmax

Cmin
=

εAS

2do/3
+ Cf

εAS

do
+ Cf

(4.52)
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where Cf = γεAS/do is the fringing-field and parasitic capacitance associated with

the bridge. Most MEMS varactors have 0.15 < γ < 0.6, which yields a capacitance

ratio of 1.42 − 1.27. Also, the electrostatic actuation method results in a nonlinear

C − V response, and most of the capacitance change occurs at the highest control

voltage. The tuning range may be improved by a three-plate structure, as demon-

strated in [63]. The sharp capacitance change at pull-in may be used to implement

RF switches or digital tunable capacitors. In order to avoid a current to flow between

the electrodes, they should be separated by an insulating layer.

We designed several kinds of parallel plates tunable capacitors using clamped-

clamped beams: single beams (Fig. 4.33(a) and 4.33(b)), several beams of same

size connected in parallel (Fig. 4.33(c) and 4.33(d)), several beams of different sizes

connected in parallel (Fig. 4.33(e)), and four-points anchored plates (Fig. 4.33(f)).

The actuation DC voltage may be applied on the same electrode than the RF signal,

or on a separated electrode, depending on the design (Fig. 4.33(a) and 4.33(b)).

Small holes (3 µm x 3 µm) are visible in the top plate in Fig. 4.33. There are two

reasons for that. First, the etching of the sacrificial layer is facilitated, which means

the possibility for dry etching or for decreased release time. Second, the squeeze

film damping is reduced. The anchors were designed to diminish the extra-spring

effect as proposed in [68].

The relations derived in section 4.5.1 were used to dimension the beams (Fig. 4.34).

The results were refined by numerical simulations performed with the software Sugar

v2.0 [69, 70]. The gap height was fixed to 0.5 µm in order to get low pull-in voltages

(i.e., < 10 V). The capacitor variation between on- and off-states is typically a few

pF, depending on the surface area of the devices. The predicted resonance frequency

lies in the kHz range. The device in Fig. 4.33(e) is designed as a digitally tunable

bank of capacitors, with a ”stair” C−V characteristics (Fig. 4.35). Detailed analysis

would require further numerical simulations based on finite-element method.

4.5.4 Process flow

The capacitors designed in the previous paragraph were realized in the cleanrooms

of the Microelectronics Laboratory at UCL. It consists of two polysilicon electrodes

with aluminum interconnects and PECVD SiO2 sacrificial layer. A silicon nitride

layer was used to insulate both electrodes. The process is summarized in Fig. 4.36.

Process description Starting from a < 100 > p-type bulk silicon wafer, a 450

nm thick oxide layer is let grown to provide electrical insulation. Then a 200 nm
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(a) (b)

(c) (d)

(e) (f)

Figure 4.33: Different types of realized capacitors. (a) single beam with decoupled
actuation access; (b) single beam; (c) several beams in parallel; (d) several beams
interconnected in parallel; (e) bank of beams; (f) four-points anchored plate.
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Figure 4.34: Deflection and capacitance of a Si clamped-clamped 200 µm x 400 µm
beam (gap 0.5 µm), calculated by the formula of section 4.5.1.
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Figure 4.35: Tuning curve of the MEMS bank of tunable capacitors in Fig.4.33(e)
calculated with the formula of section 4.5.1.
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thick polysilicon layer is deposited at 625oC in a LPCVD oven. This layer is doped

by phosphorous diffusion to get a resistivity close to 100 Ω per square. The bottom

electrode is then patterned by a SiCl4 based RIE; some samples are silicidated with

cobalt. An insulating 200 nm thick PECVD nitride layer (Fig. 4.36 (b)) and a 1 µm

thick sacrificial PECVD oxide layers (Fig. 4.36 (c)) are then deposited and densified

by a 20 s Rapid Thermal Annealing (RTA) step at 800oC. The anchors of the beams

are then determined by photolithography and plasma etching (Fig. 4.36 (d)). A

CHF3/Ar chemistry is used for etching the SiO2 layer, while a SF6 chemistry is used

for the nitride etch. Next, the top polysilicon electrode is deposited by LPCVD and

patterned by an SF6 based RIE (Fig. 4.36 (f)). A 1100oC annealing was performed in

order to relax the stress in the polysilicon layer (see section 4.3). Measured resistivity

after phosphorous diffusion is about 30 (60) Ω per square for the two (one) micron(s)

thick polysilicon layers. Some samples are silicided with cobalt. Contact holes are

then defined to reach the bottom electrode the same way the anchors were (Fig. 4.36

(g)). The aluminum metallization is next performed in order to get electrical access

to the devices (Fig. 4.36 (h)). Finally, the structures are released following the wet

procedure described in section 4.4. At total, five mask levels are needed.

Discussion From the MEMS point of view, the specific and most critical process-

ing steps are the release and the annealing to control of the residual stress. Both

of them were discussed in the previous sections. If the MEMS capacitor has to be

co-integrated with the electronics on the same chip, some precautions have to be

taken because of the high temperature steps involved in the process. Indeed, the

mechanical devices have to be processed first, but not released. Then the electronic

components of the system are built up before the release is performed. Passivation

of the circuitry has to be performed properly, by a silicon nitride layer for instance.

The process also involves high topography with high aspect ratio with respect

to classical microelectronical processes. In particular, the Al interconnects must

recover steps of one or two micrometers. We found out that a good contact with the

bottom electrode was only possible if the contact holes are filled in with metal by

means of a lift-off. It is worth noting that this additional step does not require any

further mask. Nevertheless, the electrical contact between Aluminum and the top

electrode was not satisfying, preventing from using the coplanar access structures

for the measurements.

Another mis-processing happened while etching the bottom polysilicon electrode:

the etching was not completed. This leads to a shunt conductance between the elec-

trodes. Even if the device may be actuated, this conductance affects tremendously
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 4.36: Main process steps. Left: cross-section; right: top view.
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Figure 4.37: Effect of Co silicidation on top nitride layer after release.

its quality factor.

Cobalt silicidation was under investigation in this study. We showed in sec-

tion 4.3.3 that silicidation is interesting for the fabrication of the top electrode. On

the other hand, it was observed that the bottom silicidated electrode reacts with

the PECVD silicon nitride to make white marks and pyramidal clusters that were

difficultly etched by RIE. This lead to bad state of surface that in turns affected

the SiO2 layer deposited on it. We observed that this oxide layer was etched in

the HF/IPA solution more rapidly in the regions above the silicidated polysilicon

than elsewhere. As a consequence, over-etch occurred during the release step for the

PECVD oxide and nitride in region surrounding the silicidated bottom electrode;

the insulating oxide was then attacked. Since the stress in this layer was important

because of its small thickness and lattice misfits with silicon nitride, cracks were

observed on the bottom electrode (Fig. 4.37). In conclusion, Co silicidation should

be avoided for the fabrication of the bottom electrode, while it may be used for the

top electrode.

4.5.5 Characterization

SEM pictures confirmed the compatibility of non-cholinated silane coating with

aluminum interconnects and that the release happens without stiction (Fig. 4.38).

As the polysilicon bottom electrode was not etched completely, both electrodes

are connected. This parallel conductance permits a current to flow. The quality

factor is then not characterizable. Nevertheless, we observed by microscopy that

the plates are well actuated by DC voltages. The measured pull-in voltages have

higher values than the simulations predicted, due to the presence of the parasitic

shunt conductance and compressive stresses.
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Figure 4.38: The 0.5 µm gap MEMS capacitors were properly released.

The device in Fig. 4.39 was nevertheless measured by an Agilent 4284A LCR

meter at 1 MHz. This capacitor is constituted of 6 beams connected in parallel, each

of 40 µm width and 500 µm long (same as in Fig. 4.33(d)). The results are plotted

in Fig. 4.40 and Fig. 4.41 for two different devices processed on the same wafer. The

plots show that the reproducibility is low, as the pull-in voltages varies from 15 V to

30 V, depending on the device. The spreading in the processing is thus high. The

decrease in capacitance after the collapse of the beam (Fig. 4.41) is attributed to

a short circuit between the electrodes that becomes in contact. At low voltages, a

variation of the total capacitance is observed (Fig. 4.41(b)). In order to explained

this phenomena, we represented the device by the circuit in Fig. 4.42, derived from

its physical structure, including the parasitics. The access capacitances Caccess and

the fringing capacitance Cf may be calculated from the layout geometry. Cins is

the capacitance associated with the insulating layer (Si nitride) that determines the

maximal total capacitance. The beam resistances Rpoly may be evaluated from the

resistivity values extracted section 4.3.3. The MOS capacitance CMOS originates

in the Si substrate-oxide-polysilicon stack and CMOS may be modeled as in [71].

This lumped model allows indicating the relative influence of the parasitics over the

wanted effect. Following that model, the MOS effect should not be present at the

measurement frequency (1 MHz). However, the model can not be applied directly

in our case, because of the process error. Indeed, the surface area of the a bottom

polysilicon electrode remains unknown, even if a higher value than the mask design

is expected.

4.5.6 MEMS variable capacitors for VCOs

The realized tunable capacitor may be included in a VCO. When properly fabricated,

the expected advantages of a MEMS capacitor over a MOS one are mainly the high
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Figure 4.39: SEM picture of the measured tunable capacitor; 0.5 µm gap, 2 µm thick
top electrode.
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Figure 4.40: Measured capacitance (straigh line) and conductance (circles) of the
capacitor shown in Fig. 4.39.
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Figure 4.41: Measured capacitance of the capacitor shown in Fig. 4.39. (b) is a detail
of (a).
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Figure 4.42: Equivalent circuit for a MEMS capacitor and its parasitics.

Q and the high linearity. However, the tuning range is limited at 1.5, and its

reliability and temperature behavior may issue the working of the circuit. The cost

of the complete circuit is another important point that will determine for a given

application if a MEMS capacitor will be embedded in the circuit. Those items will

be shortly discussed in this section.

Co-integration with the CMOS circuit There are several ways for connecting

a MEMS to the silicon circuit. The choice of one or another option depends highly on

the fabrication and assembly costs. The silicon cost is relatively low compared to the

assembly cost. In a first option, two different chips are realized and interconnected.

The MEMS may be fabricated on a different substrate type (glass, for instance)

than the transistors. The bonding wires interconnection is a well-established, fast

and high-yield process, but it suffers from a quite large parasitic inductance. A less-

well established process, the flip-chip mounting, does not suffer from this electrical

drawback, but it has a lower yield. The quality of the flip-chip mounting is moreover

difficult to check. In a second option, the MEMS component is processed on the

same substrate that the active circuit (single chip solution). The MEMS components

may be pre- or post-processed on the silicon chip. The advantages are a smaller lost

area, the absence of parasitic from the connection and the absence of additional

mounting operation. However, for a given area, the silicon cost is roughly one

order of magnitude higher than the MEMS cost and the quality factor of the micro-

machine might be lower than in the case of a low-loss substrate (e.g., glass) were

used for the MEMS. This second option requires more design time -and thus cost-

since the processing of both the silicon and the MEMS must be compatible.

The capacitors designed in this work should be included in a VCO following the

single chip option. Due to the high temperature steps involved during the MEMS

processing, the mechanical part (without the last release step) has to be realized
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Figure 4.43: HD3 of a 200 µm x 400 µm MEMS capacitor obtained by the Taylor
method based on the tuning curve presented in Fig. 4.34; the capacitance is 27 pF
for bias voltages beyond pull-in. A = 0.2 V.

before the standard CMOS process. The release step should end the fabrication.

Linearity The linearity of a MEMS capacitor decreases with increasing bias volt-

age and the capacitor becomes extremely nonlinear near its pull-in voltage (Fig. 4.43).

The linearity analysis of MEMS tunable capacitors based on the Volterra series was

performed by Innocent [72]. He showed how a MEMS capacitor depends on the

applied bias and frequencies. In a two-tones test, the linearity depends on both

the average and the difference of the applied frequencies. Two tones that are close

together can generate large intermodulation products, even if they are at very high

frequency. On the other hand, when the tones are widely separated, little distortion

is produced. This is different from other varactors like the MOS structure studied

in chapter 3. Furthermore, the V IP3 is proportional to its pull-in voltage, which

implies a trade-off. In the case of single-tone excitation, the linearity of the device

increases with the frequency, which is an advantage for an oscillator working at

microwaves.

Innocent showed further that when the capacitor is used in a tunable LC tank,

the IP3i of the tank is proportional to the IP3i of the tunable capacitor. The IP3i

of the tank has a minimum at its resonance frequency and this minimum decreases

as the quality factor of the LC tank increases. This is another trade-off.

Phase noise upconversion The mechanisms that generate phase noise in a VCO

are not different whenever a MEMS or another tunable capacitor is used. There

are however some differences in performances since the tuning curves have not the

same shape. First of all, the brownian noise associated with the mechanical device
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Figure 4.44: Varactor sensitivity kv of a 200 µm x 400 µm MEMS capacitor obtained
describing function method based on the tuning curve presented in Fig. 4.34; the
capacitance is 27 pF for bias voltages beyond pull-in. The arrow indicates an am-
plitude A increase; the different values of A lies between 0.3 V and 4.3 V, by 1 V
step.

contributes to phase noise [62]. The main contribution to phase noise in the oscillator

sketched in Fig. 3.14(a) is the upconverstion of the flicker noise present in the current

bias IB source. This contribution to the phase noise is related to the varactor

sensitivity kv as explained before. The kv of a typical MEMS capacitor is plotted in

Fig. 4.44 as a function of the control voltage and the signal amplitude. The MEMS

capacitor kv is linearly related to the control voltage below pull-in and it reaches its

maximal value at this point. On the other hand, kv is less sensitive to the amplitude

of the signal, compared to a MOS varactor (see Fig. 3.30), which is an advantage.

Compared to a MOS varactor, the tuning curve is more flat since a higher tuning

voltage is required. The oscillation voltage is thus small compared to the tuning

voltage. As a consequence, a lower of phase noise upconversion occurs. There is

thus a trade-off between low phase noise and low pull-in voltage.

Close to pull-in, the phase noise grows as kv increases. It is furthermore not

recommended to work in this region to avoid an accidental pull-in of the structure.

However, beyond pull-in, kv decreases and the capacitor may be designed to work in

the switch mode. A bank of digitally switchable MEMS capacitors may be realized

in that way for the large tuning of VCOs.

On the other hand, variations of IB at a frequency above the mechanical cut-off

frequency (typically in the range 1−100 kHz) do not modulate the output frequency.

This means that the region of the bias current with the highest noise (flicker noise)

is the least attenuated by the MEMS capacitor.
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Temperature dependence Since the spring constant of the beam changes as a

function of the initial strain and that the strain varies with the temperature (see

section 4.3), the parameters of the MEMS capacitor change with the temperature. In

the case of a MEMS device, we are not just interested in the expansion of the beam

with the temperature, but we are interested in the difference in expansion between

the beam and the substrate below since it causes the stress in the beam. In our case,

the mismatch between the thermal expansion coefficients of the silicon of the silicon

beam αT,Si = 2.33 · 10−6 K−1 and the silicon dioxide substrateαT,SiO2
= 0.35 · 10−6

K−1 is not too important and contributes to a tensile stress, which is even beneficial

for the considered device.

A MEMS tunable capacitor cannot work under compressive stress. Indeed, when

the initial length of the beam is larger than the distance between the anchors, the

beam can arbitrary bend upwards or downwards. Changing from one state to the

other requires a considerable force. The pull-in voltage is then increased and the

device works in the switch-mode instead than as a tunable capacitor.

The temperature range in which the device should work depends on the applica-

tion. For consumer products, the devices should operate between 0 and 70oC, while

military grade requires a range between −55oC and 125oC. There are three means

to keep the stress tensile over the temperature range [65]. First, a structure can

be added to the spring to relax the stress. This will make the spring more flexible,

reduce the pull-in voltage and the mechanical resonance frequency, and increase the

sensitivity to stress gradients. Second, the initial strain may be increased further

such that it will not become compressive. This leads to very high values of the

stress at low temperatures and large variation in the spring constant, and thus in

the pull-in voltage. Third, another material with an expansion coefficient close to

this of the substrate may be used.

Discussion Compared to on-chip MOSFET varactors, the quality factor Q of

MEMS tunable capacitors is expected to be somewhat higher, but still in the same

order of magnitude. This high Q improves the phase noise originating in thermally

induced noise. Since the steepness of the tuning curve is small, the sensitivity to

upconvert noise originating in the tail transistor is lower than for MOS varactors.

The price to pay is however a lower tuning range and a higher tuning voltage. The

tuning range of a MEMS based oscillator is poorly reproducible and temperature

dependent. The reliability of the device is furthermore not well-established and

the packaging more difficult. The expected gain from using a MEMS capacitor in

a VCO is in conclusion small compared to the additional problems it introduces.
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The higher cost of micromachined capacitors is another disadvantage. As a result,

MEMS capacitors are not expected to be used in VCOs for main stream applications.

We believe the smartest way to use MEMS capacitors in a VCO is for the large

tuning. The tuning curve of the bank of capacitors presented in Fig. 4.35 is indeed

much more reproducible as the MEMS operates in the switch mode. Tunable filters

might on the other hand be a driver application, due to the high linearity of the

micromachined capacitors.

4.6 Conclusions

In this chapter, micromachined tunable capacitors that could be embedded in voltage-

controlled oscillators were investigated. The research was motivated by some pre-

vious realizations that demonstrated the high Q and the high integration level of

these devices. The development of microsystems is however not straightforward.

Indeed, new technological problems appear with the fabrication of small-dimension

3D devices. For instance, due to the increase of the surface-to-volume ratio with

the scaling of the devices, the influence of surface forces become dominant. If not

properly treated, this effect may cause the failure of the MEMS devices. In this chap-

ter, we were interested in the development of a surface micromachining fabrication

process at UCL.

Some interesting solutions were given to the present limitations of the micro- and

nano-fabrication techniques. However, we were not able to investigate experimen-

tally the circuit implications of this technology with our realizations (linearity, noise

AM-to-PM for VCO applications, etc.). The reproducibility and the reliability of

the devices are questionable. MEMS tunable capacitors are not expected to be used

in VCOs for main stream applications, as the performance improvement is small

compared to the issues the technology introduces.

As a consequence, we developed technological tools for improving the reliability of

the MEMS. Thin-film technology was considered for its potentiality in the realization

of high sensitivity sensors and for its integration with state of the art SOI electronics.

The SOI substrate offers a high quality monocrystalline Si film that may be exploited

for thin-film micromachining. This technology could be used for instance for the

fabrication of the nano-scale mechanicals resonators used in RF filter stages.

Micromachining (as well as microelectronics) fabrication techniques require high

precision patterning. While E-beam may be used in the lithography step, the etch-

ings need for the development of specific plasma techniques. The Bosch process is
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widely used for thick film etching. By controlling the passivation step, it may be

modified in order to etch thin films and to control the profile anisotropy. On the

other hand, the undercut may be limited by the addition of a fluoro-carbon to the

SF6 RIE, which is a desirable feature in most laterally driven MEMS.

Other fabrication steps are more specific to microsystems. Indeed not only the

electrical but also the mechanical properties of the films have a huge influence on

the device behavior. For a tunable capacitor application, a low-stress and low-

resistive film is desired. The residual stress in the UCL polysilicon was characterized.

Stress characterization methods at the micro-scale should however be improved.

Experiments showed that the silicidation of the movable polysilicon plate is a low-

cost way to get low-stress and low-resistive material for micromachining.

A special attention must be paid to the release step in order to avoid stiction. Not

only process induced, but also in-use stiction is a typical failure of MEMS. Therefore,

the coating of silanes prevents from stiction, improving the reliability of the devices.

We demonstrated that the reliability of thin-film CMOS compatible MEMS may be

improved by suitable silane coating in vapor or liquid phase. The stiction failure is

however not totally eliminated, as it has other origins than capillarity (electrostatic

forces from charges dielectric layers, for instance).
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CHAPTER 5

CONCLUSIONS

The increasing demand for wireless RF applications asks today for high performances

systems-on-chip. ’High performances’ means low power consumption, high quality of

the data transmission, and low volume and weight. If the CMOS scaling contributed

to performances improvements, we are now confronted to short-channel parasitics

and to the relatively poor quality of the passive integrated components.

There are several ways to face these limitations.

First, a better knowledge of the components permits to use them efficiently. This

requires the development of adapted modeling and characterization tools. Second-

order effects must be taken into account and the tools should be efficient enough to

follow the rapid evolution of the technologies.

Second, one can move from standard bulk CMOS to other technologies. In that

case, the development cost is high, but the expected gain is also high.

Finally, if high quality components help to improve the quality of the transceivers,

the performances also highly rely on the systems and circuits architecture. The

design optimization is another key in RF analog IC design.

The goal of the present work is to investigate these three ways for improving

the transceivers performances. On one hand, characterization tools for the linearity

analysis are developed. On the other hand, SOI CMOS technology is used in the

frame of this work as an alternative to bulk CMOS technology. Micromachining

technologies were used to fabricate tunable passive components. Finally, circuit

design techniques for oscillators are investigated.

The quality of the wireless transmission depends on the system linearity. Due

to the devices physics, most circuits are nonlinear. Some of them, oscillators for

instance, rely on the nonlinearity, but this feature is unwanted in other cases e.g.,

in amplifiers. A classical procedure for dealing in a practical way with nonlinear

systems is to construct a linear model to approximate the nonlinearities. A small-

signal linearization consists for instance of expanding the nonlinear function in a

Taylor series around some operating point and retaining only the linear term in

the analysis. If the excitations are not small enough to permit this simple form

of linearization, one can do better by letting the linear approximation depends on

the input. We speak in that case of quasi-linearization. Unfortunately, linearized
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models do not explain the generation of tones at different frequencies than the input

frequency. The harmonic and intermodulation distortions quantify this effect in the

case of single or two-tones excitation, respectively.

In this work, several tools for characterizing the distortion are provided. They

are confronted to state-of-the-art LSNA measurements. The choice of one of these

tools depends on the application.

For weak linearities i.e., typically for a MOSFET excitation below 0.3 V, the

nonlinearity may be represented by a third-order polynomial. While the Taylor

approach is used for frequency-independent systems, the Volterra analysis applies

to frequency-dependent nonlinearities. A Volterra series based model is useful to

understand the different mechanisms involved in the nonlinear processes at different

operating frequencies. The simple Volterra based model developed in this work for

the MOSFET demonstrates that the distortion of the transistor is dominated by its

current-voltages I − V relationship. The MOSFETs have a frequency limit under

which the distortion characteristics behave like those at low frequency. This is a

useful property of CMOS technology since the distortion analysis may be simplified

for low GHz applications.

The integral function method is more appropriate for the analysis of strong non-

linearities, since this method is directly related to the excitation amplitude. For that

reason, the sweet-spots are easily obtained by IFM. This method is well-adapted to

treat low-cost I − V measurements, as no derivatives are required. Initially dedi-

cated to memoryless systems, we provide the extension of this method to frequency

dependent systems. The present version of IFM however does not apply directly to

multi-tones characterization.

The technology affects the linearity of devices. For instance, micromachined

tunable capacitors are more linear than their MOSFET counterpart. In SOI, FD

and PD transistors present similar HD level in saturation. However, the IMD of

PD transistors depends on the tone separation, as a consequence of the kink effect.

The analysis provided in this work is limited to FD and PD devices, but it could be

enlarged to other SOI devices, such as DTMOS.

The nonlinear analysis is not restricted to devices. The example of a narrowband

LNA is examined in chapter 2. Because of the high efficiency of the FETs in the

moderate inversion mode of operation, and since the linearity is not that much

degraded, this mode of operation is preferred for the design of low-GHz LNA in

sub-micron CMOS.

198



Contrary to LNAs, oscillators rely on nonlinearities. Indeed, it is the oscillator

nonlinearity that determines the output amplitude. However, since these circuits

are built to generate sinusoidal waves, the designer is much more interested in the

phase noise performance than in the distortion. A good evaluation of the phase noise

requires a good evaluation of the output amplitude. The designer has then to choose

between the insight provided by linear tools and the accuracy of nonlinear models.

We propose to use a quasi-linear approximation of the oscillator nonlinearity in order

to solve this trade-off. The describing functions formalism is used for that purpose,

as it gives the best amplitude-dependent linear approximation of a nonlinearity to

the mean squares sense. It is a powerful tool for the analysis and the design of

oscillators.

Based on that formalism and on the oscillator analysis, a top-down design

methodology is proposed to optimize the performances of an active feedback differ-

ential VCO. Even if the method remains to be validated experimentally, it improves

the accuracy of the first-order designs and allows to deals with the trade-off opposing

power consumption and spectral purity.

Technology is another way for improving the VCO performances, as it determines

the resonator quality factor. In SOI, fully-depleted accumulation-mode varactor

with intrinsic doping gives the best performances, as it has a symmetrical tuning

curve and a high quality factor. The low-power, low-voltage capabilities of SOI are

demonstrated experimentally in chapter 3. A more detailed experimental analysis

would require measurements close to the carrier, which is not possible with the

considered setup. Compared to their MOS counterpart, micromachined tunable

capacitors have a slightly higher quality factor, a higher linearity and lower phase

noise conversion, but, due to their low reliability and reproducibility, as well as their

high cost and high temperature dependence, MEMS capacitors are not expected to

be used in VCOs for main stream applications.

Surface micromachining techniques are nevertheless widely studied in chapter 4,

as they are promised to improve the performances of the RF ICs in the next years.

Whenever not used in VCOs, other applications (tunable filters, intelligent systems,

. . . ) should indeed benefit from the advantages this technology offers, in particular

its potentiality to build a complete system on a silicon chip. The evolution towards

integrated microsystems renders the design of transceivers more multi-disciplinary

than ever, requiring skills at several levels, from the development of fabrication tools

to the design of transmission system.

199



CHAPTER 5. CONCLUSIONS

The mechanical functions in MEMS require to use adapted materials. Thin-film

technology is considered for its potentiality in the realization of high sensitivity sen-

sors and for its integration with state of the art SOI electronics. Silicided polysilicon

is used in this work as a low-cost material adapted to MEMS. Indeed, the silicidation

process allows decreasing the resistivity, without affecting much the residual stress.

The main concerns related with microtechnologies, apart from the development

of efficient CAD tools, are today linked to the fabrication and the reliability of the

devices. Some material properties may differ at the micro-scale since the volume

to surface ratio decreases. The stiction is a widespread failure mode that is mainly

dependent on the capillarity forces. An anti-stiction process should be CMOS com-

patible and adapted to thin-film technologies. The silanes coating in liquid or vapor

phase, as studied in chapter 4, prevents from both process-induced and in-use stic-

tion. The stiction failure is however not totally eliminated, as it has other origins

than capillarity (electrostatic forces from charges in dielectric layers, for instance).
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APPENDIX A

QUALITY FACTOR OF A

RESONATOR

A.1 Definitions of the quality factor Q

The most widespread definition of a quality factor comes from the RLC resonator

analysis. In this case, the quality factor Q is defined as

Q =
ωo

∆ω
(A.1)

where ωo is the resonance angular frequency and ∆ω is the −3 dB bandwidth. The

Q represents the selectivity of the circuit.

A more general definition is

Q = 2π
Stored energy per cycle

Dissipated energy per cycle
. (A.2)

This definition is applied to several circuits in Fig. A.1. For instance, let us take

the RLC circuit (Fig. A.1, top-right). When the circuit is excited by a sine wave

V (t) = VA sin(ωt), the maximal voltage Vo across the capacitance is reached at time

t when the current through the inductance is null. At this instant, the numerator

of (A.2) is equal to

Epeak =
C · V 2

A

2
. (A.3)

The dissipated energy in the resistance is:

Eloss =

∫ 2π/ω

0

(VA · sin(ωt))2

Rp
· dt =

π · V 2
A

ω · Rp
. (A.4)

Then the Q is by definition

Q = Rp · ωC = Rp ·
√

C

L
. (A.5)

The right-hand side equality is obtained at resonance i.e., for ω2 = 1/LC. Note that

this results is in agreement with the first definition.

In the microwave field, it is familiar to define the quality factor of a two-ports
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Figure A.1: Quality factors of some circuits.

from its admittance matrix

(

Y11 Y12

Y21 Y22

)

:

Q =
=Y11

<Y11

. (A.6)

From the oscillator analysis, a fourth definition is introduced hereafter [34]. Fol-

lowing the two-ports model of an oscillator, the transfer function writes H(jω) =

A(ω).ejφ(ω) in its polar form. The Q is then defined as

Q =
ωo

2

√

(

dA(ω)

dω

)2

+

(

dφ(ω)

dω

)2

. (A.7)

Let us suppose that at the oscillation frequency, dA(ω)
dω

is equal to zero. In this case,

Q =
ωnom

2

∣

∣

∣

∣

dφ(ω)

dω

∣

∣

∣

∣

(A.8)

The Barkhausen’s conditions state that the phase difference of a closed-loop system

should be an integer multiple of 2π to allow the system to oscillate. If the signal

frequency shifts slightly from fo = ωo/2π, the feedback tries to recover fo. This

return is more effective if the slope dφ(ω)
dω

is high. Thus, with the last definition, the

Q indicates how an oscillator opposes itself to a frequency change. The higher Q,
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A.2 SERIES-PARALLEL CONNECTIONS

the more stable the oscillation.

A.2 Series-parallel connections

Consider an inductor connected to several capacitors Ci. The total quality factor is

1

Q
=

1

QL
+
∑

i

1

QCi

(

Ci

C

)

(A.9)

with C =
∑

i Ci, QL the inductor quality factor and QCi the quality factor of

capacitor Ci.

Series connection of capacitors:

Q =

∏

i Qi
∑

i Qi

(

Ci

C

) . (A.10)

A.3 Series to parallel transformation

Close to resonance, the circuits of Fig. A.2 (a) and (b) are related by [63]:

L
′

b = Lb

(

1 +
1

Q2
b

)

(A.11)

C
′

a =
Ca

1 + 1
Q2

a

(A.12)

R
′

c = Rc‖(Ra(1 + Q2
a))‖(Rb(1 + Q2

b)) (A.13)

with Qa = 1
ωLaRa

, Qb = ωLb

Rb
and where the symbol ‖ denotes the parallel connection.

The circuit in Fig. A.2 (a) resonates when the imaginary part of Y11 is equal to zero

i.e., at the angular frequency ωo given by

ω2
0 =

1

LbCa





1 −
(

Rb

Ca

)

RbCa

1 −
(

Ra

Lb

)

RaCa



 . (A.14)

The total resonator quality factor is then

QT =
R

′

c

Z0
(A.15)

1

QT
=

Z0

Rc
+

1

Qa
+

1

Qb
(A.16)
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Ca
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Rc
Lb

Rb

R’c L’bC’a
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Figure A.2: Series to parallel transformation of a RLC circuit.

where Z0 = 1
ωCa

= ωLb =
√

Lb

Ca
.
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APPENDIX B

PHASE NOISE

MEASUREMENTS WITH A

SPECTRUM ANALYZER

The measurement setup used in this work to measure the phase noise is a

HP8562A spectrum analyzer with an option allowing measurements up to 22 GHz.

A DC block is placed at the input of the analyzer. The cable length should be as low

as possible, even if a calibration is not necessary as phase noise is a ratio of power

waves. The biasing of the circuits, especially for on-wafer measurements, have to be

highly decoupled. If not, noise from the supplies contributes to the oscillator phase

noise as explained before.

Measurement Procedure The two quantities present in the definition (B.1) of

phase noise are measured separately.

L(∆ω) = 10 log

(

Psideband(ωo + ∆ω, 1Hz)

Pcarrier

)

(B.1)

where Psideband(ωo + ∆ω, 1Hz) represents the power of a 1 Hz bandwidth contained

in a lateral band of the output spectrum. This power is measured at a ∆ω shift

from the center frequency wo.

Pcarrier is measured with a large Resolution Bandwidth (RBW) in order to have

the whole peak inside the filter bandwidth. Typical RBW value is 2 MHz. The

Video Bandwidth (VBW) should also be as high as possible (the auto mode may be

used in most cases). In order to protect the setup, the internal attenuator should be

put on its maximum value for the first measurements. Then, in order to increase the

Signal-to-Noise Ratio (SNR), it should be turned to the minimum allowable value.

Psideband is evaluated using a low RBW. Indeed, when a high RBW is used, the

filter shape is measured and not the oscillator spectrum itself. However, the smaller

the RBW, the longer the sweep time. This may become an issue in the case of

free-running oscillators. Grinbergs [1] obtained best results by setting the RBW to

1 kHz. Friedrich [2] advices to keep the ratio between RBW and VBW equal to 100.

In order to get Psideband, the power is measured inside the RBW and then nor-

malized to a 1 Hz bandwidth. A correction factor ϑ linked to the accuracy of the
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Table B.1: Correction factor in function of the IF filter accuracy [3].
RBW range Filter Accuracy ϑ

1 Hz. . . 300 kHz ±10% 1.1
300 kHz. . . 1 MHz ±25% 1.25
2 MHz. . . 2 MHz +50% − 25%% 1.4
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Figure B.1: Comparison of phase noise extracted by (B.2) (Straight lines) and by
the Marker Noise option of the spectrum analyzer (dashed lines).

IF filter should be added [1] (table B.1):

L(∆ω) = 10 log

(

Psideband(ωo + ∆ω, 1Hz)

Pcarrier

1

ϑRBW

)

. (B.2)

On the other hand, it is suggested in [1] to add another correction factor of 2.5 dB

if the logarithmic display mode is used.

The HP8562A permits to evaluate the noise power directly. Indeed, the Marker

Noise option of the analyzer is used to get Psideband. The correction factors intro-

duced previously are automatically taken into account. This function activates a 32

points averaging. Fig. B.1 compares (B.2) to the data from the marker noise option.

The data acquisition makes use of a Lab-View interface developed in our labo-

ratory.

Main Limitations

• Both the amplitude and the phase noise are measured. The amplitude noise

should be at least 10 dB smaller than the phase noise for enough accuracy.

• Measurements close to the carrier (∆f < 1 kHz) are not possible. A good

accuracy is obtained for ∆f > 10 kHz.
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Table B.2: Phase noise of the HP8562 Spectrum Analyzer for frequencies in the
range 0 . . . 1 GHz [3].

∆f PN [dBc/Hz]
100 Hz < −88
1 kHz < −97
10 kHz < −113
100 kHz < −117

• The phase noise of the circuit under test should be higher than the one of the

spectrum analyzer (table B.2).

207



APPENDIX B. PHASE NOISE MEASUREMENTS WITH A SPECTRUM ANALYZER

References

[1] Oliver Grinbergs, “Determination of microwave oscillator phase noise by di-

rect measurement with a spectrum analyzer,” 1998, available from http :

//ee.eng.usf.edu/WAMI − 1/StudentProjects/PhaseNoiseSAMethod.pdf .

[2] Thomas Friedrich, “Direct phase noise measurements using a modern spectrum

analyzer,” Microwave Journal, pp. 94–104, August 1992.

[3] Agilent Corp., “Catalogue,” 2000.

208



INDEX
Annealing, 149, 153, 169

Barkhausen condition, 79

Bosch process, 142

modified Bosch process, 143

Branching diagram, 161

Bulk micromachining, 131

Calibration, 40

Capacitor, 107, 170

Colpitts, 81, 95

Compression point, 20

Contact angle, 158, 169

Cross-modulation, 22

Current-limited, 85, 100

Describing function, 32, 37, 86

Distortion

harmonic, 19, 30, 58

Intermodulation, 23, 31, 59

linear, 18

Dynamic range, 20

Etching

anisotropy, 138

Bosch process, 142

modified Bosch process, 143

dry, 134

Inductively Coupled Plasma (ICP),

137, 146

loading effect, 139

Micro-loading effect, 139

Reactive Ion Etching (RIE), 136

scallop, 142, 146

SiO2, 157

thin films, 143

vapor HF, 163

Feedback, 61

Flicker noise, 96, 97

Gain compression, 20

Gain expansion, 20

Harmonic Distortion, 19

THD, 19

Harmonic distortion, 58

Hooke’s law, 147, 172

Image frequency, 4

Inductor, 94, 103, 132

Integral function method, 34, 37, 51

Intercept point

IP3, 21

harmonic, 21

intermodulation, 23

MOSFET, 44

VIP, 44

Intermodulation distortion, 23, 59

Kink effect, 55, 59

Large Signal Network Analyzer, 40

Large signal transfer function, 36

Leeson, 91, 94

LIGA, 131

Limit cycle, 90

Low-noise amplifier, 3, 61

MEMS, 8

Micromachining, 8

bulk, 131

molding, 131

surface, 132

Mixer, 3, 97

209



APPENDIX B. PHASE NOISE MEASUREMENTS WITH A SPECTRUM ANALYZER

Noise factor, 94, 95

channel noise factor, 95

Noise figure, 61

Nonlinear current method, 26
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Active feedback, 84
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95
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