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Inspection for Circuit Board Assembly 

Phillipe B. Chevalier * Lawrence M. Wein 
Institut d'Administration et de Gestion, Universite Catholique de Louvain, Louvain-la-Neuve, Belgium 
Sloan School of Management, Massachusetts Institute of Technology, Cambridge, Massachusetts 02142 

Several stages of tests are typically performed in circuit board assembly, and each test consists 
of one or more noisy measurements. We consider the problem of jointly optimizing the 

allocation of inspection and the testing policy in a system with a predefined inspection config- 
uration; that is, at which stages should a board be inspected, and at these stages, whether to 
accept or reject a board based on noisy test measurements. The objective is to minimize the 
expected costs for testing, repair, and defective items shipped to customers. We analyze the 
problem and document an application of the model to an industrial facility. Since we were 
unable to gather all the necessary data, the model was applied in a limited and piecemeal fashion. 
Nevertheless, the proposed policy significantly improves upon the facility's historical policy. 
(Quality Control; Inspection Decisions; Electronics Manufacturing) 

1. Introduction 
This paper considers the problem of inspection in a cir- 
cuit board assembly plant, which came to our attention 
while working with a Hewlett-Packard facility. Recent 
technological advances have given rise to circuit boards 
of increasing complexity, and consequently testing has 
become one of the most challenging aspects of circuit 
board manufacturing. Inspection costs can account for 
over half of the total manufacturing cost, and hence op- 
timizing the utilization of inspection resources is a cru- 
cial task. 

At the Hewlett-Packard facility, the assembly of cir- 
cuit boards is performed in a single manufacturing 
stage, which is followed by several successive inspec- 
tion stages; these stages will be described in detail in ?2. 
A circuit board can fail in many different ways, and 
each inspection stage at the facility is designed to detect 
certain types of defects; typically, later inspection stages 
can detect more subtle problems. The inspection process 
at each stage consists of testing and repair. In testing, 
one or more measurements are taken from a board, and 
a decision is made whether to accept or reject the board; 
because the measurements are subject to error, Type I 
(false reject) and Type II (false accept) errors can occur 
during this classification. The defect on a rejected board 
is identified and corrected during repair. Testing costs 

vary by stage, and repair costs depend upon the nature 
of the defect and perhaps the stage of detection. 

The facility managers had two key concerns. First, 
they had the vague sense that too much testing was be- 
ing performed. Second, they had no systematic proce- 
dure for accepting or rejecting boards at each stage as a 
function of the noisy test measurements. Consequently, 
this paper formulates and analyzes a mathematical op- 
timization problem consisting of two interrelated deci- 
sions. Given an existing inspection configuration, which 
is typically dictated by the existing technology and 
board design, the first decision is to decide at which 
stage(s) to inspect a board; this problem is known in the 
literature as the inspection allocation problem. At the 
stages where inspection is performed, the testing policy 
decides whether to accept or reject each board based on 
the noisy measurements obtained from the test. The 
joint specification of inspection allocation and testing 
will be referred to as an inspection policy. The optimi- 
zation problem is to find an inspection policy to mini- 
mize the total expected cost, which includes costs for 
testing, repair, and defective items leaving the facility. 
Since we assume that every defective board is repaired, 
no scrapping cost is included. 

We analyze this problem in ?3 and document an ap- 
plication of the model at the Hewlett-Packard facility in 
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Figure 1 Flow Chart of Hewlett-Packard's Circuit Board Assembly Process 
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?4. Despite gathering large amounts of data at this fa- 
cility, we were unable to estimate the model inputs well 
enough to derive the optimal inspection policy. Conse- 
quently, a suboptimal policy, which is described in ?4, 
was derived and applied in a fragmentary manner. Our 
limited numerical results, however, suggest that the 
suboptimal inspection policy easily outperforms the fa- 
cility's historical inspection policy. Concluding re- 
marks, including a description of the facility's use of the 
model, are contained in ?5. 

Many papers have been published on the optimal al- 
location of inspection in multistage serial systems. Early 
studies on this problem (see, for example, White 1966 
and Lindsay and Bishop 1967) assumed perfect inspec- 
tion (i.e., no Type I or Type II errors). Later papers al- 
lowed for imperfect inspection (Eppen and Hurst 1974, 
Yum and McDowell 1981, Garcia-Diaz et al. 1984), 
where one determines the number of times a test should 
be repeated. A survey of work published on inspection 
allocation can be found in Raz (1986). Recently, Villa- 
lobos et al. (1992) studied a dynamic version of the same 
problem, where inspection of an item at a particular 
stage can depend on the result of the inspection of that 
item at previous stages. Our paper appears to be the first 
in this research area to address the presence of distinct 
defect types, the joint optimization of inspection allo- 

cation and testing, and the application of a model to an 
industrial facility. 

2. Problem Description and 
Formulation 

We begin by describing the circuit board assembly and 
testing process at the Hewlett-Packard facility, which is 
depicted in Figure 1. The primary manufacturing stage 
is circuit board assembly, where all components are sol- 
dered onto the printed circuit boards. Assembled 
boards then undergo in circuit testing, where every com- 
ponent on the circuit board is individually measured. 
The in circuit test is designed to ensure that the correct 
component is in the correct location, and that the sol- 
dering of components does not lead to any short (elec- 
trical contact where there should be none) or open (no 
contact where there should be) circuits. Although this 
test allows for easy problem identification, it is not very 
accurate because of the difficulty in isolating the influ- 
ence of the various components. A functional test is per- 
formed next, where output measurements are taken 
from a board that is submitted to inputs that simulate 
its working conditions. This test can detect more subtle 
problems, such as out-of-specification components or a 
soldering that gives a poor contact, but requires much 
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more qualified personnel. Moreover, when an error 
arises, the source of the defect can be difficult to iden- 
tify. Since it is not feasible to simulate all the possible 
working conditions on a complex board, the functional 
test is incomplete. After the boards have been assem- 
bled into a final product, a comprehensive system test is 
undertaken. 

Although the Hewlett-Packard assembly process is 
quite typical, many variants of the configuration dis- 
played in Figure 1 are possible; consequently, our 
mathematical model will allow more generality than de- 
picted in this figure. Generally, downstream tests are 
more comprehensive, but require greater effort to di- 
agnose and repair problems. The situation in traditional 
manufacturing settings, where additional work is per- 
formed between tests, is conceptually identical: Succes- 
sive tests are increasingly comprehensive (if each test 
measures the cumulative functionality) and the cost of 
disassembling a unit to repair a defect increases as the 
unit progresses along the production line. 

Approximately 50 different board types are manufac- 
tured at the Hewlett-Packard-facility, and these boards 
go into various models of a single line of final products; 
the number of boards produced of each type is rela- 
tively low, ranging from 1,000 to 10,000 per year. For 
simplicity, our analysis considers only one type of cir- 
cuit board; the multitype case is discussed briefly in ?5. 

Since a board can fail in a multitude of ways, it is 
useful for modeling purposes to aggregate all possible 
errors into a distinct number of defect types. Our aggre- 
gation is such that defects within a given type have sim- 
ilar repair costs at each stage, and are nearly identical 
with respect to the ease of difficulty of detection at each 
inspection stage. Six defect types are used in the case 
study in ?4: Opens and shorts, missing or wrong com- 
ponents, defective components, two different soldering 
defect types (one is much harder to detect than the 
other), and miscellaneous. 

Let N denote the number of inspection stages and I 
be the number of defect types in our model. Recall that 
downstream tests are more comprehensive, in that more 
subtle defects tend to be detectable only in later stages. 
We model this state of affairs by defining 8ij, to be the 
expected number of defects of type i per board that are 
detectable only from stage n onwards; consequently, a 
defect that is detectable at one stage is also detectable at 

every subsequent stage. Hence, it is as if, on average, 8in 

new defects of type i appear per board at stage n. De- 
tectable defects are still subject to Type II errors how- 
ever. We let 6i,N+l be the expected number of type i de- 
fects per board that are undetectable by the inspection 
system. The quantities hin are estimated from historical 
data later in the paper. 

Up to several thousand measurements are gathered 
at each testing stage, and we assume that each mea- 
surement can detect defects of only one defect type. 
Let Ki?, denote the number of measurements taken at 
stage n that are intended to detect defects of type i. 
This quantity is dictated by the existing testing con- 
figuration and is not a decision variable. At the 
Hewlett-Packard facility, Kin ranged from about 20 to 
several hundred over the various stages and defect 
types. For in circuit testing, at least one measurement 
is taken per component (e.g., one might measure the 
resistance between two different pins on a compo- 
nent), and each measurement can detect exactly one 
defect. In the later tests, however, as many as 20 de- 
fects within a defect type can potentially be detected 
from a single measurement. After analyzing data and 
speaking to engineers, we concluded that the proba- 
bility of having two distinct defects arising from a sin- 
gle measurement was vanishingly small; conse- 
quently, our model allows for at most one defect to 
arise from a single measurement. Conversely, we also 
assume that a defect cannot influence more than one 
measurement at a particular stage of inspection. This 
assumption is partially justified by the existing testing 
procedure: The measurements at an inspection stage 
are taken in a specified order and, if a measurement 
detects a defect, then the defect is repaired before sub- 
sequent test measurements at this stage are taken. 
Moreover, different measurements at a given stage 
typically investigate different portions of a board or 
different types of functionality, and so a defect that is 
undetected by its direct measurement (either because 
of a Type II error or a lack of inspection) will not in- 
fluence other measurements at this stage. Of course, 
if a Type II error occurs or if inspection is not under- 
taken at a particular stage, then measurements at 
downstream stages may be affected. 

The test measurements are subject to error, and we 
let 
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Viiik = Vink + Eink for all i - 1, I, 

n =, l..., Nand k= 1,... Kil,l 

where V7Tk is the measured value, Vitnk is the true value, 
and 6Eink iS the measurement error. We assume that the 
random variable Eink is independent of Vtnk and is inde- 
pendent of the other measurement errors. Our most dif- 
ficult modeling task is the specification of VtMk; the true 
value Vink presumably depends upon the inspection pol- 
icy at previous stages, including the acceptance inter- 
vals that are employed for each test measurement re- 
lated to type i defects. The exact nature of this depend- 
ency can be very complex since the same quantity is not 
measured at different stages. Even if a model of this 
dependency was developed, data collection would be 
extremely difficult. Typically, the only available data are 
the noisy measurements under the existing inspection 
policy; experiments would probably need to be per- 
formed under each possible testing policy to gather the 
necessary data. We return to these empirical issues 
in ?4. 

We make the key assumption that the distribution of 
the random variable V4nk depends on the single quantity 

Pin, which is the expected number of detectable defects 
of type i present on a board when it enters inspection 
stage n. Although we do not have a strong justification 
for this assumption, for the purposes of tractability in 
both the analysis and the estimation, we need to assume 
that the distribution of Vink depends on only a single 
quantity. Such a quantity needs to reflect the true qual- 
ity of the board at stage n with respect to type i defects, 
and the quantity Pin is a natural surrogate. Notice that 

Pin equals bin, which was defined as the expected num- 
ber of type i defects that become detectable at stage n, 
plus defects that were not repaired from earlier stages 
(as a result of bypassed inspections or Type II testing 
errors). The quantity Pin will be calculated later in this 
section in terms of the upstream inspection policy, and 
will represent the system state in the dynamic program 
in ?3. For future use, we let Pio = 0 and Pi,N+l equal the 
expected number of type i defects per board received 
by a customer. 

Let fink(X; Pin) be the probability density function of 
the true value VKnk given Pin, and eink(x) denote the den- 
sity function of the measurement error Eink. Letfin,k(x; Pin) 

be the density function of the measured values VIk given 

pi,,, so that fiflk(x; Pit) = f . (jink(X - y; pij)eink(y)dy. Let 
Gin,k denote the interval in which the true value Vtnk 

should reside to ensure that the board is functioning 
properly. A key role in our analysis will be played by 

Pinik(Vi 7lk, Pin), which is the conditional probability that 
the true value V4nk is inside this interval, given the mea- 
surement value Vink and the quantity pin; that is, 

pink(Vipill) = f~ik )eitk i pi)eink (V ink- y)dy 
fink (vnk; Pifl) 

Our subsequent analysis requires the functions fink(X; 

Pin) and pink(X, Pin) to be continuous and unimodal in x. 
If we assume that the true value density function (ink(X, 

Pin) and the measurement error density eink(x) are uni- 
modal in x, then it follows that fink(x; pia) is unimodal 
in x. Although we have been unable to prove that these 
unimodality assumptions also imply the unimodality of 

Pink(X, pil), it seems natural that pink(X Pin) would in- 
crease as x gets closer to the interval Gink; moreover, 
our numerical results confirmed the unimodality of 

Pink(X, Pin)- 
The testing policy Tn at stage n is defined by the in- 

tervals [Link, Uink], i = 1, ... , I and k = 1, ... , Kin, where 
a board is accepted at stage n if Vink E [Link, Uink] for all 
i = 1, ... , I and k = 1, . . , Ki,, and is rejected otherwise. 
Let ain(Tnl Pil) be the expected number of false defects 
of type i per board at stage n under testing policy Te, 
and let ,3in(Tn, Pin) be the expected number of detectable 
defects of type i present on a board at stage n that are 
not detected at that stage. It follows that 

Kill 
- 

Li,,k 

ain(TnP) = Pin) L pink(x, Pin)fink(X; pin)dx 
k=1 -o 

+ JPink(X, pin)fink(x; Pin)dxl (2) 

and 

Ki Ui,,k 

/3Oi(Tn, Pin) = E f (1 Pink(X, Pin))fink(x; pi,)dx. (3) 
k= 1 i;ik 

In addition to deciding upon a testing policy, we also 
need to choose the inspection allocation policy at each 
stage, which specifies whether or not to test the boards 
at that stage. Let the binary decision variable z, equal 1 
if boards are inspected at stage n and 0 otherwise, where 
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we define zo = 0 for notational convenience. The objec- 
tive is to minimize the total expected cost of testing, 
repair, and defects leaving the facility; this quantity will 
often be referred to as the total inspection cost. Although 
the inspection policy affects the work-in-process inven- 
tory levels at the various stages, inventory holding costs 
are not incorporated here because the congestion effects 
at the Hewlett-Packard facility were negligible; readers 
are referred to Tang (1991) for an inspection allocation 
problem with queueing costs. To express the total in- 
spection cost, we define Yin to be the expected number 
of type i defects to be repaired at stage n. For i = 1, ... 
I, it follows that 

Yin = Zn[Pin - ?in(Tl, Pin) + ain(Tn, Pie?)] (4) 

for n = 1, ...,N, 

and 

Pin = Zn-1,i,n-l(Tn-ll Pio,1-1) + (1 - znl-)Pi,n-l + bini (5) 

for n = 1, ..., N+ 1. 

We consider a per unit testing cost tn at stage n, which 
typically includes operator time, test engineering, 
equipment depreciation and maintenance, and various 
overhead costs. A possible benefit, or negative cost, of 
testing is that it will lead to quicker learning and hence 
process improvements; however, in our case study, we 
did not attempt to incorporate this benefit into the per 
unit testing cost. Also, no fixed testing cost is included 
in the model. The repair cost ri?, is the total cost incurred 
to diagnose and repair a type i defect on a board at stage 
n. We assume that all defective boards are repaired, and 
that the same repair cost is incurred, whether the defect 
is a real defect or a false defect. This assumption is rea- 
sonable because the diagnostic cost overwhelms the ac- 
tual repair cost in this setting; in particular, before de- 
claring that an out-of-specification measurement is due 
to a false defect, all possible problem sources must be 
investigated. The cost f of a defect on a board that leaves 
the plant includes the cost of a field repair, the cost of 
the analysis and repair of the defective board that comes 
back to the plant, and a cost measuring the customer's 
loss of goodwill. We assume that the cost is per defect 
and not per defective system, which simplifies the anal- 
ysis. In any case, if there are two or more defects in a 
system, then it is unlikely that these defects would be 

detected by the customer at the same time. Moreover, 
since the number of defects leaving the plant is very low, 
multiple defects on the same system are very unlikely; 
consequently, the results obtained would be very similar 
if a cost was incurred per defective system. We also as- 
sume that the cost f does not depend on the type of defect 
on a board. Although the more general case can be easily 
accommodated, this assumption seems practical, since the 
costs of lost goodwill and visiting the repair site dominate 
the other costs (by at least an order of magnitude), and 
are independent of the defect type. 

Our optimization problem is to choose the inspection 
allocation policy z, and the testing policy Tn for n = 1, 

N to minimize 

j (tnzn + ? rinyin + f EPi,N+l, (6) 
n=1 i=l i=l 

subject to Equations (4)-(5). Notice that the probability 
distributions of the random variables pi7 and 6,in do not 
matter because of the linear cost structure. 

3. Analysis 
In this section, we analyze problem (4)-(6). The testing 
problem is addressed in ?3.1 and the inspection alloca- 
tion policy is numerically derived in ?3.2. 

3.1. The Testing Policy 
Problem (4)-(6) can be formulated as a dynamic pro- 
gram. If we let Jf(pln, ... I PIn) denote the minimum ex- 
pected total inspection cost from stage n onwards, 
where Pin is the expected number of detectable type i 
defects on a board arriving at stage n, then the dynamic 
programming optimality equations are 

Jn(P1n1] .. ** PI1]) 

= Min [Jn+l(Pln + 61,n+1 *... I PIn + 6I,n+l)l 

tn + min (Pin - /3in(Tn, Pin) + ain(Tn, Pin))rin 

+ In1+(/31n(Tn, Pln) + 61,n+1 .. *. I /3 p (Te, PIn) 

+ 6I,n+l)11 forn = 1,..X N (7) 

and 
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I 

JN+1(P1,N+1, **, PI,N+1) = f Pi,N+l (8) 
i=l 

The first minimization on the right-hand side of Equa- 
tion (7) represents the inspection allocation option; the 
first option corresponds to no inspection at stage n (Zn 

= 0) and the second option corresponds to inspection 
at stage n (Zn = 1); in the latter case, a second minimi- 
zation is performed to determine the optimal testing 
policy. The second minimization can be rewritten more 
concisely as 

min {hhn(an(Tn, Pin), . in(Ti, PIn)) 
T, 

+ gn(31n(Tn, Pln), * *PIn(Tn, PIJ))I, (9) 

where 

I 

hn(Xl., XI) = xirin and (10) 

gn( * *Xl, XI) = Jn+1(xl + 61,n?+1 * XI + 6I,I+1) 

+ (pi - xi)ri (11) 

If ai,(Tn Pin) and An (Tn, Pin) in (9) are replaced with the 
expressions in Equations (2)-(3), then the derivative of 
this function with respect to the upper acceptance limit 
Uink iS 

Oh (ai * , an)pink(Uink, Pin)fink(Uink; Pin) 
O9xi 

+ Ogn (l ,* /3in )/ ( - pink(Uinkl Pin))fink(Uink; Pin), O9xi 

where 0/0xi is the partial derivative of the ith compo- 
nent and, to simplify notation, atin stands for ain(Tn, Pin) 
and f3in stands for ,in(Tn, Pin). Setting this expression 
equal to zero and using (10)-(11), we obtain 

pink( uinkl Pin ) 

- 1-- rin (12) 
Inl+1 (/3ln + 61,n+?1 .. /3In + 6I,n+l) 
O9xi 

The second derivative of the objective function (9) will 
be positive if (Ogfink(x; pin))/0X I X = Uink < 0 and (OPink(X, 

Pin)) / 0X I x = Uink < 0. One would expect the second- 

order conditions to follow from our assumptions that 

fink(X; Pi") and Pi,lk(X, Pim) are continuous and unimodal 
in x, since the upper limit is at a point where both the 
frequency of measurement and the probability that a 
measurement corresponds to a valid board are decreas- 
ing. We will return to this convexity issue during the 
case study in ?4. 

The same argument can be used to show that the op- 
timal lower acceptance limit satisfies 

Pink(Lifkl Pin) 

= pink(Uitik, Pin) 

-1- rin (13) 
0jn + 

(/3ln + 61,n+?1 .. /3In + 6I,n+l) 
Oxi 

The second derivative of the objective function (9) will 
be positive if (9fink(x; Pin))/ OX I X = Link > 0 and (0Pink(X, 

Pin)) / OX I x = Link > 0. Again, the second-order condi- 
tions are consistent with our intuition. Expression (13) 
has an intuitive meaning: the probability that a com- 
ponent is bad at the acceptance and rejection cutoff 
points should be equal to the marginal cost of an addi- 
tional repair at the current stage divided by the mar- 
ginal cost of an additional defect entering the next stage. 
At this cost ratio increases, it becomes less costly to ac- 
cept defective boards, and the acceptance region is in- 
creased. 

In our case analysis in ?4.3, relation (13) will be re- 
fined further by making several simplifying assump- 
tions that can be partially justified by data gathered 
from the Hewlett-Packard facility. 

3.2. The Inspection Allocation Policy 
Equation (13) expresses the optimal testing policy (Lin,k, 

Uink) in terms of the first derivative of the value function. 
Ideally, we would like to substitute this solution back 
into the inner minimization in (7) to express the opti- 
mality equations solely in terms of the value function, 
so that these equations could be solved using standard 
methods. Unfortunately, this approach cannot be used 
because Pink(Vin'k, Pin) in (1) is not readily invertible and 

pin in the denominator of (13) is actually a function of 
the testing policy, as can be seen in (3), where Link and 
Uink appear in the limits of integration. 
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Instead, we start by discretizing the I-dimensional 
space of pi, for each stage. Notice that the right side of 
(13) is constant for each measurement k = 1, ... ., 
For each fixed value of pi,, we let pin stand for pi,k(Link, 

Pi,) or pink(Uink, pin), and rewrite (13) as 

Pi 01+ ('8II (pin + 6?,?,111- , 13In (PIn) + 6Ln?i ) 

Oxi 

for i = 1, ..., I, (14) 

where the dependence of f3in, on the testing policy is rein- 
troduced into the notation. Starting from stage n = N, 

we numerically solve this set of I nonlinear equations 
for pie; since fink(x; pin) and Pink(X, pi,n) are continuous and 
unimodal in x, fi],(pie,) is a decreasing function and Jn+j 
is concave, and hence the solution should not be too 
difficult to derive. With the solution pin of (14) in hand, 
we derive the optimal testing policy (Link, Uink) from (1), 
calculate axin(T?,, pil) and i,B(T,,, pi) from (2)-(3), and 
solve (7) for both the optimal inspection allocation de- 
cision at stage n and the value function JI. The last quan- 
tity allows us to solve (14) for stage n - 1 and carry on 
in an iterative fashion to n = 1. 

4. Case Study 
We now describe the application of this model to the 
Hewlett-Packard facility. The assembly and inspection 
process at this facility was detailed in ?2. The nature of 
the final product, which cannot be revealed, requires 
very strict tolerances on the circuit boards and on their 
components, which partially explains why this facility 
tested all boards at all stages. Although boards of a par- 
ticular type all undergo exactly the same tests, testing 
procedures across board types were not consistent and 
were highly dependent upon the particular engineers in 
charge. The managers at this facility estimate that the 
total cost of inspection represents about half of the total 
manufacturing cost. 

As mentioned in the Introduction, our model's data 
requirements proved to be too demanding to success- 
fully apply our results at the Hewlett-Packard facility; 
consequently, we were forced to derive suboptimal test- 
ing and inspection allocation policies and apply them 
in a fragmentary manner. Section 4.1 describes these 
barriers to implementation (which should also be 

viewed as limitations of the model), and gives a brief 
description of our strategy to overcome these problems. 
Section 4.2 outlines the parameter estimation proce- 
dures. The suboptimal policies and numerical results 
for the testing policy and inspection allocation policy 
are given in ??4.3 and 4.4, respectively. 

4.1. Barriers to Implementation 
We encountered two key obstacles in implementing the 
results of ?3. The first difficulty is due to a key charac- 
teristic of multistage inspection systems: The quality of 
an item at a particular stage depends upon the inspec- 
tion policy employed at previous stages. In ?2, we made 
the rather crude assumption that the probability distri- 
bution for the true measurement value Vink was solely a 
function of pie, which is the expected number of detect- 
able type i defects on the board at stage n. Estimation 
of this probability distribution is challenging, because 

Pin is a function of the upstream testing and allocation 
policy, whereas all the historical data are from the ex- 
isting system that employed a single inspection policy. 
Consequently, rather than estimating (ink(X; Pin) for all 

Pin., we were only able to estimate fink(X; Pin) under the 
facility's historical Pin values. This obstacle prevented us 
from deriving the optimal testing and inspection allo- 
cation policies for this facility, and our efforts turned 
instead to deriving a suboptimal testing policy using 
(13) with the fixed historical values of Pin; as a result, 
we will hereafter suppress the dependence on Pin in 
much of our notation. 

The second barrier to implementation, which was not 
foreseen, did not allow us to achieve this lesser goal, 
however: After gathering data and estimating parame- 
ters, we found that our estimate for pink(X) was not ac- 
curate enough to derive a reliable testing policy via (13). 
Unlike our first barrier, this problem is not inherent to 
the model and may not occur in settings with more data 
and / or less process noise. Hence, we propose a simpler 
testing policy in ?4.3 that has several desirable proper- 
ties; this testing policy is based on fink(X; Pin) under the 
historical Pin values. 

The optimal inspection allocation policy satisfying (7) 
depends upon the Type I and Type II testing errors, 
which themselves are functions of the testing policy and 
the Pin values. Because of our first barrier to implemen- 
tation described above, we could only estimate the test- 
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ing errors ai, and f,i, under the historical testing policy 
and historical pi, values. By assuming a simple relation- 
ship between error rates at each stage and the expected 
number of defects at the stage, we used the historical 
error rate estimates to heuristically extrapolate ati, and 

An as functions of pi, under the fixed historical testing 
policy. These extrapolated functions allowed us to de- 
rive an inspection allocation policy given the facility's 
traditional testing policy; details can be found in ?4.4. 

Finally, it would be an enormous task to collect data 
and derive an inspection policy for all 50 board types. 
Instead, we applied our model in a very limited manner 
to exhibit its effectiveness, and left the appropriate soft- 
ware with the Hewlett-Packard engineers, who carried 
out the implementation. 

4.2. Parameter Estimation 
Because the parameter estimation procedures are rather 
involved and their description would disrupt the con- 
tinuity of the paper, we relegate this material to the ap- 
pendix; in this subsection, we merely state the param- 
eters that were estimated: The cost parameters t,, ri,, 
and f; 6in, which is the expected number of new type i 
defects per board appearing at stage n; ain and jin, 
which are the Type I and Type II testing errors under 
the historical testing policy and historical Pin values; and 
the means ,uy and H, and standard deviations ao and ax, 
of the true value Vink and the measurement error Ein,, 

respectively. 

4.3. Testing Policy 
The optimal testing policy (13) cannot be calculated be- 
cause we have been unable to estimate (ink(X; Pin) in 
terms of Pin. Consequently, we begin by calculating 
p(v') (to improve readability, the subscript ink will be 
omitted throughout the remainder of the paper), which 
is defined in (1) and appears on the left side of (13), 
given the Pin values in (A3) that result from the facility's 
historical testing policy. During the course of this cal- 
culation, we will see that our inability to compute the 
right side of (13) becomes a moot point. As a first step 
toward this calculation, we assume that the true value 
vt and the measurement error e are independent and 
normally distributed with respective means /u and ,ue, 
and respective standard deviations ao and cxe; the esti- 
mated values for these four parameters for a sample of 
component measurements appear in Table 1. These nor- 

Table 1 Sample of Component Measurements 

Component 
Mean Measurement Value Std. 

Nominal Measurement Error Std. Dev. 8-5 E 

Component Value ,k Error A,e (%) Dev. 6e (%) (%) 

R110 31600Q 0.0407 0.0162 0.1472 
Rlll 1000Q 0.0530 0.0421 0.2449 
R132 1780Q 1.9721 0.0700 0.2187 
R1 58 10Q 1.6580 0.7778 0.3208 
R162 1000Q 0.1059 0.0120 0.1192 
R168 100Q -0.0983 0.0370 0.2835 
Rl170 17800Q -2.2224 0.2614 0.4085 
R210 1000Q 0.0582 0.0116 0.1718 
R213 1000Q 0.0896 0.0125 0.2082 
R316 14700Q -0.1642 0.0313 0.3167 
R317 464000Q 0.0122 0.1526 0.2318 
R322 5110Q -0.4706 0.0792 0.2541 
C0118 6.9,F -2.1074 0.1436 1.1643 
C0114 0.47,F -12.5308 1.4739 6.3439 
C128 0.01,uF -2.2309 0.9593 1.3864 
C0129 0.47,F -0.2691 0.2845 1.7317 
C202 0.1,uF 1.0444 0.3189 4.6113 
C205 0.1 ,uF 2.5666 0.3238 3.0688 
C0301 0.4,F -2.8866 1.2112 2.3799 
C310 1,yF -7.6399 0.1894 0.5920 
C131 33,tF -0.0072 0.2814 2.6723 
L101 1 H 37.5506 6.3128 1.1392 
L103 1 yH 45.8132 3.6897 1.7435 
Q105 59.753,tF N/A 9.6449 4.3180 
Q108 92.116,tF N/A 0.4122 2.2315 
Q110 28.299,uF N/A 0.5867 5.4653 
Q118 36.404,tF N/A 0.3368 5.5723 
Q122 48.807,tF N/A 0.3554 1.9639 
CR103 1.623,tF N/A 0.0890 0.1148 
CR106 0.726,tF N/A 0.1210 0.1145 
CR109 0.723,tF N/A 0.1136 0.0695 
CR111 2.169,tF N/A 0.1133 0.2104 
CR302 0.591,uF N/A 0.1536 0.2206 
CR305 0.597,uF N/A 0.1566 0.1 970 

mality assumptions are difficult to validate because the 
two distributions are not at our disposal. We can assess 
the normality of the measurement distribution, how- 
ever, which is the convolution of the two distributions 
in question. Notice that the results from the controlled 
experiment in the appendix are not appropriate for test- 
ing this assumption, since the experiment contains 
many repeated measurements. Hence, the production 
data set (see the last paragraph of the appendix for a 
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description of this data) was used, and for each of the 
350 components, we applied the goodness-of-fit test as- 
sociated with the kurtosis measurement in Equation 
(27.6a) of Duncan (1986) to the 80 measurement values. 
For more than 250 of the components, the normality 
assumption was not rejected at the 95% significance 
level. Under these normality assumptions, Equation (1) 
can be simplified to 

p(x) =!(er((Gl - (t)cxe + (G1 + ?Hle - x)Uf 2 (Je(Jj2 ( ? + / 

-erf (G (- e+ (GI+ He-x)), (15) 
(eT 12 ( Je+ ( ( UeU"~2(o" ? Ue / 

where GI and G,, are the lower and upper limit of the 
interval G such that the measured component is good if 
its true value lies inside it, and the error function erf(z) 

2 2/Is foz et2dt. 
We also assume that 

- G1~ > 1, (16) 
6of 

and 

af > 3Ue. (17) 

In quality management terminology, Inequality (16) 
states that the machine capability index is greater than 1; 
that is, the natural process range, 6af, is smaller than 
the product specification range, I G,, - G 1. Since many 
companies are currently striving for "6u" capability 
(i.e., I C,4 - GIl > 12o"(), (16) often holds in practice. 
Inequality (17) requires that the test measurements be 
reasonably reliable. 

The experimental results that are partially contained 
in Table 1 were used to test assumptions (16)-(17). By 
substituting Uf for of in (16), we found that the machine 
capability index was greater than 1 for all 79 compo- 
nents. To assess the validity of (17), readers are referred 
to Table 1; for all four inductors in our study, the esti- 
mated variance of the measurement noise, Q2, is higher 
than the estimated variance ol the true values of these 
components, &^. Hence, these measurements cannot 
distinguish between good and defective components. 
The estimated variance of the measurement noise is the 
same order of magnitude as the estimated variance of 

the true values for the 13 diodes, and none of the in- 
ductors or diodes satisfies (17). In contrast, for the other 
three component types, 50 of the 62 components, and 
hence 50 of 79 in total, satisfy (17). For these other three 
component types, most of the components have an es- 
timated noise variance much smaller than the estimated 
variance of their true values. These components can be 
tested with good accuracy. This analysis has important 
practical implications: Some components should not be 
tested (or, alternatively, a new test should be devised 
for them). 

By conditions (16)-(17), one term of the right side of 
Equation (15) will always be equal to 1 or -1, implying 
that p(L) = p(U) for any L and U such that 

L = y? + He + (GI - y)z and (18) 

U = /If + ?HIe + (GCl - y)Z 

for any z > 0. Thus, by varying z, an entire class of 
policies can be easily generated; policies in this class are 
Pareto optimal with respect to Type I and Type II errors, 
in that it is impossible to reduce one type of error with- 
out increasing the other. In particular, the optimal so- 
lution of Equation (13) will be in this class of policies. 

Figure 2 shows the form of the function p(x) under 
assumptions (16)-(17). This function is equal to 1 be- 
tween GC + ?1e and GCl + ?He, and drops off very steeply 
to 0 somewhere outside this interval. The function is 
only symmetric if the tolerance interval is centered 
around the nominal value. Notice that Figure 2 and the 
normality of f(x) imply that the second-order conditions 
leading to (13) are satisfied. Since the right side of (13) 
will take on values strictly between 0 and 1, the optimal 
cutoff points will most probably be located in the steep 
portions of the curve in Figure 2. Hence, the estimates 
for ,u, He, aJ, and cxe, which are used to obtain the esti- 
mate p(x) for p(x), need to be very accurate. For exam- 
ple, suppose we seek to find the two cutoff points such 
that p(x) = 0.9 and decide to use the cutoff points x-such 
that p(Y) = 0.9. Furthermore, suppose that cxe = 0.9 Je 

(i.e., the estimate is 11.1% too high) and all other esti- 
mates are perfectly accurate. Under these assumptions, 
we used data from various components in our study 
and found that p(x) takes on values between 0.2 and 0.4. 
Unfortunately, despite gathering a large amount of 
data, the 95% confidence intervals for the variance es- 

1206 MANAGEMENT SCIENCE/Vol. 43, No. 9, September 1997 



CHEVALIER AND WEIN 
Inspection for Circuit Board Assembly 

timates 'a and 8Q are such that the estimates could be 
off by about 50% in either direction. To get out of this 
quandary, we attempted to group components in sub- 
sets that had very similar properties. The key character- 
istic used for the aggregation was that the standard de- 
viation of the measurement noise and the standard de- 
viation of the component values represented nearly the 
same percentage of the nominal value of the compo- 
nent. Although our aggregation led to tighter confi- 
dence intervals for U2 and o%, the intervals were still too 
large to meaningfully optimize the testing policy. 

In summary, even if we had a means of calculating 
the right side of (13), our variance estimates are too im- 
precise to derive a reliable testing policy. Consequently, 
we propose to simply set the lower and upper cutoff 
limits to the middle points of the ascent and descent of 
p(x) in Figure 2; that is, we find the two points such that 
p(x) = 0.5. These points, denoted by xl and xl, are de- 
rived by setting the argument of either error function in 
(15) equal to 0, which yields 

XI = /_?, +H (CGl-+ I)( ' z) 2 (19) 

and 

Xl = M& + H-e + (G, y- ) (U 
+ 

) ) (20) 

Although the value in the right side of (13) will often 
be closer to 0.9 than 0.5 in practice, the corresponding 
difference in the cutoff points will typically be dwarfed 
by the inaccuracies in the measurement errors. More- 
over, the cutoff points xl and x,, have several desirable 
features. Even if the parameter estimates are inaccurate, 
the testing policy (xi, x,,) is still Pareto optimal with re- 
spect to Type I and Type II errors. Also, this policy is 
easy to derive and Hewlett-Packard's engineers found 
the closed form expressions (19)-(20) to be intuitively 
appealing and easy to understand. More specifically, 
the proposed testing policy has the following intuitive 
meaning (consult Figure 2): The acceptance interval 
should be shifted from the tolerance interval by the ex- 
pected value of the measurement noise; the tolerance on 
both sides should be multiplied by a factor that is the 
ratio of the sum of variance of the true values of the 
component and the measurement noise over the vari- 
ance of the true values of the component. This ratio 
shows very clearly how the acceptance interval is af- 
fected by the measurement noise. 

To apply the proposed testing policy (19)-(20), we 
focused on the in circuit test for the board type consid- 
ered in Table 1. Although this test is used to identify all 
six defect types listed earlier, we only considered the 
test measurements for defective components, where a 
measurement is taken from each of Kie, = 79 

Figure 2 The Function p(x) 

I I 

1 I 

4-GI) At+k eu+k (Gx 
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components. Hence, we calculated 79 acceptance inter- 
vals. The data partially displayed in Table 1 were used 
to derive the estimates in (A5) for each component. 
These quantities, along with yu and the interval [GC, GJ], 
allowed us to determine via (19)-(20) the proposed 
testing policy (xi, x4) for each component. For example, 
the interval [GI, GJ for component R168 in Table 1 is 
[99, 101], and hence xl = 98.8847 and xu, = 100.9187 for 
this component. Under normality assumptions, the ex- 
pected number of Type I and Type II errors per board 
was calculated using (2)-(3). The resulting pair of val- 
ues, ai,1(Til,) and ji3,(Tij), correspond to the point a in 
Figure 3. The remainder of the Pareto optimal tradeoff 
curve in Figure 3 was derived by performing a similar 
aggregation using (18). 

Hewlett-Packard engineers have observed that about 
55% of the rejected components at the in circuit test are 
good components. Further analysis found that this per- 
centage did not vary significantly by board type. To il- 
lustrate how this performance compares to that of our 
proposed testing policy, Figure 3 also shows a straight 
line that represents the set of policies such that 55% of 
the rejected components are good components. If we 
had obtained somewhat different estimates for U2 and 
a2, then the proposed policy would have been on the 

tradeoff curve in the neighborhood of a, and a signifi- 
cant improvement over the current policy would still be 
achieved; the improvement from the straight line to the 
point a in Figure 3 represents a cost reduction for this 
test of roughly 5%. 

4.4. Inspection Allocation Policy 
In this subsection, we find an inspection allocation pol- 
icy given the facility's historical testing policy. For this 
purpose, three types of circuit boards were chosen that 
were representative of the variety of boards manufac- 
tured; these board types are different from the types 
analyzed in Table 1 or Chevalier's (1992) Appendix B. 
Since the analog or digital nature of a board is one of 
its distinguishing features, we chose one board type 
with mostly digital components, one with mostly ana- 
log components, and one with a mixture of components. 
These board types were produced in volumes that were 
typical for the facility, and their yield ranged from rel- 
atively low to relatively high. Also, these three board 
types did not share any test and thus can be considered 
independently. 

Figure 4 displays the frequency of the different defect 
types detected at each stage for the three board types 
under consideration. Each defect type is represented by 

Figure 3 The Current Testing Policy and the Pareto Optimal Tradeoff Curve 
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FIgure 4 r y of Defcts Deected at Each Stag for Each Board Type 

40 70 140 

3 5 6 0 120 
3 B0 5 0 100 
2 5 4 0 8 0 
2 0 
1 5 
1 0 2.0 4 0 

0 0 0 

UI. U. O 

Board Type 1 Board Type 2 Board Type 3 

the same pattern on all three charts. The values on each 
chart are arbitrary in order to disguise the data, but the 
relative values across the three charts are approximately 
correct; these values are proportional to the quantities 
in defined in the appendix. The figure shows that the 

number of defects and the predominant types of defects 
vary significantly across the different board types. For 
example, type 3 boards have roughly three times as 
many defects as type 1 boards, and the medium gray 
defect type is predominant on type 1 boards but hardly 
present on type 2 boards. 

From this data and some additional data about the 
reliability of the different tests, we derived the estimates 
ain and pin in (A2), which represent the expected num- 
ber of errors per board under the facility's historical in- 
spection allocation and testing policy. In the dynamic 
programming optimality equation (7), however, these 
quantities are a function of the testing policy Tn at stage 
n and Pin, which reflects the inspection allocation and 
testing policy at previous stages. Since we are trying to 

Table 2 Proposed Inspection Allocation Policies 

Board Current Inspection Proposed Inspection Cost 
Type Allocation Allocation Reduction 

1 1-2-3 1-3 20% 
2 1-2-3 2 23% 
3 1-2-3 2-3 6.5% 

derive an inspection allocation policy given the facility's 
historical testing policy, the historical error rates ain and 
3in in (A2) need to be somehow extrapolated to incor- 
porate the dependence on the upstream inspection al- 
location policy. To account for this dependence, we 
used the following heuristic procedure that was guided 
by the empirical experience of the engineers at Hewlett- 
Packard. We assume that the Type I error ai (Tnt Pin) is 
unaffected by the upstream allocation policy, and hence 
substitute ain(Tn, Pin) in (7) by ain in (A2). We assume 
that the Type II error 3in(Tn, pin) is proportional to Pin, 
which is the expected number of detectable type i de- 
fects per board at stage n; that is, we replace Pin (Tn, Pin) 
in (7) by KinPin, where the constant Kin is computed as 
follows. Let pin denote the left side of Equation (5) when, 
on the right side of (5), we set Zn-1 = 1, use the value 
f3i,n-1 from (A2) for Bi,n-I(Tn, Pi,n-1) and use the value 
bin from (Al); thus, 'in is the expected number of de- 
tectable defects per board under the facility's historical 
inspection allocation and testing policy. Then the pro- 
portionality constant Kin is simply given by fin/ 'in. It is 
worth noting an interesting observation from our un- 
reported numerical studies that supports our heuristic 
substitutions: If the true measurement value is normally 
distributed and its standard deviation is changed, then 
the Type I error rate remains nearly constant and the 
Type II error rate is nearly proportional to the number 
of detectable defects on the board. With these estimates, 
we calculate the proposed inspection allocation policy 
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under the historical testing policy by solving (7)-(8) for 
all 23 possible allocation policies. An iterative numerical 
solution to (7)-(8) with these substitutions is straight- 
forward; details can be found in Chevalier (1992). 

The proposed inspection allocation for each board 
type is displayed in Table 2. As expected, the proposed 
allocation varies for the different board types. Referring 
to Figure 4 and Table 2, we see that the system test is 
only bypassed by board type 2, which has the lowest 
frequency of defects detected at system test. Since the 
total inspection cost represents about half of the total 
manufacturing cost, the savings realized by the pro- 
posed policy in the different cases are significant. 

5. Concluding Remarks 
Motivated by an inspection problem at a specific indus- 
trial facility, we developed and analyzed a mathemati- 
cal model to address this problem. This paper contains 
a formulation and analysis of the problem and a de- 
scription of an attempt to apply the model at a Hewlett- 
Packard facility. The representation of the true mea- 
surement values is undoubtedly the most difficult mod- 
eling issue we faced. Our model assumes that the 
probability distribution of the true measurement value 
is a function solely of the expected number of detectable 
defects on the board; the latter quantity is a surrogate 
for the testing policies employed at the stages that are 
upstream from where the measurement was taken. This 
assumption is the key limitation in the model. On the 
one hand, it represents a simplification of a very com- 
plex issue; on the other hand, this conditional probabil- 
ity density function was extremely difficult to estimate 
from the available data at Hewlett-Packard. Our inabil- 
ity to estimate this function was the first of two major 
obstacles we encountered during the model application 
phase. Consequently, we decided to forego the appli- 
cation of the jointly optimal policy, and to apply our 
results in a fragmentary fashion. Our second obstacle 
was not foreseen: Even after performing controlled ex- 
periments and aggregating similar component types, 
we discovered that our parameter estimates were not 
precise enough to reliably derive an optimal testing pol- 
icy. We used this observation to our advantage, how- 
ever, by deriving a suboptimal testing policy that was 
intuitively appealing to Hewlett-Packard's test engi- 

neers. By assuming a simple relationship between the 
error rates and the number of detectable defects on a 
board, we used the historical data to construct an in- 
spection allocation policy given their historical testing 
policy. 

Although we were unable to apply the jointly optimal 
policy, the crude application appears to have been quite 
successful. For three representative board types in the 
case study, the optimal inspection allocation policy 
achieves a 10% to 20% reduction in expected inspection 
costs relative to the facility's historical inspection policy, 
under the facility's historical testing policy. For the in 
circuit test that detects defective components, the pro- 
posed testing policy outperforms the facility's historical 
testing policy on one board type, representing roughly 
a 5% cost reduction for this test. Since the cost of in- 
spection represents about half of the total direct man- 
ufacturing cost, these cost savings are significant. More- 
over, both policies are relatively easy to implement in 
practice. 

Our model was used in a limited way for several 
years at the Hewlett-Packard facility. In particular, the 
proposed testing policy (19)-(20) was employed for 
some of their key tests. Ironically, if we had been able 
to derive the optimal testing policy, then they probably 
would not have used it (because of the complexity of 
its computation) and we would not have been moti- 
vated to pursue the suboptimal policy that was even- 
tually implemented. For new board types that were be- 
ing introduced, they also used the dynamic program- 
ming equations (7)-(8) to evaluate the total expected 
cost for various inspection allocation policies, using es- 
timates of the Type I and Type II error rates. As a result, 
they omitted in circuit tests for a number of their boards; 
it is worth noting that, before our analysis, facility man- 
agers were leaning toward heavier use of in circuit tests 
and omitting functional tests. Although Hewlett- 
Packard engineers felt that new testing policies and the 
reduced amount of in circuit testing led to significant 
cost savings, they were unable to isolate and quantify 
the effects of our model on their cost savings or field 
defect rates. This facility used our model for about two 
years; by that time, technological changes in the prod- 
ucts and boards made our model obsolete, and they did 
not have anyone to perform the necessary in-house tin- 
kering of the model. Since a thorough investigation of 
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measurement errors had never been undertaken at this 
facility, perhaps the biggest contribution of our study 
was the statistical analysis of the data. We encountered 
many cases, previously unbeknownst to the facility's 
engineers, where the mean measurement error was an 
order of magnitude larger than the variance of the mea- 
surement error; see Table 1 for some examples. These 
tables are extremely useful for developing some quick 
insights into the optimal testing policy. For example, 
resistors such as R158, R170, and R317 should perhaps 
not be tested (or at least have extremely slack cutoff 
limits), since the measurement noise is so large relative 
to the true component noise. In contrast, fairly tight cut- 
off limits can be set for most of the resistors, where a, / 
ao is very small. 

Two other uses of our model are described in Che- 
valier (1992). First, the marginal cost savings from re- 
ducing various types of defects are calculated; these 
quantities can be used to focus quality improvement 
efforts in an economic fashion. Hewlett-Packard man- 
ufactures their own test equipment, and the second use 
of the model is to evaluate the cost savings achieved by 
their new generation of testing equipment, which ex- 
hibits less measurement noise. 

Several research issues remain unresolved. First, al- 
though our original model and analysis needed to be 
simplified in several essential ways before being ap- 
plied at Hewlett-Packard, we believe that our results 
could be used in a more comprehensive way if a facility 
was in the fortunate state of having sufficiently rich 
data. To this end, an attempt could be made to gather 
the data necessary for implementing the jointly optimal 
policy. An outline for such an undertaking, which fo- 
cuses on characterizing the true measurement V,Ink by a 
family of probability density functions indexed by the 
expected number of defects present Pin, can be found on 
page 12 of Chevalier and Wein (1994). Alternatively, 
perhaps a different model could be developed that has 
less stringent data requirements, but still captures the 
impact of the upstream inspection policy on the down- 
stream board quality. Our model considers one board 
type in isolation, and a second research issue is to ana- 
lyze the case where a test measures the output of several 
boards as they are functioning together. In this case, the 
inspection allocation must coincide for the different 
board types that are jointly tested. Some preliminary 

thoughts on how to address the multitype problem can 
be found in ?3.3 of Chevalier (1992). Finally, we have 
taken the inspection configuration as given; additional 
improvements can no doubt be achieved by designing 
the board for improved testability.' 

1 We are grateful to the people at the Hewlett-Packard plant in An- 
dover, Massachusetts, for their advice and their tremendous effort in 
helping us obtain the necessary data for our model. We also thank 
Arnie Barnett and Steve Pollock for helpful discussions, and the area 
editor Hau Lee, the associate editor, and the referee for many helpful 
comments that greatly improved the paper. This research is supported 
by a grant from the Leaders for Manufacturing program at MIT and 
National Science Foundation Grant Award No. DDM-9057297. 

Appendix: Parameter Estimation at the Hewlett-Packard Facility 
Our model requires three different types of data. The first type is the 
cost parameters; these parameters were estimated from historical data 
and interviews with Hewlett-Packard engineers, and readers are re- 
ferred to an earlier draft of our paper (Chevalier and Wein 1994) for 
the relevant details. The second type of data concerns the occurrence 
of defects and the last and perhaps most difficult type of data to gather 
pertains to the testing process. 

Defect Data 
The goal here is to estimate 6i,, which is the expected number of new 
type i defects per board appearing at stage n, and the Type I and Type 
II errors per board, which are ai,, and /ii,, respectively. A brute force 
approach to estimating these quantities would require probability den- 
sity estimates for many different tests, and would be extremely cum- 
bersome. Instead, we develop a simpler approach that employs his- 
torical data and engineers' estimates. More specifically, we used his- 
torical data to estimate two quantities that are required to estimate 6,: 
the mean number of defects of type i per board detected at inspection 
stage n, which we denote by Oi,, and qj, which is the mean number of 
type i failures per board that occurred during the warranty period of 
the equipment. A failure during the warranty period was considered 
to be caused by an undetected defect. In addition, the engineers in 
charge of each test provided estimates of the proportion ai,, of incoming 
defects (i.e., defects that have not been detected thus far) of each type 
that they felt their test should detect, and the proportion bi,, of defects 
of each type detected by the test that were actually good boards (false 
defects). 

From these data, we calculated the number of defects per board for 
defect types i = 1, . . ., I that become detectable at each stage n = 1, 
. .., N (I = 6 and N = 3 at the Hewlett-Packard facility), which is 
(recall that inspection was undertaken at every stage) 

3 n1-I 

6j,, = air, f i...(1 - bi.) + rli- bim) for n = 1, 3, 

3 3 

6i4 = E 4i??(l - bie,,) + r, - E 6i??,. (Al) 
rr1= I r1=1 
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Notice that bi,, which is the expected number of type i defects per 
board that are undetectable, will be zero when ai3 is one. For defect 
type i = 1, . . . , 6 and stage n = 1, . . ., 3, the historical expected number 
of Type I and Type II errors per board are, respectively, 

11 

ai,, = and /i3n = E (6im - b,il(l - bi,,)). (A2) 

These historical estimates will be used later. Notice that the procedure 
culminating in (A2) is much simpler and probably more reliable than 
attempting to estimate these historical quantities via (2)-(3). Finally, 
by (5), note that the historical pi,, values are given by 

Pin = pi,7-1 + b,n. (A3) 

Testing Data 
To derive the testing policy, we need the intervals Gink and the density 
functions ei,,k(x) and i,&k(X) for each quantity measured at each stage. 
For a system to function properly, the true value of each quantity 
measured should be in the corresponding interval Gink. We used the 
specifications to which the component was bought to determine this 
interval. 

To estimate the distribution of the measurement noise ei,k(x) and the 
distribution of the true value of the quantity measured G&,k(X) we only 
have the empirical distribution of the measured values at our disposal. 
This measured value is the sum of the true value of the component 
and the measurement noise; unfortunately, neither of these two quan- 
tities can be estimated independently. The true values are almost im- 
possible to measure, since most components used at this facility are 
surface mount components, which are extremely small and fragile. 
Estimating the measurement noise is also a delicate task since the dis- 
tribution of this noise will depend on many things, such as the type 
of component that is being measured, how the measurement is guarded 
(guarding is the technique used to try to isolate a component from the 
rest of the circuit board) and the topology of the board. As a result, 
the measurement noise can only be determined via experiments for 
each different board type. 

At our request, a controlled experiment was performed at the 
Hewlett-Packard facility to study the measurement noise at the in cir- 
cuit test level. At this facility, several in circuit testers, also called test- 
heads, are used in parallel, and boards are typically tested on the first 
available testhead. Consequently, we wanted to find out what portion 
of the measurement noise is attributable to variations across different 
testheads. The experiment repeated each of 79 measurements K = 10 
times consecutively on H = 3 different testheads for B = 10 different 
boards of the same type, and generated nearly 24,000 data points. One 
measurement was taken from each of the 79 components on each 
board, which consisted of 28 resistors, 22 capacitors, 13 diodes, 12 
transistors, and 4 inductors. For each of the 79 measurements, the noise 
was modeled by expressing the measurements ybhk as 

Ybhk = + Tb + 061 + fJbIS + Eb,lk 

forb=l ...,B, h=1, ...,H, k=1, ...,K, (A4) 

where: 
,u is the reference value for the component being measured; 

Tb is the average deviation of the measurements taken on the bth 
board, and has zero mean and standard deviation a,; 

0,, is the average deviation of measurements taken on the hth head, 
and has zero mean and standard deviation ao; 

ibi, is the average deviation of measurements taken on the hth head 
and the bth board, and has zero mean and standard deviation a,,; 

Ebhk iS the residual variation of a measurement that cannot be ex- 
plained by the testhead, the board, or the interaction between the test- 
head and the board, and has zero mean and standard deviation a. 

Standard statistical techniques give us estimators for all these quan- 
tities; we refer the interested reader to Duncan (1986) for their deri- 
vation. 

This model incorporates the implicit assumption that the residual 
noise e has the same variance on all testheads. The data indicated that 
this assumption did not hold for all components, which suggests that 
the three testheads were not equally calibrated when the data were 
gathered. Without this assumption, the estimation of the model pa- 
rameters would have been greatly complicated. Moreover, by gath- 
ering data from only three testheads, a good estimation of the distri- 
bution of the variance of the residual noise across different testheads 
was not possible. Also, one might think that a fixed effects model 
would be more appropriate for the testheads, since the facility uses 
only a fixed number of different testheads; however, the variation be- 
tween testheads evolves over time as a result of usage, maintenance, 
calibration, etc., and thus the random effects model seems more ap- 
propriate. 

The estimated parameters from the statistical model in Equation 
(A4) are used to estimate the parameters of the distributions of the 
measurement noise and the component values. We assume that A,u 
which will also be referred to as the nominal value of the component, 
is known (e.g., a 100-ohm resistor has a nominal value of 100 ohms), 
and let 

H,2 = &2 + &2 + &2 n 2 = &2 ( liyle a, Ue + +0, and ,u~ (A5) 

For a representative sample of each of the five component types, Table 
1 contains estimates that were derived from this experiment. Readers 
are referred to the Appendix of Chevalier and Wein (1994) for tables 
containing estimates for all 79 components considered in our study. 

An important question for the design of future experiments is 
whether the variance of the noise associated with the different test- 
heads can be predicted. To address this question, a regression was run 
to predict ae from a and the absolute value of le. The coefficients of 
correlation were consistently high; for example, r2 = 0.92 for the resis- 
tors and r2 = 0.98 for the capacitors. 

Finally, the facility's emphasis on product output makes it imprac- 
tical to run a similar controlled experiment for each of the 50 board 
types. Consequently, we also gathered data, which consisted of a mea- 
sured value from each of 350 components on 80 different boards, from 
another board type during an actual production run, and used these 
data to assess the qualitative similarity between the two board types. 
We were encouraged to find that these results, which can be found in 
Appendix B of Chevalier (1992), and the corresponding results in Ta- 
ble 1 are strikingly similar. 
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