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Abstract

Since their publication in 1998 and 2001, respectively, Power and Electromagnetic Analysis (SPA, DPA, EMA) have been successfully

used to retrieve secret information stored in cryptographic devices. Both attacks usually model the side-channel leakages using the so-

called ‘‘Hamming weight’’ and ‘‘Hamming distance’’ models, i.e. they only consider the number of bit transitions in a device as an image

of its leakage. In these models, the main difference between power and electromagnetic analysis is assumed to be the fact that the latter

allows space localization (i.e. to observe the leakage of only a part of the cryptographic device). In this paper, we make use of a more

accurate leakage model for CMOS devices and investigate its consequences. In particular, we show that it is practically feasible to

distinguish between 0! 1 and 1! 0 bit transitions in certain implementations and that electromagnetic analysis is particularly efficient

in this respect. We denote this model as the ‘‘switching distance’’ leakage model and show how it may be very helpful to defeat some

commonly used countermeasures (e.g. data buses precharged with random values). Then, we compare the different models and stress

their respective constraints/advantages regarding practical attacks.

r 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Since their public appearance in the mid-90s, side-
channel attacks have attracted a significant attention
within the cryptographic community. Power Analysis and
Electromagnetic Analysis are typical examples of successful
attacks against trusted cryptographic devices such as smart
cards. They have been investigated by numerous research
groups and have given rise to various publications.
However, among these practical important results, only a
few models for the leakages have been proposed and used.

First, in 1998, Kocher et al. [1] suggested to take
advantage of the power consumed by a microchip in order
to get information about what the device actually
processes. They used a somewhat specific power consump-
tion model based on the Hamming weight of the data
e front matter r 2006 Elsevier B.V. All rights reserved.
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handled in the chip. This typically corresponds to smart
card implementations where data buses are precharged
with constant values. The model was similarly used in
[2–5]. A few years later, the model was extended in order to
better integrate the behavior of CMOS circuits, where the
power consumption generally relates to the number of bit
transitions in a target device. The resulting ‘‘Hamming
distance’’ power consumption model was applied to ASIC
and FPGA implementations of cryptographic algorithms
and demonstrated that any kind of implementation could
potentially be the target in a side-channel attack [6–9].
In parallel, [10–12] suggested using the electromagnetic

emanations of microelectronic circuits as an alternative,
and potentially more powerful, source of side-channel
leakage. The approach was shown to provide significant
advantages, both from the theoretical and practical point
of view. For example, Agrawal et al. [10] explained that
electromagnetic emanations may be modulated by an inner
loop structure and detailed that an adequate AM
demodulator can be used to perform efficient attacks even
a few meters away from the chip. It was also demonstrated
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that, in a semi-invasive context, electromagnetic analysis
allows the observation of only parts of the devices under
attack, therefore offering much more accurate information.
However, regarding the leakage models, these references
usually base their investigations on the same assumptions
as in power analysis attacks (i.e. Hamming weight or
distance leakage models).

In this paper, we intend to use a more complete
description of the CMOS technology, allowing us to
consider better power consumption and emanation models.
In practice, we show that 0! 1 and 1! 0 bit transitions
can be distinguished in certain implementations. Although
this problem was already previously examined, e.g. in [13],
we additionally demonstrate that electromagnetic analysis
is particularly efficient in this respect. We therefore suggest
a new way to use the localized electromagnetic emanation
of a microprocessor. This model is denoted as the
‘‘switching distance’’ leakage model. We note that we do

not claim having discovered a new side-channel effect as,
theoretically, the ability to distinguish between the charge
and the discharge of a load capacitance in a CMOS device
is a well known fact. Rather, we propose a systematic
investigation of this potential leakage and show that it may
lead to practical improvements of previous attacks. Also,
we show that this switching distance model is observable in
real-world implementations and may allow an attacker to
bypass some commonly used countermeasures (e.g. data
buses precharged with random values). We finally propose
a comparison of two correlation attacks against such a
countermeasure, with power and electromagnetic measure-
ments, respectively.

The rest of the paper is structured as follows. Section 2
describes the origin of the power and electromagnetic
leakages in CMOS devices. Section 3 briefly presents our
measurement tools. The different leakage models are
presented in Section 4 and their practical consequences
are discussed in Section 5. A synthetic comparison of the
models is given in Section 6.
2. Side-channel sources

The CMOS technology is certainly the most widely used
in current digital design applications. We start our study
with a simple gate, namely the inverter which is the nucleus
of all CMOS ICs. It is depicted in Fig. 1.
Fig. 1. The static CMOS inverter.
2.1. Power consumption in CMOS devices

Static CMOS gates have three distinct dissipation sources
[14]. The first one is due to the leakage currents in
transistors. Its contribution to the overall dissipation is in
general very small. The second one is due to the so-called
‘‘direct path current’’: there exists a short period during the
switching of a gate while NMOS and PMOS are conducting
simultaneously. Finally, the most important dissipation (and
most relevant from a side-channel point of view) is due to
the charge and discharge of the load capacitance CL

represented by the dotted paths in Fig. 1 (right and left
part, respectively). This capacitance is composed from the
different parasitic capacitances (junctions, gates, . . .) and the
wiring capacitance (interconnections). The expression of the
dynamic power consumption of the inverter is given by

Pdyn ¼ CLV2
DDP0!1 f , (1)

where P0!1 f is called the switching activity (P0!1 is the
probability of a 0! 1 transition and f is the work frequency
of the device), and V DD is the voltage of the power supply.
In CMOS devices, when measuring the power consump-

tion (either at the ground pin or at the power pin), the
highest peak will therefore appear during the charge of this
capacitance. During the discharge, the only current we can
measure is the direct path current. We simulated and
measured a simple CMOS gate to support this assumption.
Fig. 2 shows SPICE simulations of a single inverter fed

with a clock signal. The left figure illustrates the current
which is going through the NMOS (thicker line) and the
current in the capacitance (thinner line). The right figure
illustrates the current probed at the VDD or at the GND
pin and exactly corresponds to the sum of the two currents
displayed on the left. We then confirmed these simulations
with real measurements, taken at the ground pin of a
74HC04 CMOS inverter. It is illustrated in Fig. 3, where
the charges/discharges of the load capacitance are clearly
observable.

2.2. EM emanations in CMOS devices

Current ICs are constituted of millions of transistors and
interconnections in which data-dependent current flows. In
electromagnetic analysis attacks, these small moving
charges are assumed to produce a variable magnetic field,
which itself produces a variable electric field. Therefore,
monitoring this data-dependent radiation allows us to
obtain information about the data handled by the device.
This effect has been successfully used to attack crypto-
graphic implementations in [10–12,15].
Different methods can be considered to measure the

electromagnetic radiations of microprocessors. In this
paper, we focus on the use of a small magnetic loop probe
(suggested in EMC measurement methods [16]) instead of
larger probe [10,11]. One reason for this choice is that such
probes allow us to take advantage of localization effects,
due to their small size. For example, we noted that the
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Fig. 2. PSPICE simulation: (a) current in the NMOS and CL; (b) current in the PMOS.
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Fig. 3. Experimental results on 74HC04 inverter: (a) CMOS inverter without CL; (b) CMOS inverter with CL ¼ 10 pF .
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emanations measured with the loop probe at more than
one centimeter away from the chip are similar to the power
consumption measured at the ground pin. The reason is
simply that the portion of the magnetic field due to the
power supply bond wires and lead frames is the most
important in this region. However, when we placed the
probe near the surface of the chip, we observed more
localized emanations (e.g. bus, decoder, . . .).

From a theoretical point of view, these electromagnetic
leakages are generally explained as follows. First, the
region located less than one wavelength away from the
source is called the near-field zone. Our measurements
typically take place in this region where the signals may be
considered as quasi-static. This allows us to use the
Biot–Savart law to describe the magnetic field B

!

d B
!
¼

mI dl
!
� r̂

4pj r!j2
, (2)

where I is the current carried on a conductor of
infinitesimal length dl

!
, m is the magnetic permeability
and r! is a vector specifying the distance between the
current and the field point ðr̂ ¼ r!=j r!jÞ.
Secondly, Faraday’s law expresses that any change in the

environment of the loop probe will cause a voltage (emf) to
be induced in the coil:

emf ¼ �N
dF
dt

, (3)

dF ¼
Z

surface

B
!
� dS
�!

, (4)

where N is the number of turns in the coil and F the
magnetic flux. We represent a bus wire above a dielectric
substrate on Fig. 4. If we consider that the bus may behave
as a infinite wire, we may reduce the above cited
Biot–Savart equation to the following expression:

B
!
¼

mI

2pd
âj, (5)

where d is the distance to the wire and âj is a unit vector
azimuthally oriented with respect to the wire. This
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Fig. 4. Geometry of a bus wire.
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equation clearly expresses that the closer we place the
probe to the target circuit, the bigger the measured
magnetic field is (what was observed in practice).

Although these simple equations do not describe the
exact behavior of the magnetic field, they emphasize two
important points: (1) The field is data-dependent (sug-
gested by the dependence of the current intensity I). (2) The
orientation of the field directly depends on the orientation

of the current (as âj ¼ dl
!
� r̂=jdl
!
� r̂j).

A straightforward consequence of these remarks is that we
may position the probe in the ây-direction (i.e. the axis of the
probe is parallel to the ây-direction) as well as in the âz-
direction (as suggested in Fig. 4). In practice, we measured the
field strength in the three axis directions with the same probe
(tiny coil). We observed a voltage magnitude of around 150
mV (after amplification, this becomes around 10 mV without
amplification) for 8 bits toggling simultaneously with the
probe oriented following the ây or the âz axis while only
60mV were observed when orienting the probe in the âx axis.

As a further research, a more accurate field model will be
implemented. It is based on the Green’s function associated
with the two-layer media (air and dielectric) backed by a
ground plane, which has been often considered for the
analysis of microstrip patch antennas [17].
3. Practical measurements

The building of a good measurement setup is an
important step in side-channel attacks, as it will influence
the relevance of the observed data. In accordance with the
previous section, it is crucial to avoid noise additions as
much as possible. For this purpose, a first guideline is to
isolate the target component from all other possible
electronic devices on the board, e.g. memories,
capacitances, . . . : Although the technical description of a
good measurement setup for side-channel attacks is out of
the scope of this paper, this section intends to provide some
practical details about our experiments. It should allow an
interested reader to reproduce our results.

We carried out all our experiments on a PIC 16F877
8-bit RISC-based microprocessor. We clocked this microchip
at a frequency around 4MHz. This microprocessor requires
four clock cycles to process an instruction. Each instruction is
divided into four steps: fetch (update of the address bus),
decode and operands fetch (driven by the bus), execute and
write back [18].
We monitored the power consumption of a device by

inserting a small resistor at its ground pin or power pin. We
chose a value of the resistor so that it disrupts the voltage
supply by at most 5% from its reference (as advised in
[19]). We used the 1-Ohm method [19] when attacking the
device at the ground pin and used a differential probe in
the case of targeting the power pin.
We note that monitoring electromagnetic emanation

requires more care than power consumption measure-
ments. Noisy environments are a big concern in this respect
and we recommend the use of a Faraday cage to obtain
better results. However, we carried out all our experiments
without using such protection and the obtained observa-
tions were sufficiently accurate (even without any aver-
aging process) to properly correlate with our model. In
practice, we used the small hand-made loop probe (0.7mm
diameter) of Fig. 5 that we soldered on a semi-rigid coax
mounted on an SMA connector (note that appropriate
soldering iron and optical microscope were used).
Moreover, we amplified the signal with an appropriate

large band and low noise preamplifier. Finally, we used a 1
GHz bandwidth oscilloscope to obtain enough precision in
the measured signal. Note also that we correlated our
leakage predictions and real measurements using exactly
the same methods as previously used in, e.g. [6,8,9].

4. Leakage models

All three models presented in this section allow describ-
ing the power consumption of a microchip as well as its
electromagnetic behavior. First, we give a short description
of the Hamming weight and distance models. Then we
present the switching distance model and provide experi-
mental evidence that it allows more accurate predictions
than former models (Fig. 6).

4.1. Hamming distance model

As explained in Section 2.1, the power consumption in
CMOS devices is mainly due to its switching activity. That
is, let x and x0 be two consecutive intermediate values of a
running algorithm in a target implementation, let t be the
time at which x switches into x0, then the power
consumption of the device at this time is proportional to
DHðx;x0Þ ¼WHðx� x0Þ, where WH denote the Hamming
weight. This leakage model is usually denoted as the
Hamming distance model. It was successfully used to attack
ASIC and FPGA implementations of CMOS devices [6–9].

4.2. Hamming weight model

In certain contexts, this model can be simplified by the
knowledge of implementation details. For example, in case
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Fig. 5. Our loop probe.

Fig. 6. Measurement setup with a PIC16F877 and a small loop probe.

1The correlation values obtained for both models were, respectively

0.975 and 0.985.
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of microprocessors with precharged buses, the power
consumption may depend on the Hamming weight of the
data on the bus. This is typically the case if the precharged
value is ‘‘all zeroes’’ which yields the power consumption to
depend on WHð0 . . . 0�mÞ ¼WHðmÞ. It yields the Ham-

ming weight model. It was used in Kocher’s original DPA
[1] and carefully investigated in [6], where precharged
values different from ‘‘all zeroes’’ are considered.

4.3. Switching distance model

4.3.1. Using power measurements

Section 2.1 suggests that a CMOS gate consumes
differently when charging or discharging the load capaci-
tance. It should therefore be possible to observe these
differences and obtain a more accurate leakage model. For
this purpose, we define the normalized difference of the
transition leakages as d ¼ P0!1 � P1!0=P0!1. It directly
yields the improved power consumption model in Table 1.

To confirm this model, we carried out some experiments
on the 8-bit PIC microprocessor. We used a loop of
consecutive ‘MOVLW’ instructions with known random
values and measured the resulting power consumption.
Then we compared these measurements with predictions
using both the Hamming distance and the improved
models. The comparisons are in Figs. 7(a) and (b), where
predictions are the darker line while the measured values
are reported with the lighter line (Note that the measure-
ments were scaled). Obviously, our predictions with the
improved model are more accurate1.

4.3.2. Using EM measurements.

It is suggested in Section 2.2 that electromagnetic
measurements may allow us to obtain localized informa-
tion, depending on the ability to manipulate the probe
accurately. Moreover, we gave precise equations of the
radiated field and showed that a variation in this field
induced a small voltage in the small coil. An interesting
point to note is that the value of this measured voltage
directly depends on the direction of the current. Electro-
magnetic measurements therefore allow differentiating a
charge/discharge of the bus by simply observing the sign of
the peaks on the monitored traces.
Again, we confirmed these assumptions with practical

experiments. Fig. 8 illustrates the difference between power
and electromagnetic traces of three consecutive ‘MOVLW’
instructions where the samples corresponding to the update
of the bus are circled. We clearly observe that the peak sign
information is only distinguishable in the EM trace.
As a matter of fact, the sign information is only accessible

if the probe can be localized accurately, which involves a
precise knowledge of the chip under attack. It requires a
somewhat different context (i.e. semi-invasive) which may be
a drawback of the technique, but with appropriate support it
is easily handled [20]. Our method was to observe the
depackaged integrated circuit with a microscope to identify
its different blocks (Flash EEPROM, RAM, bus, CPU
blocks, . . .). Fig. 9 depicts a picture taken with an optical
microscope. Magnifying these pictures, we were able to
observe the region where the data bus (circled) connecting
the memory blocks to the CPU blocks is located.
However, a simple scan of the surface with the probe

easily revealed the best location to eavesdrop the bus as well.

4.3.3. Ideal model

According to the previous experiments, it is possible to
build a new idealized emanation model, that we denote as
the signed distance model. That is, we assume that charging
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(resp. discharging) the capacitance involves a leakage of þ1
(resp. �1). Inverting the loop orientation obviously inverts
the signs. It yields the leakage of a n-bit data x switching
into x0 to be proportional to: SDðx; x0Þ ¼

Pn�1
i¼0 x0ðiÞ � xðiÞ,

where SD denotes the signed distance and xðiÞ is the ith bit
of x. Basically, the signed distance model is a particular
case of the switching distance model with d ¼ 2.

We finally repeated our experiment of Section 4.3.1 with
this new model. It is represented in Fig. 10. We obtained a
Table 1

Improved power consumption model

Transitions Power

0! 0 0

0! 1 1

1! 0 1� d
1! 1 0
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Fig. 8. Switching distance model comparison: power vs. EM
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traces: (a) power trace of a PIC; (b) EM trace of a PIC.

Fig. 9. Microscopic view of the targeted PIC.
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A straightforward consequence of such a model is that
the power consumption as well as the electromagnetic
emission are spread over a larger set of discrete values
(compared to the Hamming Weight and Hamming
Distance models). From an information theoretic point
of view, it suggests that the switching distance model will
allow the improvement of side-channel attacks. It is
investigated in the next section, where we show that the
switching distance allows bypassing certain countermea-
sures (that the previous models cannot).
2Let MðiÞ denote the ith measurement data (i.e. the ith trace) and M the

set of traces. Let PðiÞ denote the prediction of the model for the ith trace

and P the set of such predictions. Then we calculate

CðM;PÞ ¼
mðM � PÞ � mðMÞ � mðPÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2ðMÞ � s2ðPÞ
p , (6)

where mðMÞ denotes the mean of the set of traces M and s2ðMÞ its
variance.
5. Consequences

A common countermeasure used in the smart card
industry to counteract side-channel analysis is to precharge
the buses with random values. As the Hamming distance
model presented in Section 4.1 cannot be used to predict
the leakages if one of the two values x or x0 is unknown,
side-channel opponents cannot target such buses with the
former models. The switching distance model provides a
straightforward tool to bypass such a countermeasure. We
demonstrate it within the framework of the correlation
analysis attacks [6,9], that usually holds in three steps.

First, the attacker predicts the leakage of the running
device, at one specific instant, as a function of certain secret
key bits. A typical target for such a prediction is the output
of a substitution box Sðx� kÞ in a block cipher, where x is
a known input and k the secret key. Say we are using the
Hamming distance leakage model, then the prediction
phase only requires the attacker to predict the switching
activity at the S-box output. If the S-box is s-bit large, it
yields 2s possible predictions, stored in a prediction matrix.

Secondly, the attacker measures the real leakage of the
running device, at the specific time where it processes the
same input texts as during the prediction phase. The result
of this measurement is stored in the consumption vector.
Finally, the attacker compares the different predictions

with the real, measured power consumption, using the
correlation coefficient.2 That is, he computes the correla-
tion between the consumption vector and all the columns
of the prediction matrix (corresponding to all the 2s key
guesses). If only one value leads to a high correlation
coefficient, corresponding to the correct key guess, the
attack is therefore declared to be successful.
Coming back to randomly precharged buses, let us say

we observe a random value r switching into a predictable
value Sðx� kÞ: r! Sðx� kÞ. It is clear that the resulting
leakage cannot be predicted using the Hamming distance
model since an attacker does not know the random value r.
However, considering the improved model of Table 1, the
average leakage when a bit of Sðx� kÞ equals zero is ð1�
dÞ=2 while the average leakage when such a bit equals one
is 1=2. As a consequence, predicting the leakage using the
Hamming weight of Sðx� kÞ (without taking care of r) will
allow mounting a correlation attack. Note that the
switching distance model is not used explicitly in the
prediction (since we actually use the Hamming weight
model). However, it is because the switching distance
model holds that such a prediction is relevant. Note also
that an attack against precharged buses will be significantly
more efficient if the d value increases.
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Fig. 11. Simulated correlation attacks against 8-bit S-boxes implemented in a processor with randomly precharged buses using the switching distance

model: (a) power based model ðd ¼ 0:17); (b) emanation based model ðd ¼ 2Þ.

3This refers to scenarios where we use the model explicitly for predicting

the leakage (i.e. knowing the values before and after the transition),

contrary to Section 5 where one of these values is random and unknown.
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To confirm these assumptions, we simulated attacks
against a processor using precharged buses as follows: (1)
We generated a number of values ri and xi, the key k being
fixed. (2) We predicted the leakages using the Hamming
weight of Sðxi � kÞ, for the 2s possible key candidates (in
practice, we used s ¼ 8). (3) We generated simulated
measurements, using the switching distance model. For
comparison purposes, we considered measurements based
on power leakages (d ¼ 0:17) and EM leakages (d ¼ 2). (4)
We performed the correlation phase. The results of the
simulated attacks are in Fig. 11, where it is clearly observed
that the correct key candidate can be recovered and that
the EM measurements are significantly more efficient (see
the scale difference).

In accordance with the comparisons we made in the
previous sections between predictions and measurements,
one can say that the reported simulated attacks (Fig. 11)
should correspond quite well to real attacks on a 8-bit
PIC16F877 microprocessor (0:9mm technology). The main
reason is the weak noise that is present on measurements.

6. Conclusions

Most published power and electromagnetic analysis
attacks were based on the so-called ‘‘Hamming distance’’
or ‘‘Hamming weight’’ leakage models. These models only
provide the attacker with information about the activity (or
lack thereof) of certain target bits in a running implemen-
tation. While this information was sufficient to mount
practical attacks against a variety of devices, it clearly does
not take advantage of all the available leakage. Namely,
such models do not distinguish the different possible
activities of the target bits.

In this paper, we analyze the switching distance model,
that permits distinguishing 0! 1 from 1! 0 bit transi-
tions in CMOS circuits. We demonstrate that these
different transitions can be observed both with power
consumption and electromagnetic measurements. We also
stress that, in a semi-invasive context, the latter are
particularly efficient, when placing the small magnetic
probe very close to the source (e.g. the data bus). We
confirmed these claims with experiments carried out on a 8-
bit microprocessor, but the model may be used in other
hardware contexts.
The new model has important practical consequences as

it allows defeating a popular countermeasure against
power analysis attacks, namely precharging the buses with
random values. We show that while the Hamming distance
model cannot target such implementations, distinguishing
the charges and discharges of CMOS load capacitances
offers a straightforward way to bypass the random
precharge.
Also, the model has potentially interesting theoretical

consequences. Indeed, from an information theoretic point
of view, the switching distance delivers substantially more
leakage than former models. However, we observed that
certain usual statistical tools used in side-channel attacks
(e.g. difference of means [13,1] and correlation coefficient
[6,9]) do not allow taking advantage of this additional
leakage.3 For example, the number of measurements
required in a correlation power analysis will be the same,
regardless of the model used to predict the power
consumption. This suggests that these side-channel attacks
do not use the optimal statistical tool to recover the secret.
The investigation of better statistical tools (e.g. Maximum
Likelihood [21], Hidden Markov Models [22], . . .) within
the new model is a scope for further research.
Acknowledgements

The authors would like to thank Christophe Craeye and
Philippe Manet for their comments on this work. We also



ARTICLE IN PRESS
E. Peeters et al. / INTEGRATION, the VLSI journal 40 (2007) 52–6060
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