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Fig. 1. Usages of ring-based multi-finger gestures: (a) tapping on a hard surface, (b) tapping on a soft surface, (c) tapping in

virtual reality, and (d) collaborative mid-air gestures.

We introduce TapStrapGest, a novel solution for customizable ring-based multi-finger gestures, encompassing the process
from gesture elicitation to gesture recognition. Recognizing the growing demand for intuitive and customizable gesture
interaction with fingers, TapStrapGest uses Tap Strap to enable users to perform simple and complex multi-finger gestures
using smart rings. We conducted a gesture elicitation study, detailing the systematic process of soliciting and refining a custom
set of user-defined ring-based finger gestures through participatory design and ergonomic considerations, including thinking
time, goodness of fit, and memorization. Subsequently, we delve into the technical underpinnings of gesture recognition.
We reduce the dimensionality of a dataset of 27 gesture classes from 21 to 15 by filtering, then from 15 to 5 by a Principal
Component Analysis. We implement and compare four machine learning algorithms to show that a Quadratic Discriminant
Analysis (precision=99.33%, recall=99.26%, and F1-score=99.26%) outperforms three other machine learning classifiers, i.e., a
Linear Discriminant Analysis, a Support Vector Machines, and a Random Forest, as well as existing recognizers from the
literature, to accurately recognize such gestures without the need to call for Deep Learning. Through a performance analysis,
we demonstrate that TapStrapGest is a versatile and admissible solution for ring-based multi-finger gesture interaction,
opening avenues for "eyes-free" or "screen-free" human-computer interaction in various domains.
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1 INTRODUCTION

In recent years, the landscape of gesture interaction [18] has seen a remarkable evolution in terms of interaction
capabilities in various contexts of use [52, 66], driven by the introduction of new devices, such as wearables [22].
Among these innovations, ring-based finger gesture interaction [24, 41, 56] stands out as a promising avenue,
offering end users a seamless and intuitive means of interacting with interactive applications. To make the most
of their benefits, we need to delve into the realm of customizable ring-based finger gesture interaction to present
an innovative approach with significant potential to improve user experience across various contexts of use. In
this work, we consider finger gestures, a type of microgesture [7], as well as all gestures that require moving the
fingers using the wrist and/or arm.

We do not consider here vision-based finger recognition solutions (e.g., with a Kinect [11]) as they are usually
constrained by environmental conditions, such as lighting, occlusion, and visibility, which can be detrimental to
the recognition process. Instead, wearable devices [54], particularly smart rings [19–21] equipped with sensors
and communication capabilities, emerge as a compelling solution. Using the dexterity and expressiveness of
finger movements [43], these devices allow users to interact with interfaces in a way that reproduces or imitates
real-world gestures.
Central to the effectiveness and efficiency of the interaction of ring-based finger gestures is its customiz-

ability [13, 40, 50]. Unlike designer- or system-predefined gestures [46], unmodifiable gestures that are usually
shipped with the device, user-defined [17, 65], customizable gestures empower users to define their gestures
or to replace existing ones by their own [13], tailored to their preferences and usage scenarios. This level of
customization not only enhances user satisfaction, but also fosters a deeper sense of engagement and control
over the interface. Furthermore, the integration of Machine Learning (ML) algorithms [36] and sensor fusion
techniques should further increase the capabilities of ring-based finger gesture interaction [62].

For example, the Tap Strap 2 ring-based device for finger gestures benefits from an extensive gesture vocabulary
that covers letters, digits, symbols, and some commands (e.g., back, undo) that are very well operated and
recognized, but this gesture vocabulary is not entirely customizable and therefore not recognizable. Although
Tap Strap 2 offers a range of predefined gestures and mappings, its vocabulary may still be limited compared
to other input methods, gesture-based or not [31, 43]. Tap Strap 2 supports 8 generic gesture-based commands,
while the average number of referents used for commands in gesture vocabularies can be higher (20 in [59] or
18 in [58]). To incorporate gestures for new commands, this device enables end-users to define a configuration
where gestures can be combined, but this overwrites the existing gesture vocabulary and does not take into
account non-tapping gestures in the customization. Therefore, the recognition of non-standard gestures should
in principle rely on ML algorithms [36, 44].
To address the above limitations, we aim to explore the design principles, implementation challenges, and

potential applications of the ring-based multi-finger gesture interaction that can be customized. We believe that
the customizable ring-based finger gesture interaction holds real promise in improving the way we interact with

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 4, Article EICS001. Publication date: June 2025.

https://doi.org/10.1145/3733047
https://www.tapwithus.com/product/tap-strap-2/


Elicitation and Recognition of Ring-based Multi-Finger Gestures • EICS001:3

Table 1. Goal-Question-Metrics formulation of our research on ring-based multi-finger gestures.

Goal Purpose Allow
Issue effective and efficient interaction through
Object ring-based multi-finger gestures
Viewpoint from the end user’s viewpoint and the interactive application’s viewpoint

Research question 𝑅𝑄1 What are the most preferred user-defined gestures?

Metrics 𝑀1 Agreement rate
𝑀2 Preference rank

Research question 𝑅𝑄2 What are the best recognizers?

Metrics 𝑀3 Precision
𝑀4 Recall
𝑀5 F1-score

gesture-based interfaces. Following the Goal-Questions-Metrics (GQM) [4] framework, a hierarchical model that
follows a top-down approach where a goal is first specified and associated with research questions collected and
measured through metrics, this paper (Table 1) makes the following contributions:

• After reviewing related work in Section 2, Section 3 reports the results of a gesture elicitation study executed
with the Tap Strap 2, considered as a representative instance of a ring-based multi-finger system, for 18
commands for file operations and window management, thus resulting in a new consensus set.

• Section 4 consolidates the gesture proposals in Section 3 into an overall classification that can be used
widely.

• Section 5 performs a Principal Component Analysis to reduce the dimensionality of the gesture set from
15 to 5. A Quadratic Discriminant Analysis outperforms three machine learning classifiers, and existing
recognizers,

• Section 6 analyzes the performance analysis and suggests some implications for ring-based multi-finger
gestures.

• Section 7 shows how the gestures considered in this paper can be represented by a formal notation.

2 RELATED WORK

2.1 Ring-based Finger Gesture Interaction

2.1.1 Single Finger. A range of studies have explored the potential of ring-based gesture interaction with a
single finger. For example, Gummeson et al. [24] developed a ring-based device to be worn on the index that
recognizes gestures on any available surface with an accuracy of 73% (for 23 gesture classes that include tapping,
swiping, scrolling, and stroking for hand-written text entry) and wirelessly transmits gestures to the remote
device. [22] introduced the concept of “bi-digit interaction” using a ring worn on a thumb, which takes advantage
of the unique biomechanical properties against the index. While the thumb and the index are involved, only
the thumb gestures are subject to recognition. The potential of smart rings is also demonstrated in various
contexts of use such as ambient intelligence [19], assistive technology for people with motor impairments [20],
and smart rooms [21], suggesting various design directions for their use. Again, this smart ring is worn on the
index, therefore supporting single-finger gestures.
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2.1.2 Multiple Fingers. We hereby distinguish one-to-many approaches (where one ring detects multiple fingers)
from many-to-many approaches (where many rings detect multiple fingers). In the first sub-category, Wilhelm
et al. [63] presented the eRing, a prototype that uses electric field sensing to detect finger gestures based on a
single ring worn on one finger. In the second sub-category, finger-worn accelerometers, such as the Tap Strap 2,
enhance touch interaction by identifying different parts of the finger and passive tools [25].
These accelerometers are also cost-effective, allow for unrestricted movement, and provide accurate 3D

acceleration measurements. Furthermore, wrist-worn accelerometers have been found to be valid and reliable
for measuring physical activity in adults, with low participant burden [39]. Finally, the use of accelerometers in
gloves has been explored for identifying static gestures and as a mouse pointing device.
The location where a finger is tapped is not needed by TapGazer [27], thereby enabling end users to tap

without looking at their hands ("hands-free" interaction [45]) or at any screen ("screen-free" interaction [42])
or anywhere ("location-free" [69]). Tap detection is ensured with any input device capable of discerning which
finger is currently being tapped, such as finger-worn accelerometers, touch-sensitive surfaces, such as smart
clothes, or visual finger tracking like UltraLeap’s Leap Motion Controller (LMC). However, a LMC recognizes a
two-handed model very accurately for much richer gestures than tapping and swipe gestures.
PeriSense [62] is a ring-based multi-finger device for which the sensor resolution was assessed at different

distances to recognize finger gestures and unistroke gestures based on some gesture sets. PeriSense was able to
reliably sense the change in conductive objects up to 2.5 cm/0.98 inch. TypeAnywhere [69] combines two Tap
Strap devices to obtain a QWERTY-based text entry system for use in any location by decoding typing sequences
based only on finger-tap sequences without relying on tap locations. The Pinch Sensor [60] is an elastic input
device that senses the fine motion and pinch force of the index finger and thumb, the two digits most used in
human hands for in-hand object manipulation skills. In addition to opening and closing, the device would allow
a user to control a robotic or simulated two-finger hand to reorient an object in three different ways and their
combinations. TextFlow [30] consists of a contextually aware system that uses mixed-initiative techniques to
produce auditory message options tailored to the location, activity, and time of day. TextFlow allows end-users
to browse and choose from suggested auditory messages using finger taps using a finger-worn device, thus
supporting screen-free interaction.

Recent advances in recognition technology have made camera-based text entry using American Sign Language
(ASL) finger spelling more viable. However, there are instances where this method may not be optimal or
acceptable. In response, Martin et al. [41] introduced FingerSpeller, a Tap Strap-based solution that enables
text entry without the need for a camera, using smart rings. Employing a Hidden Markov Model (HMM)-based
backend with continuous Gaussian modeling, FingerSpeller achieves precise recognition, as evidenced in
real-world testing. In isolated word recognition experiments off-line with a 1,164-word dictionary, FingerSpeller
achieves an average character accuracy of 91% and word accuracy of 87% across three participants. An accuracy of
90% can be maintained for this specific dataset in this specific context involving these participants by focusing on
2 fingers instead of 5 fingers for recognition". This is, of course, specific to the dataset. If a gesture differentiates all
finger movements, this is no longer applicable and its recognition is affected [55]. More recently, Jomyo et al. [29]
demonstrated that multi-finger gestures tapped on the skin can be recognized using wrist-mounted piezoelectric
film sensors. This approach is particularly useful for body-deictic tapping gestures, but not for other types of
gestures than tapping.

In sum, ring-based gesture interaction provides an unobtrusive way to interact, provided that a wide palette of
single/multiple finger gestures can be recognized. Although most existing work has focused on text input [25,
27, 30, 41], a highly complex task when performed without a screen, we note the predominance of the use of
one [22] or two fingers [60], often the index finger and thumb, which are the most mobile fingers [60], and less
of all fingers for gestural interaction, with the exception of TapType [51] and TypeAnywhere [69] that involve
all ten fingers for text entry. When all fingers are mobilized, other devices come into play but require computer
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Fig. 2. How the Tap Strap 2 works to support ring-based multi-finger gestures and its vocabulary.

vision-based approaches. For example, TapXR recognizes finger movements well for gesture-based interaction
but is again subject to good lighting conditions and reflection from the surface on which the fingers are placed.
A light surface reflects finger position and movement less well than a dark surface, which negatively impacts
gesture recognition. Based on these observations, we would like to investigate multiple rings for multi-finger
gesture recognition, which is introduced in the next section.

2.2 Presentation and Evaluation of the Tap Strap 2

The Tap Strap 2 is a wearable device designed to transform any surface into a keyboard and mouse by featuring
five finger rings equipped with accelerometers (Fig. 2) that detect finger movements and taps on a surface. This
device enables end-users to input figures, letters, symbols, and control another device with finger tapping or
simple gestures, eliminating the need for keyboards, mice, or other input devices. Tap Strap 2 utilizes Bluetooth
connectivity to pair with any device such as a smartphone (Fig. 1-a), a tablet (Fig. 1-d), a computer (Fig. 1-c), and
even virtual reality headsets (Fig. 1-c). Once paired, end-users tap their fingers on soft (e.g., clothes in Fig. 1-b),
irregular (e.g., a sofa in Fig. 1-a) or hard (e.g., a table in Fig. 1-c) surfaces or in mid-air (Fig. 1-d) to produce text or
simple gestures that execute commands on the paired device. While the Tap Strap 2 consists of a one-handed
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wearable, a single user can wear one device on the dominant hand (Fig. 1-a), two devices on both hands to support
bimanual input or two users (Fig. 1-d) can wear one or two devices to initiate a collaborative gesture. The Tap
Strap 2 can be operated in five modes:

(1) Keyboard Mode: combine taps to type letters, numbers, symbols, and characters into the paired device.
(2) AirMouse Mode: input and control using close mid-air gestures into the paired device.
(3) Optical Mouse Mode: swipe the fingers to support navigation, selection, scrolling, dragging, and dropping

in any software using any surface.
(4) Controller Mode: associate finger taps and air gesture swipes into a custom mapping that executes a

command on the paired device.
(5) Custom Mode: use TapMapper web tool, the open source software development kit, its API or Unity plugin

to engineer gesture input to the paired device.

The motivations to use a Tap Strap for gesture interaction stem from its portability, convenience, accessibility,
productivity, and immersive capabilities. Whether the end user is on the go, in a crowded environment, or
simply looking for a more intuitive way to interact, the Tap Strap offers unparalleled convenience and versatility.
However, while ongoing development is already exploring the potential Tap Strap applications across various
domains, ranging from general interaction and accessibility to gaming and immersive technologies, the research
literature specifically dedicated to the Tap Strap still appears to be relatively limited regarding its capabilities for
gesture interaction, beyond text entry and simple or dedicated commands. Dosdall et al. [16] used the chorded
Tap Strap 2 keyboard as an input tool for Avar, a tool for the information visualization in augmented reality, for
which a special mapping of the Tap Strap combinations was created for some commands programmed in Pharo.
Tap4Light [3] controls Philips Hue smart lamps with 11 multi-finger (system-defined) tapping gestures captured
with Tap Strap 2 in the context of ambient intelligence.

Using the accelerometers embedded in each ring, Tap Strap 2 can recognize which fingers are tapping at any
given time, which makes it eligible for gesture recognition. Mrazek et al. [43] investigated what Tap Strap 2 is
capable of by evaluating the usability of the device and by testing an automatic correct algorithm that reduces
spelling errors. They found that performing 2 out of 10 drag drops and 5 out of 10 clicks. Simple combinations
using one finger or consecutive fingers tend to be more accurate than keys such as ’q’ and ’w’, which require
lifting the ring finger. Characters have varying recognition accuracy, ranging from the most accurate ’a’ to the
least accurate ’w’. There were instances where the right taps were produced but not properly recognized (true
negatives [10]) or where almost right taps were produced and properly recognized (false positives [10]).
Videos demonstrate that the Tap Strap 2 works on both hard surfaces, such as a tabletop, and soft surfaces,

such as a leg. But gesture recognition on a malleable surface seems less accurate than on a hard surface: the
device does not register certain gestures or does misread them, unless surface calibration shoud be performed.
In fact, gesture recognition performed best on hard surfaces (𝜏=84.7%), worst on soft surface (𝜏=76.07%) and
better on irregular surfaces (𝜏=80.23%). Mrazek and Mohd [44] compared three LSTM models to interpret Tap
Strap inputs from raw accelerometer data: a standard Long Short-Term Memory (LSTM) model, a model with
CNN and LSTM layers, and a convolutional LSTM. The LSTM was found to have had the highest accuracy at an
average of 97.47%, followed by the CNN-LSTM with an accuracy of 96.68% and the ConvLSTM with an accuracy
of 96.65%. Although the model may suffer from model overfitting [26], it did not appear to have any impact on
accuracy. To improve the accuracy of input readings from accelerometer data, various types of algorithms have
been considered, such as Convolutional Neural Networks (CNNs) [47], LSTM [44]. Unfortunately, Tap Strap
SDK allows only extracting raw input data, which therefore represents an opportunity, but also a challenge, to
apply ML algorithms to reach the best accuracy possible. Before addressing the technical challenges related to
ring-based multi-finger gesture recognition, we would like to explore user-defined gestures in this context of use,
which is the goal of the next section.
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3 GESTURE ELICITATION STUDY

Since the current gesture vocabulary of Tap Strap 2 (Fig. 2) consists of only multi-finger tapping gestures,
among them are eight for commands, we would like to explore user-defined ring-based multi-finger gestures by
conducting a Gesture Elicitation Study (GES), a participatory design method where participants are instructed to
propose gestures to execute system commands [65]. Although many such studies have been reported (see [33]
for a review of mid-air interaction, [59] for a macroscopic analysis of GESs, and [58] for a microscopic analysis of
GESs), none of them seem to have reported gestures belonging to our field of investigation.

3.1 Positioning of Ring-based Multi-finger Gestures

Before proceeding, we provide our operational definition of a ring-based multi-finger gesture as follows:

A “ring-basedmulti-finger gesture” is anymovement of the device-wearing finger(s) that causes a detectable
change in the rings’ positions on a 2D surface or in a 3D spatial system of reference centered on the device.

By adopting this definition, we are compliant with the Vatavu and Bilius [56]’ GestuRing space, which compiled
a comprehensive survey of gestures with ring-based, ring-like, and ring-ready devices. In the first case of our
definition, gestures are performed on any surface (e.g., a flexible surface such as a cloth or a rigid surface such as
a tabletop) and usually mimic interactions common on touchscreens, such as taps, pinch gestures, or directional
swipes. In the second case of our definition, gestures are performed in space as the rings’ accelerometers (Fig. 2)
capture any movement. We adopt a comprehensive approach, reflected in our definition of ring-based multi-finger
gestures, by examining both contact-based and mid-air input for such multi-finger rings, including combinations
thereof. Thus, all the following examples are valid gestures for the purpose of our study:

Positive example: Touch a surface with one or many fingers once, twice, or multiple times in a row. Tap a
rhythmic pattern on the surface.
Positive example: Push forward one or many fingers once, twice, or multiple times in a row.
Positive example: Raise the hand by moving the fingers up.

Our definition assumes that any gesture is considered relevant as soon as the fingers are moving. Consequently,
other movements where the fingers remain fixed while other limbs are moving, such as a moving wrist or a
moving forearm with fixed fingers, do not belong to our definition since they are not detected.

Negative example: Move the wrist or the forearm while keeping the fingers fixed in position.
Negative examples: Touch the ring surface with one or many fingers, roll the rings.

Gheran et al. [19] define a “ring-based gesture” as any action performedwith or on a smart ring or anymovement
of the wearing finger and/or hand that causes a detectable change in the ring’s position and/or orientation in a
system of reference centered on the user’s finger or body. In contrast, our gestures involve five connected rings
that do not move on the fingers and on which no gesture can be performed. Only the movements of the fingers
are recorded. Therefore, gestures such as touching rings, tapping rings, or rolling them are out of the scope of
our investigation. Fig. 3 shows a selection of gestures relevant to our field of investigation. Chaffangeon Caillet
et al. [7] and Way and Paradiso [61] define a microgesture as "a quick and subtle movement of the fingers". Our
definition encompasses these 3D microgestures [37] and goes beyond by assuming we have a gesture as soon as
at least one finger moves in space, whatever the condition.

Multi-finger gestures, including microgestures, can be captured by devices other than rings, such as vision (e.g.,
a Leap Motion Controller [49]), wearables [56], or radars [12]. Since the rings are worn on the five fingers of one
hand (or two, since two can be used at once), the only physical limit to the gestures is their human movement in
space. Other conditions, such as lighting, field of view, position, or material do not constrain the Tap Strap. The
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Fig. 3. A selection of user-defined gesture proposals from our gesture elicitation study.

device can feel cumbersome to put on, to take off, to wear, even if we do not notice its weight (0.45 lbs, 204 g)
after a while. Its price of $99, which may be a barrier to purchase or accessibility for different people, makes the
Tap Strap still the most affordable and accurate off-the-shelf device for finger-tap detection [68]. Like all wearable
devices, its operation life is limited by the life of the battery (10 Hours or 45 mAH of operation).

3.2 Participants

From internally maintained mailing lists of volunteers, we recruited thirty (𝑁=30) no-handicap participants (14
female and 16 male, with a female/male ratio of 0.87) ranging from 13 to 63 years (with a mean age of 33.40, a
standard deviation of 14.41, and a median of 25.50). Of the participants, 43% were employees in various areas of
human activity, 7% were independent workers, 3% occupied executive positions, 3% were unemployed, and 44%
were students. Three participants were left-handed and one of them was ambidextrous. The average score on the
creativity tests was 60.92, slightly below the average of 63.45. None of the participants had prior knowledge of the
device and all reported moderate to extensive usage of desktop computers, smartphones, and tablets, respectively.

3.3 Stimuli

We hereby refer to a “referent” [65] as any user interface feature that can be controlled independently with
a command, which is equivalent to a “function" [59]. Table 2 presents the 18 referents of the experiment. We
created a Microsoft PowerPoint presentation showing a referent [65] for each command via a before/after action
represented on one slide at a time so that they can be viewed by participants. Each representation reproduced a
simplified view of the screen with the cause and the effect.
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Table 2. List of referents defined for the study.

Id. Referent name Description

1 Open window Open a currently selected window which has the focus to its maximal
viewing

2 Close window Close a currently opened window
3 Switch windows Switch between windows that are currently opened
4 Lock screen Lock the current screen
5 Unlock screen Unlock the current screen without requiring any password
6 Take a screen capture Capture a screenshot of the current window in use
7 Go to previous item in a list Go to the previous item in a list of items, such as in a list box our

drop-down menu, or the previous window in a set of active windows
8 Go to next item in a list Go to the next item in a list of items, such as in a list box our drop-down

menu, or the next window in a set of active windows
9 Scroll up Scroll up in a currently opened window or list
10 Scroll down Scroll down in a currently opened window or list
11 Zoom in Zoom in a currently active window
12 Zoom out Zoom out in a currently active window
13 Play Play a currently selected multimedia item, such as an MP4 video
14 Pause Pause in the currently playing multimedia item
15 Turn up the volume Increase the volume of the currently playing multimedia item
16 Turn down the volume Decrease the volume of the currently playing multimedia item
17 Take a call Answer a phone call
18 Hang up a call Hand up a phone call

3.4 Procedure

Two members of the group welcomed the participants to the experimental site. The environment consisted only
of a desk and a computer. Each participant must have no link with the members of the group questioning her/him
to ensure the neutrality of the answers and avoid the Hawthorn effect. We divided the experiment into three
phases.
Pre-test Phase. Participants were first asked to complete an approved consent form and a demographic ques-

tionnaire, including questions about their knowledge of connected devices, such as their frequency of device use.
The participant is introduced to the Tap Strap device by watching a 1:30 min introductory video and a 1:15 min
video for text entry. The participant then freely interacted with the device for five minutes based on TapManager.

Test Phase. The 18 referents were randomly presented to the participant [57]. Each referent was presented to
the participant, one by one, to give them time to reflect on the gesture proposal that seemed the most preferred
(until saying "I am ready"), the most appropriate for the order presented by the referent (Fig. 3). When desired,
the participant could repeat the gesture proposal. Once the gesture proposal was produced and recorded, the
participant was asked to provide the rank, goodness of fit, complexity, memorability, and fun character of the
gesture proposal.
Post-test Phase. Once all referents have been presented, the participant leaves the experiment room and

completes a questionnaire consisting of two parts: an IBM PSSUQ post-test questionnaire [35] and an additional
questionnaire including closed questions with predefined answers and open-ended questions for participants to
express their opinions.
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3.5 Setup and Variables

Our setup follows a within-subjects design with the following dependent variables for each referent:
(1) Thinking time: a numerical variable defined as the average of times elapsed between the first showing of

the referent and the moment when the participant knew which gesture would be preferred, was measured
in seconds with a stopwatch.

(2) Goodness of fit: a numerical variable defined as the average rating from 1 to 10 expressing to what extent
participants thought their gesture was appropriate.

(3) Agreement rate (AR): a numerical variable expressing the agreement among participants to propose a
gesture class for a referent, as calculated by AGATe [57] along with its agreement magnitude (AR ≤0.1=low,
0.1< AR ≤0.3= moderate, 0.3< AR ≤0.5= high, 0.5< AR ≤1= very high).

(4) Complexity: a numerical variable defined as the average rating of 1=most complex to 7=least complex
expressing to what extent participants thought their gesture was complex to produce or was inducing
fatigue.

(5) Memorability: a numerical variable defined as the average rating of 1=least memorable to 7=most memo-
rable expressing to what extent participants thought their gesture was easy to remember and reproduce.

(6) Fun: a numerical variable defined as the average rating of 1=least funny to 7=most funny expressing to
what extent participants thought their gesture was funny.

Although other GESs have been conducted for one ring device [2, 19, 20], sometimes replicated [21], no existing
GES covers a setup where a ring is on all five fingers simultaneously. However, this does not mean that the
gestures resulting from our study are necessarily different from existing studies (e.g., [70]), but that the setup

Fig. 4. Custom application for raw data capture of ring-based multi-finger gestures.
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Low

Moderate
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Very
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Referent (r)

0.807

0.69

0.54

0.407

0.386

0.269

0.257

0.251

0.225

0.205

0.168

0.159

0.156

0.145

0.136

0.133

0.106

0.083

0.285

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Zoom in
Zoom out

Take a call
Hang up a call

Go to next item in a list
Play

Scroll up
Scroll down

Go to previous item in a list
Turn up the volume

Close window
Take a screencapture

Pause
Turn down the volume

Switch window
Open window

Lock screen
Unlock screen

Average

Agreement rate AR(r) in [0..1] Thinking-Time Goodness-of-Fit Consensus gesture

4.22  3.49  8.83  1.57 Pinch out
 3.24  1.97 8.47  1.69 Pinch in

5.13  4.44 8.10  2.01 Vertical span
5.44  5.43 7.50  1.84 Horizontal span
7.28  5.43 8.10  1.72 Swipe left

7.84  10.40 6.67  1.76 Point index
5.77  5.76 8.43  1.56 Swipe up

 3.94  2.74 8.40  2.18 Swipe down
8.33  8.75 7.07  2.14 Swipe right
5.25  5.38 8.07  1.61 Swipe up
6.48  5.66 6.63  2.09 Pinch in all fingers

10.11  10.62 7.43  1.76 Push forward
5.39  4.68 7.23  1.63 Raise fingers
5.43  6.89  8.53  1.41 Swipe down

 14.29  14.24  6.57  2.53 Swipe left
 14.40  11.45  6.20  2.01 Pinch out

8.34  7.49  6.57  2.19 Clockwise wrist rotat.
8.53  5.82 7.17  1.95 Counter-clockwise rot.

Agreement magnitude

Icon

7.18  8.02 7.48  2.06

Fig. 5. Consensus set of gestures resulting from the gesture elicitation study: referent, Agreement rate (AR) and magnitude,

Thinking time, Goodness of fit, consensus gesture, and icon. The two best and worst values of the two variables are depicted

by a top-pointing arrow and a bottom-pointing arrow, respectively. The error bars show a confidence interval of 95%.

used to elicit them is unique. Our study is the only one specifically tailored for the Tap Strap 2 that goes beyond
the text entry commands shipped with the device, as both classical referents (e.g., for navigation) and original
ones (e.g., for window management) are involved with the six variables mentioned above, which goes beyond
the mere agreement rate that is typically considered in other GESs. For example, Danyluk et al. [14] collected
user-defined microgestures for augmented reality maps, but no ring device was involved. Same for [8, 37].

3.6 Data Collection

To collect raw data from the device for creating a dataset, we used Tap’s Python SDK to extract raw sensor data
intended for the training and evaluation of our models using a custom capture application (Fig. 4- see videos in
the supplementary material). This SDK allows us to send and receive data and events by establishing a Bluetooth
Low-Energy connection with Tap Strap 2 and to collect raw data from the sensors embedded within Tap Strap 2.
As noted in Mrazek et al. [43], this SDK does not process or interpret raw data, which will be our responsibility
to recognize them in Section 5. Log files were created with a timestamped format of 3D finger positions, such as:

Timestamp:850696 Thumb: ’X’: -273.4375, ’Y’: -664.0625, ’Z’: 609.375 Index: ’X’: -367.1875,
’Y’: 179.6875, ’Z’: 859.375 Middle: ’X’: -281.25, ’Y’: 85.9375, ’Z’: 906.25 Ring: ’X’:
-226.5625, ’Y’: 210.9375, ’Z’: 867.1875 Pinky: ’X’: -156.25, ’Y’: 312.5, ’Z’: 843.75 Timestamp:850697
Thumb: ’X’: -281.25, ’Y’: -679.6875, ’Z’: 601.5625 Index: ’X’: -367.1875, ’Y’: 179.6875, ’Z’:
859.375 Middle: ’X’: -281.25, ’Y’: 78.125, ’Z’: 898.4375 Ring: ’X’: -234.375, ’Y’: 203.125,
’Z’: 875.0 Pinky: ’X’: -164.0625, ’Y’: 312.5, ’Z’: 859.375
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3.7 Results and Discussion

We collected 30 participants × 18 referents = 540 gesture proposals. Each proposal is characterized by a log
file and six measures, thus creating 540 × 6 measures = 3,240 data. Fig. 5 shows the consensus set of gestures
resulting from the study, decomposed as the gesture name of the most agreed on gesture proposal (col. 5) by
maximizing the Agreement rate (col. 2), its corresponding Thinking Time (col. 3), the Goodness-of-fit (col.
4), an icon representing the gesture class (col. 6), Agreement rate and its magnitude (col. 2). The references
(col. 1) are sorted in decreasing order of their Agreement Rate. The Agreement Rates are overall moderate in
magnitude (𝑀=0.285,SD=0.20), ranging between 0.08 (low) for “Unlock screen” and 0.807 (very high) for “Zoom
in”. In global sampling, 5

18 = 28% of the rates belong to the low consensus category, 8
18 = 44% of the rates belong

to the moderate range, 3
18 = 17% are high, and 2

18 = 11% are very high. Apart from a few exceptions, most gestures
received an agreement rate slightly higher than or close to those reported in the GES literature ([57] summarized
agreement rates of 18 GESs).
Goodness of Fit generally received a high value that indicates subjective satisfaction of the participants in

the gestures they proposed (e.g., 𝑀=7.48, SD=2.06, Mdn=8). They mostly appreciated their gesture proposals
for “Zoom in” (8.83 ±1.57) and “Turn up the volume” (8.53 ±1.41), and less for unfamiliar commands such as
“Switch window” (6.57 ±2.53) ex aequo with “Lock screen” (6.57 ±2.19), and “Open window” (6.20 ±2.01). While
“Lock screen” and “Unlock screen” were less satisfying in terms of Agreement rate and Goodness-of-Fit,
they resulted in two symmetric consensus gestures: clockwise, respectively. counter-clockwise wrist rotations
to mimic the opening and closing of a door using a key. The Thinking Time received quite reasonable values
in general (𝑀=7.18s, SD=8.02s), ranging from very short times (e.g., “Zoom out” in 3.24 s and “Scroll down” in
3.94 s) to longer times, often associated with less familiar or frequent commands (e.g., “Switch window” in 14.29
s). The Thinking time correlates negatively with the Goodness of Fit (Pearson’s 𝑟𝑛=19= − .53, 𝑅2=.63-Fig. 6):
referents with a higher thinking time have a lower goodness-of-fit, thereby suggesting that participants were less
satisfied with their gesture proposal when they thought longer.

Fig. 7 shows the distribution of the last three dependent variables for the 18 referents. A Student test 𝑡 shows
that the means are significantly higher than the median Mdn=4 with different levels of significance, mostly high.
The participants consistently rated Complexity (Cronbach’s 𝛼=.86, interpreted as ’good’) of 18 referents. A

one-way ANOVA (𝐹17,30=2.87, 𝑝=.00011∗∗∗, between groups) revealed that there was a statistically significant
impact of Referent on Complexity. Tukey’s HSD Test for multiple comparisons found that the mean value of
Complexity was significantly different between a few pairs of conditions, such as between “Scroll down”, “Scroll
up”, “Turn up the volume”, “Play” and “Take a screen capture”, respectively. This is normal since the referent
“Take a screen capture” was perceived as the most complex gesture. The referents perceived as the least complex
were: “Turn down the volume”, “Turn up the volume”, “Scroll up”, “Scroll down”, and “Play”, which are probably
among the most familiar and frequent actions that are meaningful for participants.

The participants also consistently rated Memorability (Cronbach’s 𝛼=.83, interpreted as ’good’) of 18 referents.
A one-way ANOVA (𝐹17,30=3.44, 𝑝≤.001∗∗∗, between groups) revealed that there was a statistically significant
impact of Referent on Memorability. The referents perceived as the easiest to remember were again “Scroll
up” and “Scroll down”, “Zoom in”, “Turn down the volume” and “Turn up the volume”, and “Take a call”. The
least memorable referents were “Open window” and “Take a screen capture” again, which seems consistent with
previous results. Tukey’s HSD Test for multiple comparisons found that the mean value of Memorability was
significantly different between a few pairs of conditions, such as between “Scroll up” and “Close window”, “Open
window”, “Go to prvious item”, “Take a screen capture”, respectively.

The participants also consistently rated Fun (Cronbach’s 𝛼=.88, interpreted as ’good’) of 18 referents. A
one-way ANOVA (𝐹17,30=1.57, 𝑝=.067, n.s., between groups) revealed that there was no impact of Referent on

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 4, Article EICS001. Publication date: June 2025.



Elicitation and Recognition of Ring-based Multi-Finger Gestures • EICS001:13

Fun. The participants did not express a different level of fun depending on the referent. The funniest referents
were: “Play” and “Pause”, “Scroll up” and “Scroll down”, and “Hang up a call”.

Following each study, participants were asked to complete the IBM Post-Study System Usability Questionnaire
(IBM PSSUQ questionnaire) [35], a tool used for evaluating the usability of systems. The questionnaire consists of
16 items measuring user satisfaction, such as system usefulness, ease of use, and interface quality. The responses
are collected on a 7-point Likert scale [38], ranging from strongly agree to disagree strongly, or the participant
can opt to abstain from answering questions irrelevant to the study. We utilized a proposed questionnaire
version by UIUXTrend consisting of 16 questions and maintained a scale of 1 to 7 (Fig. 8). The average score for
most questions ranges from 4 to 6. However, participants deemed questions 7, 8, 9, and 10 off-topic, yet some
still provided scores for these questions. Participants rated question 12 highly regarding clarity of information
and question 13 for the acceptability of the proposed interface. The Information Quality was ranked the
highest (𝑀=5.40), followed by System usefulness (𝑀=5.26), which is in turn slightly higher than the Overall
satisfaction (𝑀=5.20). The InformationQuality was ranked the lowest (𝑀=4.60), which is located slightly
below the usual threshold of 5.

4 GESTURE CLASSIFICATION

The 540 gesture proposals were clustered into 21 gesture categories, which were further classified according to
four dimensions as follows (Table 3) [19, 21, 57, 65]:
(1) Range of motion: expresses the distance from the participant’s body to the locus of gesture decomposed

into the following values: C=Close intimate, I=Intimate, P=Personal, S=Social, U=Public, and R=Remote.
All gesture proposals were produced within the personal range, which is not too close of the body, but
always at some distance that is typically the length of the forearm.

y = -0.2241x + 9.093
R² = 0.6346
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Fig. 6. Negative correlation between the Thinking time and the Goodness of fit.
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Fig. 7. Distribution of the last three dependent variables for the 18 referents: Complexity, Memorability, and Fun, each on

1-7 rating scale (M=mean, 𝑝≤.001∗∗∗ or 𝑝≤.01∗∗).
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(2) Nature: expresses the gesture nature decomposed into the following values: P=Pointing gesture, T=Static
semaphoric, D=Dynamic semaphoric, S=Semaphoric stroke, A=Pantomimic, I=Static iconic, Y=Dynamic
iconic, M=Manipulation gesture.

(3) Laterality: characterizes how hands were involved in the gesture proposal decomposed into D=Dominant
unimanual, N=Non-dominant unimanual, S=Symmetric bimanual, A=Asymmetric bimanual [1]. Since only
one Tap Strap 2 device was used, all participants agreed to put and calibrate the device on their dominant
hand. While two devices could be used to combine gestures, either from the same person or from two
different (therefore inducing bimanual gestures), this setup represents another type of experiment.

(4) Form: expresses the form of the gesture proposal, decomposed into the following values: S=Stroke, T=Static,
M=Static with motion, D=Dynamic. Fig. 10 shows the distribution of the categories according to this
dimension: 14% were strokes, only 1% was static, 66% were static with some form of motion, and 19% were
dynamic.

Fig. 9. Classification of gesture proposals by nature.
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Table 3. Classification of gesture proposals. Legend: see text.

Category Name Range of motion Nature Laterality Form

1 Single tap (any combinaison of fingers) P D D S
2 Double tap (any combination of fingers) P D D S
3 Swipe up (vertical axis) P S D M
4 Swipe down (vertical axis) P S D M
5 Swipe left P S D M
6 Swipe right P S D M
7 Swipe forward (horizontal axis) P S D M
8 Swipe backward (horizontal axis) P S D M
9 Wrist rotation counter-clockwise P A D D
10 Wrist rotation clockwise P A D D
11 Circular motion counter-clockwise P D D D
12 Circular motion clockwise P D D D
13 Pinch in P M D M
14 Pinch out P M D M
15 Point left P P D T
16 Point right P P D T
17 Point centrefront P P D T
18 Draw square P Y D D
19 Draw cross P D D D
20 Pick up (close fist and move up) P A D D
21 Hang up (close fist and move down) P A D D

Fig. 10. Classification of gesture proposals by form.

5 GESTURE RECOGNITION

This section describes an implementation in Python and a test gesture recognition with TapStrapGest on
ring-based multi-finger gestures issued by a Tap Strap by applying Machine Learning and Pattern Recognition
techniques. First, the dimensionality of the dataset has been reduced by applying a Principal Component Analysis
(PCA) [23]. Then, four gesture recognizers were implemented and trained using different techniques: (1) a Linear
Discriminant Analysis (LDA) which was used to find whether any linear combination of features exists that
characterizes or separates many gesture classes [67], (2) a Quadratic Discriminant Analysis (QDA), which is
similar to LDA in which the measurements of each gesture class are expected to be normally distributed –an
assumption that is challenging to prove in our case–, where there is no assumption that the covariance of each of
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Table 4. The five first rows of the initial dataset (Acc.=accelerometer). Source: GitHub

Row Acc. 1 Acc. 2 Acc. 3 Acc. 4 Acc. 5 Acc. 6 Acc. 7 Acc. 8 Acc. 9 Acc. 10 Acc. 11 Acc. 12 Acc. 13 Acc. 14 Acc. 15 Symbol

0 32 6 -8 11 -7 30 6 7 32 8 7 30 9 -7 31 A
1 33 6 -9 12 -8 29 6 7 32 8 7 30 8 -7 31 A
2 33 5 -8 11 -7 30 6 8 32 8 7 31 8 -6 31 A
3 33 5 -8 11 -7 30 5 7 32 8 7 30 8 -7 31 A
4 33 5 -8 11 -7 30 5 7 32 7 8 31 7 -6 32 A

Table 5. The five first rows of the initial dataset in Table 4, after normalization (Acc.=accelerometer).

Row Acc. 1 Acc. 2 Acc. 3 Acc. 4 Acc. 5 Acc. 6 Acc. 7 Acc. 8 Acc. 9 Acc. 10 Acc. 11 Acc. 12 Acc. 13 Acc. 14 Acc. 15 Symbol

0 1.00 1.74 -0.61 -0.44 -1.51 1.23 -0.50 -1.02 1.66 -0.29 -2.08 1.75 -0.33 -2.66 1.52 A
1 1.09 1.74 -0.68 -0.37 -1.60 1.15 -0.50 -1.02 1.66 -0.29 -2.08 1.74 -0.40 -2.66 1.52 A
2 1.09 1.65 -0.61 -0.44 -1.51 1.23 -0.50 -0.90 1.66 -0.29 -2.08 1.82 -0.40 -2.54 1.52 A
3 1.09 1.65 -0.61 -0.44 -1.51 1.23 -0.56 -1.02 1.66 -0.29 -2.08 1.74 -0.40 -2.66 1.52 A
4 1.00 1.65 -0.61 -0.44 -1.51 1.23 -0.56 -1.02 1.66 -0.35 -1.91 1.82 -0.47 -2.54 1.62 A

Table 6. Some rows of the final dataset.

Row Acc. 0 Acc. 1 Acc. 2 Acc. 3 Acc. 4 Symbol

4230 2.24 1.44 -1.26 -1.23 1.28 X
2925 5.04 2.58 2.2 -0.68 -0.75 Q
4894 -2.11 -1.04 -0.38 0.28 -1.18 *
19 -4.24 3.26 1.23 0.57 -1.29 A

the gesture classes is identical [53], (3) Support Vector Machines (SVM) [9], and (4) Random Forest (RF) [32]. These
four classifiers were tested on a set of gestures in American Sign Language. An open source GitHub repository
contains this implementation, as well as the dataset, and detailed results. Finally, a performance analysis of
each classifier has been performed, considering precision indices and the time performance of the training and
classification process. A video is accessible at https://vimeo.com/681846114.

5.1 Acquisition of Gesture Dataset

The Tap Strap SDK continuously streams data in raw sensors mode: five 3-axis accelerometers (one sensor
per finger) and IMU data (3-axis accelerometer plus one gyroscope) located on the thumb. These raw data are
measured with respect to the reference system located in the IMU on the thumb (Fig. 2). While the internal
Tap Strap clock sends a sample of raw data with a frequency of 200 Hz (5 ms) in the format timestamp; type
(IMU, device); values, we reduced the reading rate to 20 Hz (T=50 ms) to allow gesture recognizers to work
properly with enough data without overloading them. A first analysis of the raw data showed that the 6 IMU
values were not needed for this process. Therefore, a filter was applied to reduce the number of dimensions
from 21 to 15 features (see Table 4 for some row examples). A custom application was used for raw data capture
of the ring-based multi-finger gestures, further stored by class/label/letter. The full dataset is accessible at
https://github.com/gcornella/TapStrap2-Hand-Gesture-Recognition-/blob/main/data_tap.txt.

5.2 Dimensionality Reduction

We normalized the dataset samples by removing the mean and scaling to unit variance using a Standard Scaler
(see Table 5 for some row examples). A Principal Component Analysis (PCA) [23] was used to reduce the dataset
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Fig. 11. Plot of the explained variance in the gesture dataset by the number of components.

dimensionality by projecting each point onto the first few principal components to obtain lower dimensional
data while preserving as much of the data variability as possible. The plot represented in Fig. ?? was used for
choosing the number of principal components: the fourth component explains 86.69% of the variability of the
data, the fifth component explains 91.03% of the variability of the data, and the sixth component explains 94.86%
of the variability of the data. We therefore chose to reduce the dimensionality from 15 dimensions to 5 for the
next step (see Table 6 for some examples).
In sum, our publicly available dataset1, recorded at a sample rate of 20 Hz (T=50 ms), contains 4,910 data

samples and 27 American Sign Language alphabet characters (26 letters of the alphabet corresponding to the
American Sign Language plus the "*" symbol), captured from a single subject wearing the device on the right
(dominant) hand. Extensive tests with different subjects yielded similar results, thus suggesting minimal inter-
subject variability. Even if this dataset was recorded user-dependent, the testing will be performed with many
subjects in a user-independent scenario, which is far more demanding than user-dependent (see Fig. 13).

5.3 Testing Procedure

The gesture dataset was divided into four different subsets (data-train, label-train, data-test, label-test), where
the training data contained 70% of the whole dataset and the testing data comprised 30% of the remaining part.
For each recognizer, we repeated 𝑅=1, 000 times the recognition of a randomly selected sample from the subset to
finally compute:

• The precision is the ratio tp
tp+fp where 𝑡𝑝 is the number of true positives and 𝑓 𝑝 the number of false positives.

The precision is intuitively the ability of the recognizer not to label a negative sample as positive.
• The recall is the ratio tp

tp+fn where 𝑡𝑝 is the number of true positives and 𝑓 𝑛 the number of false negatives.
The recall is intuitively the ability of the recognizer to find all the positive samples.

• The F-beta score can be interpreted as a weighted harmonic mean of the precision and recall, where an
F-beta score reaches its best value at 1 and worst score at 0. The F-beta score weights recall more than
precision by a factor of beta. In our case, we have 𝛽=1 to specify that recall and precision are equally
important.

• The support is the number of occurrences of each class when true.

1See https://github.com/gcornella/TapStrap2-Hand-Gesture

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 4, Article EICS001. Publication date: June 2025.

https://github.com/gcornella/TapStrap2-Hand-Gesture


Elicitation and Recognition of Ring-based Multi-Finger Gestures • EICS001:19

LDA QDA SVM RF
0.90

0.95

1.00

0
.9
9
11

0
.9
8
67

0
.9
9
33

0
.9
7
70

Recognizer [name]

Pr
ec

is
io

n
[0

..1
]

LDA QDA SVM RF
0.90

0.95

1.00

0
.9
9
04

0
.9
9
15

0
.9
9
26

0
.9
7
52

Re
ca

ll
[0

..1
]

Recognizer [name]
LDA QDA SVM RF

0.90

0.95

1.00

0
.9
8
96

0
.9
8
81

0
.9
9
26

0
.9
7
41

Recognizer [name]

F1
-S

co
re

[0
..1

]

** *

Fig. 12. Results of the performance analysis of the four recognizers: precision, recall, and F1-Score. LDA=Linear Discriminant

Analysis, QDA=Quadratic Discriminant Analysis, SVM=Support Vector Machines, and RF=Random Forest. Error bars show a

confidence interval of 95%.

5.4 Results and Discussion

Fig. 12 shows the average precision, recall, and F1 score for the four recognizers tested, with the most saturated
color showing the best condition and the least saturated color showing the worst condition. A one-way ANOVA
with a single factor reveals that the recognizer does not have any effect on precision (𝐹27,3 = 2.01, 𝑝=.12, n.s.) and
recall (𝐹27,3 = 2.38, 𝑝=.07, n.s.), but well on F1-score (𝐹27,3 = 4.82, 𝑝=.0034∗∗, with a small effect size of 𝜂2=.12).
Regarding precision, QDA (𝑀=0.9933, 𝑆𝐷=0.0152) outperforms the three other conditions RF (𝑀=0.9911,

𝑆𝐷=0.0177), SVM (𝑀=0.9867, 𝑆𝐷=0.0312), and LDA (𝑀=0.9770, 𝑆𝐷=0.0344), respectively both in terms of the
highest average and the smallest standard deviation, which confirms that this condition is the safest one for
stability. Regarding recall, QDA (𝑀=0.9926, 𝑆𝐷=0.0167) outperforms SVM (𝑀=0.9915, 𝑆𝐷=0.0148), RF (𝑀=0.9904,
𝑆𝐷=0.0246), and LDA (𝑀=0.9752, 𝑆𝐷=0.0428), respectively. Finally, QDA displays the best F1-Score (𝑀=0.9926,
𝑆𝐷=0.0001) both in terms of highest average and smallest standard deviation, which makes QDA the best
recognizer in our testing and LDA the worst one.
Then, we computed some normality tests to determine whether precision, recall, and F1-score follow some

Gaussian distribution. Both Shapiro-Wilk [48] and d’Agostino-Pearson revealed that none of the conditions
followed a normal distribution. With regard to the LDA, the precision was not normal (Shapiro-Wilk:W-stat=0.71,
𝑝≤.001∗∗∗, 𝛼=0.05; d’Agostino-Pearson: DA-stat=12.64, 𝑝=0.001795∗∗), the recall was not normal (Shapiro-Wilk:
W-stat=0.62, 𝑝≤.001∗∗∗, 𝛼=0.05; d’Agostino-Pearson: DA-stat=19.36, 𝑝≤0.001∗∗∗), and the F1-score was not normal
neither (Shapiro-Wilk: W-stat=0.82, 𝑝=.000402∗∗∗, 𝛼=0.05; d’Agostino-Pearson: DA-stat=6.61, 𝑝=0.036∗).
Consequently, we computed a series of Kruskall-Wallis tests [34] for independent samples (𝛼=0.05). No

significant differences were found between the recognizers in terms of their precision (𝐾𝑊 =4.507, 𝑝=0.21, n.s.)
and their recall (𝐾𝑊 =4.716, 𝑝=0.19, n.s.). However, a significant difference was found regarding their F1-Score
(𝐾𝑊 =12.71, 𝑝=0.0053∗∗), which led us to perform a Dunn test for multiple comparisons: QDA is significantly
better than LDA (𝑀=−26.31, 𝑝=0.0061∗∗ with a medium effect size (Cohen’s 𝑟=0.30 [9]) and RF is also significantly
better than LDA (𝑀= − 22.48, 𝑝=0.0299∗) with a medium effect size (Cohen’s 𝑟=0.37).

6 PERFORMANCE ANALYSIS AND DESIGN IMPLICATIONS

The performance of the testing is as follows for the 𝑅=1, 000 repetitions: LDA (5.95 s), QDA (8.79 s), SVM (182
s), and RF (864 s). For a single repetition, LDA and QDA benefit from a response time that is largely inferior to
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Fig. 13. Two examples of gesture recognition: an O letter as false positive (left), a D letter as true positive (right).

the minimal system response time of 𝑡=0.1 sec. Based on our insights and results of the gesture elicitation study
(Section 3) and the gesture recognition (Section 5), we suggest the following list of implications for designing
ring-based multi-finger gesture interfaces:

(1) Support gesture customizability: even if the system-defined gestures are relatively well defined and learned,
the end user may still prefer one or more personal gestures, either to complement an existing command
(which implies gestural redundancy), or to replace it (which induces inconsistency with the initial system).
Customizability can be addressed in different ways: by changing the gesture set (we provide two new
gesture sets that end users can choose from or customize by adding/deleting/replacing samples/classes
without needing to entirely retrain the system), by adapting gesture mapping (since a gesture class is
mapped to a system command, another class can be mapped also to the same command to address users’
preferences and tailoring), and by tailored recognition (specific gesture classes can be activated/deactivated
in TapStrapGest to tailor their recognition to a particular application or domain). However, TapStrapGest
does not support gesture customizability by adjusting gesture sensitivity depending on the user (unless
they are recorded in the templates) or sequences to combine multiple gestures into a new command (this is
for future work).

(2) Finger independence: ensure that each finger’s movement can be detected and distinguished from others. This
allows users to perform intricate gestures that involve multiple fingers simultaneously without unintended
actions. Calibration and sensitivity adjustment of the device might be necessary to accommodate different
hand sizes and user preferences, as it may influence the recognition process.

(3) Gesture consistency: establishes a set of consistent gestures [15] that users can easily learn and remember.
Consistency improves usability and reduces the cognitive load on users. For example, swiping inward
with two fingers might always trigger a specific action, regardless of the application or context. If finger
independence is ensured, the swiping could be recognized independently of the number of fingers, unless
the number and position of the fingers are meaningful.

(4) Feedback and confirmation: provides visual or haptic feedback to confirm when a gesture is recognized and
executed. This feedback reassures users that their input has been registered, enhancing the overall user
experience. Feedback can include animations, sound cues, or slight vibrations depending on the device.

(5) Customization: enables end-users to customize their gestures to match their preferences and usage pat-
terns [13, 50]. Offering options to adjust gesture sensitivity, assign custom gestures to specific actions, or
even create user-defined gestures can improve user satisfaction and adoption of the interface.
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(6) Accessibility considerations: ensures that the gestures are accessible enough to end-users with different
levels of dexterity and mobility in the perspective of ability-based design [64]. Provide alternative input
methods or adjustable settings for users with disabilities. Conduct usability testing with diverse user groups
to identify and address any accessibility barriers.

Ring-based gesture recognition offers numerous advantages for the deaf and hard-of-hearing population,
including increased accessibility and portability, as it eliminates the need for sôphisticated camera setups. These
systems enable discreet, real-time communication through hand gestures, enhancing privacy and ensuring
effective interaction across various environments. Without relying on visual data, they provide a secure and
versatile solution that empowers users to communicate confidently and independently, significantly improving
their overall accessibility and quality of life.

7 FORMALIZING RING-BASED MULTI-FINGER GESTURES

According to the definition of ring-based multi-finger gestures introduced in Section 3.1, we considered both
microgestures and hand movements/rotations using the wrist and/or arm. Chaffangeon Caillet et al. [7] introduced
µGlyph, a formal notation to describe a microgesture rigorously. Using µGlyph, a microgesture is described as
a sequence of bio-mechanical movements, e.g., flexion/extension, with the information of whether the finger
is in contact with a surface. For example, a single-finger tap, i.e., the entry and exit of a finger in contact with
the opposite finger, is represented by

◦•
▼;

•◦
▲. Additional information such as the actuator and the surface can

also be represented. For example, a single-index finger tap on the thumb is represented by •
◦•
▼−−− ; •

•◦
▲−−− . A

multi-finger tap on the thumb is represented by •
◦•
▼

◦•
▼

◦•
▼

◦•
▼ ; •

•◦
▲

•◦
▲

•◦
▲

•◦
▲ . µGlyph can be used to represent two-handed

interactions. For example, a touch of the index finger of the left hand on the thumb of the right hand is represented
by −

◦•
▼−−− −−−−• . Finally, µGlyph can be used to describe contact on a surface other than a hand part by using

the object glyph, customGlyph/object.pdf, regardless of whether the surface is another body part or an object. For instance, a touch of
the index on the forearm is represented by: −

◦•
▼−−−

forearm customGlyph/object.pdfwhile a touch of the index on a table is represented by

−
◦•
▼−−−

table customGlyph/object.pdf.
As µGlyph only considers the movement of the fingers, gestures that use the wrist or the arm cannot be

represented. Extending µGlyph to describe wrist movement seems straightforward because the wrist has the
same biomechanical movements as the fingers, i.e., extension, flexion, abduction, and adduction. However, as the
information about whether the wrist is in contact is irrelevant, we only need to use the movement symbol under
the hand representation in µGlyph. For example, wrist flexion is represented by:

−−−−−

▼

Similarly, raising the hand, i.e., extending the wrist with all fingers open, is represented as

◦
■
Op

◦
■
Op

◦
■
Op

◦
■
Op

◦
■
Op

▲

. For the concise version of µGlyph, we propose to use the letter ’w’ as the index of the movement glyph. Thus,

wrist flexion is represented by : W▼ while raising the hand is represented by W▲//t//i//m//t//p

◦
■.

However, extending µGlyph to gestures where the arm is used is not trivial because the forearm and shoulder
introduce new biomechanical movements, such as pronating and supinating the forearm to rotate the wrist. Two
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Table 7. Description in µGlyph of the user-defined gesture proposals from our gesture elicitation study

Gesture µGlyph description

Index single tap in the air for "Open window" −
◦◦
▼−−− ; −

◦◦
▲−−−

Pinch in all fingers for "Close window" ◦•
▼

◦•
▼

◦•
▼

◦•
▼

◦•
▼

•

Swipe right for "Next screen" −
◦•−−−− ; −

••
▶−−− ; −

•◦−−−−

Swipe left for "Previous screen" −
◦◦
◀

◦◦
◀−−

Point index for "Play" ◦
■
Op

◦
■
Op

•
■
Cl

•
■
Cl

•
■
Cl

Pinch out two fingers for "Zoom in" −◦
▲

−◦
▲−−−

Pinch in two fingers for "Zoom out" ◦−
▼

◦−
▼−−−

Swipe up for "Turn volume up" −
◦◦
▲−−−

Swipe backward "Turn volume down" −
••
▼−−−

table customGlyph/object.pdf

Raise fingers for "Pause"

◦
■
Op

◦
■
Op

◦
■
Op

◦
■
Op

◦
■
Op

▲

options can be considered. The first is to introduce new symbols for all new biomechanical movements and
modify the representation of the hand in µGlyph to include the forearm, elbow, and shoulder. The second is to
keep µGlyph as it is and add additional information around the description of the movement and orientation of the
hand in 3D, similar to GestureCard [28] or Charade [5]. However, finding the best notation for such movements
is outside the scope of this paper. Nevertheless, Table 7 and Table 8 describe respectively the gestures of Figure 3
and Figure 5 with µGlyph, and extension to the gestures of the wrist, where appropriate.

8 CONCLUSION AND FUTURE WORK

In this paper, we first provided an operational definition of ring-based multi-finger gestures and compared it
to other definitions, such as microgestures. Then, we conducted a gesture elicitation study with Tap Strap 2 to
derive a consensus set of 18 user-defined ring-based finger gestures through participatory design and ergonomic
considerations, all of them belonging to a well-defined category in a classification of these gestures. After
performing a Principal Component Analysis to reduce the dimensionality of a gesture set from the 15 original
dimensions of raw data captured to only 5, we implemented and compared four machine learning algorithms to
show that a Quadratic Discriminant Analysis outperformed three other machine learning classifiers as well as
existing recognizers without the need of Deep Learning. Through a performance analysis, we suggested some
design implications. We demonstrated that TapStrapGest is an admissible solution for ring-based multi-finger
gesture interaction, opening avenues for “eyes-free” or “screen-free” interaction in various domains. We therefore
release two datasets acquired for ring-based multi-finger gestures, that can be used to train a recognizer for
mid-air gestures. We finally show how the µGlyph notation can be effectively used to formalize most of the
reported gestures, but not all, since wrist movement is not supported, opening an avenue to extend this notation.
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Table 8. Description in µGlyph of the consensus set.

Gesture µGlyph description

Pinch out −◦
▲

−◦
▲−−−

Pinch in ◦−
▼

◦−
▼−−−

Point −
◦◦
▼−−−

Swipe up −

◦◦
▲
fast

−−−
, with the palm facing down

Swipe down −

◦◦
▼
fast

−−−
, with the palm facing down

Swipe right −

◦◦
▶
fast

−−−
, with the palm facing down

Swipe left −

◦◦
◀
fast

−−−
, with the palm facing down

Pinch all fingers ◦•
▼

◦•
▼

◦•
▼

◦•
▼

◦•
▼

•

Raise fingers −◦
◀

−◦
◀

−
■

−◦
▶

−◦
▶

From an experimental point of view, we would like to test the same device in an extremely constrained context,
to determine to what extent gesture recognition works acceptably, with precision. A comparison with similar
devices that use finger gesture recognition, such as TapXR, is also worthwhile, to determine which device is best
suited to which context and to obtain some benchmarking [6].
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