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Fig. 1. Overview of our GUI design process which: ➊ prompts the user to search for a GUI layout in partial

natural language, entered by speech or by typing; ➋ retrieves corresponding GUI layouts using a generative

pre-training transformer and displays them in low-fidelity, in decreasing order of the computed ranking; ➌

enables the user to compose and edit selected layout elements in a wireframing environment to create a final

GUI layout; ➍ renders this composition in high-fidelity; and ➎ generates code.

The field of generative artificial intelligence has seen significant advancements in recent years with the
advent of large language models, which have shown impressive results in software engineering tasks but
not yet in engineering user interfaces. Thus, we raise a specific research question: would an LLM-based
system be able to search for relevant GUI layouts? To address this question, we conducted a controlled study
evaluating how Instigator, an LLM-based system for searching GUI layouts of web pages by generative
pre-trained training, would return GUI layouts that are relevant to a given instruction and what would be
the user experience of (𝑁=34) practitioners interacting with Instigator. Our results identify a very high
similarity and a moderate correlation between the rankings of the GUI layouts generated by Instigator and
the rankings of the practitioners with respect to their relevance to a given design instruction. We highlight
the results obtained through thirteen UEQ+ scales that characterize the user experience of the practitioner
with Instigator, which we use to discuss perspectives for improving such future tools.
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1 INTRODUCTION

Generative Artificial Intelligence (GenAI) [102] can be defined as an Artificial Intelligence (AI)
system that uses existing media to create new, plausible media. Applied to the area of engineering
layouts of Graphical User Interfaces (GUIs) [60], this could be a system that takes advantage of
existing layouts to propose new ones that are plausible enough to be incorporated into the GUI
design process. For this purpose, we are witnessing a paradigm shift moving from past expert
and model-based systems [19, 24, 25, 76] exploiting knowledge to generate GUI layouts towards
generative models, such as Generative Adversarial Networks (GANs), which are trained on huge
datasets to produce plausible human-like results and Large Language Models (LLMs) that can
generate text, source code, and images from instructions, or prompts.
Large language models (LLMs) [9] utilize huge datasets to learn the structure and relationships

between words in any language, be it a programming language or a natural language, using various
algorithms, such as Recurrent Neural Networks (RNNs) or Generative Pre-trained Transformers
(GPT). During the training, LLMs are fed huge text datasets that have been previously labeled with
parts-of-speech information and other features like grammar relations. During the exploitation,
LMMs predict future data points related to unseen data points from existing ones.
LMMs, such as OpenAI’s Codex [16] and GPT-3 [9] and some recent implementations such

as ChatGPT, have shown great promise in the field of program synthesis and code generation.
These models learn from huge code bases to automatically generate code in classical programming
languages, such as Python or Javascript. With recent advances in Deep Learning (DL) and Machine
Learning (ML), LLMs are being largely used in software engineering [80], including code generation
from natural language [36], performance evaluation [68, 70], natural language explanation for
code [61], Codex’s Python coding capabilities [16], programming exercises and code explanations
quality [83], code summarization [1], and code generation [97]. These recent studies demonstrate
that LLMs can surpass state-of-the-art models for these tasks. Languages seem to be suitable for
dealing with GUI examples, even if they have been little or not exploited in this sense up to now.
While LLMs showed their potential to greatly aid developers in computer science, the lack of
research and practical applications in specific areas remains a challenge, with GUI design being
a particularly notable example of this issue [37]. GUI design is an essential aspect of software
development and plays a crucial role in providing end users with a smooth user experience.
GUI practitioners, such as designers, developers, and stakeholders involved in participatory

design, increasingly seek support [52, 54] or inspiration [44] in their design process through
proven or recommended GUI layouts and examples. They can be sourced from various inspiration
categories [27, 90], such as personal files and folders [44], daily repositories like blogs and social
networks [93], technological resources such as galleries [52] and datasets [21, 22], other disciplines’
knowledge, fieldwork [105], and design practices like case studies [7].
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GUI layouts are sought for various reasons, such as starting the design process or completing
a partial layout [33], introducing new ideas [29], adapting existing layouts to a new context of
use [52] (e.g., to align with a style guide [20]), comparing current layouts to alternatives [33, 52] or
competition [56, 105], or simply improving the overall layout. Lee et al. [52] highlight the dominant
role of design by example, stating that practitioners prefer layouts created with the help of examples,
which may benefit novices more than experienced designers. Inspiration sources are a common
subject in design research, yet few studies have thoroughly explored concrete inspiration search
strategies. These strategies usually search GUI layouts by code, keyword, image, sketch, wireframe,
or component, like text-based searches [7]. The level of constraints influences the search for GUI
layouts [7]: low constraints lead to divergent and iterative searches resulting in diverse designs,
intermediate constraints cause slow and deliberate iterations and homogeneous designs, and high
constraints result in flexible bracketing and quick design task use, resulting in diverse designs.
Providing practitioners with an effective and efficient engine for searching GUI layouts should

achieve multiple goals [7, 13]: to open the GUI design space, to facilitate its understanding, to focus
on relevant GUI layouts in a more targeted way, and to ensure a smooth transition from a low level
of fidelity to a high level of fidelity. To this end, LLMs are particularly suitable in that they could
offer such a search engine for GUI layout. Based on the aforementioned motivations, this paper
would like to raise the following research question:

RQ=Would an LLM-based system be able to search for relevant GUI layouts?

To address this question, we conducted a controlled study evaluating Instigator, an LLM-based
system for searching GUI layouts, for two questions: how would Instigator enable a practitioner to
search for a GUI layout that adequately corresponds to instruction and what is the user experience
of a practitioner interacting with Instigator. The remainder of this paper is structured as follows:
Section 2 reviews work related to the search for GUI layout by various methods and some recent
advances in LLMs. Section 3 illustrates, via a system walkthrough, a typical use case for Instigator,
our system for GUI layouts using a generative pre-trained transformer, a particular LLM. Section 4
gives an overview of the Instigator architecture and functioning. Section 5 describes the controlled
study, reports the results obtained, and discusses their overall observations to end up with a detailed
discussion of individual evaluation scales. Section 6 positions Instigator with respect to the state
of the art, discusses some of its limitations and the main threats to validity. Section 7 concludes the
paper and proposes some future avenues.

2 BACKGROUND AND RELATEDWORK

This paper contributes to a recent stream of research on using Machine Learning to enable practi-
tioners to search for GUI layouts (Section 2.1) and relies on existing streams of research on LLMs
for this purpose (Section 2.2).

2.1 Methods for Searching for GUI Layouts

Such an engine represents a valuable tool for practitioners to support their quest for inspiration [7]
and comparison [33, 52] using different methods. Some tools are based on a single method while
others combine multiple methods. This section discusses some tools with respect to the method
that is predominantly used.

By code search. Semantics-based code search [77] allows the user to specify a search in project
repositories using class or method signatures, test cases, contracts, and security constraints, which
are then subject to program transformations to retrieve the corresponding GUI code. For example,
Java input/output examples can be used to retrieve GUI code [38]. Code-based search methods are
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most useful and practicable for developers experienced in the programming language used, but not
necessarily for other stakeholders.

Bykeyword. By using automated dynamic analysis on a large dataset of applications downloaded
from Google Play, Guigle [6] extracts and indexes GUI layouts with their metadata (e.g., application
name, labels, element name, colors used, domain). Based on these keywords, the user searches
for GUI layouts by component (e.g., Login AND color=orange returns orange login screenshots),
which are displayed accordingly. The Adaptive Ideas Web [52] extends a direct manipulation GUI
editor with generated GUI layouts, from which elements can be borrowed and exported to the
current design based on keywords. These layouts are generated by optimizing content-value.

By image or screenshot. Erica [22] records a user interacting with amobile application in terms
of GUI screenshots, their transitions, and user interaction data in interaction traces, aggregated
into user flows. In this way, a dataset of ∼3k flows was clustered into 23 categories, allowing the
user to search for corresponding GUI layouts. By automatic and crowd-based manual exploration,
Deka et al. [21] have built up Rico, a huge dataset of ∼10k GUI layouts spanning 27 categories and
featuring ∼72k screenshots with their metadata, such as textual, visual, structural, and interactional
data. These data served to classify designs by using multilayer perceptron using six layers and
to identify both structural and functional roles played in these layouts [59]. Each screenshot is
characterized in terms of textual vs. non-textual bounding boxes to support element detection.
Leiva et al. [55] used a deep convolutional autoencoder to incorporate 20 topics (e.g., bare, dialer,
camera, news, profile) of Rico entries into a Enrico, a new dataset with topic modeling.

By sketch. Ge [26] transformed each Rico [21] entry into a GUI hierarchy of elements to train a
deep learning model. The user draws a low-fidelity, free-hand GUI sketch that is also transformed
into a GUI hierarchy by a grammar-based sketch parser. This hierarchy is then used to search for
similar GUI layouts in the dataset ranked by a similarity score. From a dataset of >3,8k sketches,
Swire [33] retrieves GUI layouts that are similar to a sketch drawn by the user, which is transformed
into an embedding space using a deep neural network and located by a k-nearest neighbor search.
By wireframe. Given a small set of wireframes with transitions between them and their key-

words, GUIFetch [5] searches public repositories to find applications by keyword matching, then
builds models of the identified apps’ GUI screens, using static and dynamic analyses, and computes
a similarity metric to rank the GUI layouts. VINS [10] searches for similar mobile GUI layouts as
follows: a GUI layout, either as a high-fidelity complete design or as a low-fidelity partial wireframe,
is submitted to an object detection model to identify which elements are incorporated in this layout
and where, and to segmentation of these elements. This layout is then used to retrieve a ranked list
of similar layouts, which is achieved with an accuracy of >76%. While there are significant advances
in GUI element detection in a layout, their wide diversity makes it a challenging, if not elusive,
problem: Chen et al. [12] compared classical methods (e.g., edge/contour detection and pattern
matching) with deep learning methods (e.g., anchor-based with one or two stages) to identify
which features should be incorporated into a DL method coupled with a classical one. Instead of
multi-layered approaches, Chen et al. [13] developed a Wireframe Image autoencoder, a CNN to
classify 16 GUI elements in a dataset of ∼54k layouts with their wireframes from 25 categories, to
create a wireframe-based system. This method uses a autoencoder [28] (chap. 14), which learns
a representation (encoding) of GUI layouts in terms of their elements in an unsupervised way to
regenerate a GUI layout from the encoding. This generative model is not only useful for searching
for GUI layout by wireframe but also to generate new layouts similar to the searched one [42].

By component. LayoutGAN [57], a Generative Adversarial Network (GAN), receives as input a
set of randomly placed GUI elements to infer geometric constraints between them to generate the
layout of a GUI layout using self-attention modules. A differentiable wireframe rendering engine
then maps this layout to a wireframe, upon which a CNN-based discriminator optimizes the layout.
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By exploration. Design Maps [56] enable the user to visualize the mobile GUIs of the Rico
dataset [21] according to point clouds structured into four sets of five clusters obtained by ML
techniques (e.g., Principal Component Analysis) run on the GUI feature vectors. When starting from
scratch, any selected GUI can be imported into wireframing software and ungrouped into icons
representing GUI elements. When one starts from an initial wireframe, it automatically positions
the user in any chosen point cloud, thus enabling visual exploration by proximity or by similarity.

2.2 Recent Advances in Large Language Models

The field of Natural Language Processing (NLP) has greatly profited from advancements in Machine
Learning (ML), specifically in regard to improvements in model architecture. The implementation
of encoder-decoder models, facilitated by Recurrent Neural Networks (RNNs), has been a crucial
component in the development of NLP. The introduction of an attention mechanism by Bahdanau
et al. [4] has significantly impacted NLP, as it allows for the processing of an entire input at once.

A Transformer is a deep learning model that embodies the self-attention mechanism, allowing
for differential weighting of the significance of each component of the input data [104]. Although
RNNs have proven to be effective in handling sequences, such as sentences in natural language or
computer language instructions, their sequential nature results in a bottleneck in training time, as
parallelization is not possible. Vaswani et al. [100] proposed a solution to this issue by proposing a
Transformer that utilizes a stack of self-attention mechanisms and fully connected layers, allowing
for a wider context to be processed in the training input. The implementation of a multi-head
attention mechanism also enables the learning of diverse representations and connections between
tokens, regardless of their distance. The adoption of Transformers has resulted in a reduction of
computational complexity and time, due to the easily parallelizable operations, and has been proven
to deliver state-of-the-art results [100, 104].
The abundance of unlabeled text-based content has sparked the development of OpenAI’s

Generative Pre-trained Transformer (GPT) [15]. Unlike the conventional approach of training
models on specific, labeled datasets, GPT was trained through an initial unsupervised phase on
a substantial corpus of unlabeled data, consisting of approximately 7k books. This was followed
by a supervised fine-tuning process utilizing labeled datasets, utilizing a modified version of the
transformer decoder architecture. The efficacy of the GPT model was demonstrated through its
outstanding performance in various natural language processing tasks [104].

While GPT-like models process their data in a unidirectional manner, Google hypothesized that
the deep context of language could be better understood through a bidirectional parse. This led to
Bidirectional Encoder Representations from Transformers (BERT) [23], which incorporates the
encoder part of the transformer and employs a similar unsupervised pre-training and supervised fine-
tuning technique. The pre-training phase was accomplished through the use of Masked Language
Modeling, where the model predicts the word missing from a sentence based on the surrounding
context [78]. These techniques provide the model with information about both words and sentences
in context. BERT has achieved state-of-the-art results after fine-tuning 11 domain-specific tasks,
such as natural language understanding challenges from the GLUE dataset [101] and questions
answering or sentence-pair completion. RaWi [46] used a BERT-based Learning-To-Rank approach
that is trained on GUI layout data obtained by crowdsourcing techniques. They showed that this
approach outperformed a classical approach fro searching GUI layout based on TF-IDF.

iGPT [14] proves the further application of transformers in visual processing. It performs image
completion without any information about the 2D structure of the pictures and uses the same model
architecture as in GPT-2. This approach, with additional fine-tuning, makes the model competitive
with self-supervised benchmarks on the ImageNet dataset.
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OpenAI has introduced a highly innovative model, known as GPT-3 [9], that bypasses the
fine-tuning aspect of the training process by utilizing a "few-shot" learning approach. Unlike
fine-tuning, Few-Shot Learning (FSL) does not alter the weights of the model and instead conditions
it by providing a small number of examples. The evaluation of the model is conducted through
zero-shot [106] and one-shot learning [67], in which the prompt is reduced to either one or zero
examples. The results obtained from GPT-3 have demonstrated a level of performance that is
comparable to or exceeds the state-of-the-art fine-tuned models in several language modeling tasks,
including open-close exercises, translation, common sense reasoning, and arithmetic. Additionally,
GPT-3 is capable of generating synthetic news articles that are challenging for humans to accurately
identify, with a success rate of 52%. When the development of Instigator was completed, only
GPT-3 was available: GPT-4 and ChatGPT appeared later, which calls for a comparison between
their respective results.
The recent development of iGPT [14] has further solidified the potential applications of Trans-

formers in visual processing. This model performs image completion without any prior knowledge
of the 2D structure of the pictures and employs the same model architecture as in GPT-2. With the
addition of fine-tuning, this approach proves to be competitive with self-supervised benchmarks on
the ImageNet dataset. The domain of reasoning, while not as popular as image processing or natural
language processing, has also been tackled through the transformer architecture using GPT-f,
a proof assistant [75]. The model performs the proof steps given a final objective and achieved
state-of-the-art results on the Metamath environment, closing 56% of the proofs.

In conclusion, GTP-like approaches, especially based on pre-trained transformers [13, 15], have
the potential to handle large sets of GUI layouts captured by their HTML code, interpreted as the
language to process to generate layouts based on them. This processing has never been implemented
and evaluated in that way. Other usages have been explored for GUI layouts, but not for generating
layouts. Scones [34] uses GPT-2 to transform a user’s textual scenario into a series of graphical
sketches that depict the instructions contained in the scenario. Stylette [41] applies an LLM to
support and improve a GUI layout: by interpreting the user’s goal of re-shaping a web page in
natural language, this browser plug-in extracts GUI styling suggestions from a dataset of 1.7m GUI
elements and generates CSS properties with their values to be applied by the user.

3 INSTIGATORWALKTHROUGH

Before proving an overview of how Instigator works, we present how it supports practitioners
through a running example. Anna is a communicationmanagerwho is now responsible for designing
a few web pages, a skill for which she does not have any particular background. She is working
with web page design software and she is looking for some inspiration regarding GUI layouts that
are generally accepted and widely used on the web (Figs. 2 and 3).

➊ Searching for an overall GUI layout. Anna types an initial instruction “Build a page with
contents” since she does not know how to start designing, so she is looking for some starting point
in order to work iterative and by refining layouts progressively.

➋ Generating an initial layout. Since the contents can be very general, Instigator generates a
first series of general GUI layouts corresponding to the initial instruction entered by Anna, ranging
from simple ones to more advanced ones. A subset of them is reproduced in Fig. 2-➊ sorted in
decreasing order to relevance. For each GUI layout suggested, the corresponding hierarchy of GUI
elements is displayed on-demand and is here reproduced to give an idea of the GUI model (not all
features are represented). For example, the third entry consists of a layout starting with a paragraph
and followed by a series of containers containing images.
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Instigator, build a 
page with contents

Generate

Instigator, build a 
page with 
contents, height 
should be 400 
pixels and the 
width 1200 pixels

 The user types 
an initial 
instruction

 The user then constraints
the initial instruction with
resolution parameters

 INSTIGATOR generates a 
first series of GUI layouts
corresponding to the initial 
instruction

 INSTIGATOR re-generates a 
new series of GUI layouts
corresponding

Fig. 2. Interactive session with Instigator: part 1/2.

➌ Specifying design constraints. Anna wants to consider a specific device having a resolution
of 400 × 1200 pixels (such as the Hiro Vision Mirror). Without losing the current status, Anna edits
the previously entered prompt to add “height should be 400 pixels and the width 1200 pixels”.

➍ Applying design constraints. Instigator re-generates a new series of GUI layouts corre-
sponding to the new query, which results in a new series of GUI layouts addressing these constraints

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. EICS, Article 178. Publication date: June 2023.

https://www.blibli.com/p/hiro-vision-streaming-view-mirror-dvr-perekam-kamera-mobil/ps--HIA-60029-00017


178:8 Paul Brie, Nicolas Burny, Arthur Sluÿters, & Jean Vanderdonckt

Instigator, 
build a page 
with contents, 
height should 
be 400 pixels 
and the width 
1200 pixels. It 
should contain 
3 images, 3 
headings, and 
6 paragraphs

Instigator, 
build a page 
with contents, 
height should 
be 400 pixels 
and the width 
1200 pixels. It 
should contain 
3 images, 3 
headings, 3 
paragraphs, 1 
button

Instigator, 
build a page 
with contents, 
height should 
be 400 pixels 
and the width 
1200 pixels. It 
should contain 
3 images, 3 
headings, 3 
paragraphs. 
The orientation 
should be row 
and flex

 The user specifies
the contents of the 
layout

 INSTIGATOR
populates the 
contents accordingly

 The user changes “6 para-
graphs” into “3 paragraphs”

and adds 1 button

 The user removes a 
button and adds the 

orientation

 INSTIGATOR updates 
the layout structure 
accordingly

 INSTIGATOR re-
generates a new GUI 
layout accordingly

Fig. 3. Interactive session with Instigator: part 2/2.
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Fig. 4. Instigator Flow.

(right part of Fig. 2). For example, the fifth layout is composed of three identical containers, con-
taining each an image, a header, and another container. The dimensions of the GUI layout respect
the constraints.

➎ Refining the contents. Observing that the contents should be refined, Anna edits the prompt
again by adding “It should contain 3 images, 3 headings, and 6 paragraphs” to the end of the string.

➏ Populating the layout. The new instruction results in an updated series of GUI layouts (left
of Fig. 3), all sharing the same repeated container with an image, a header, and paragraphs, but with
various layouts and dimensions. The fourth one introduces a variation by adding more content to
the right of previously entered elements according to the right/bottom strategy [99].

➐ Altering any parameter. Observing that 6 paragraphs do not really make sense, Anna
replaces the value of this parameter: the “6” indicating the number of paragraphs is replaced by “3”
without altering the rest of the query, and a button is added (top right of Fig. 3).

➑ Updating the layout. Instigator updates the layout according to the last instruction.
➒ Refining the contents. Observing that the button interferes, Anna decides to remove the

button and to specify “The orientation should be row and flex”, which results in a refined series of
GUI layouts (bottom right of Fig. 3).

4 OVERVIEW OF INSTIGATOR

This section provides an overview of Instigator, our LLM-based tool for searching GUI layouts
in a dataset. The principle behind Instigator is to use the generative pre-trained training (GPT)
architecture [9] in a zero-shot learning [106] (Figure 4). At inference time, meta-information is
supplied about the desired GUI layout and its elements to generate, and Instigator will generate
it token after token. Meta-information consists of a GUI function (e.g., a splash screen, a “hero”
page, a “call-to-action” page, a navigation bar, a login screen), a layout structure (i.e.,, a hierarchical
decomposition of the layout into elements along with their row and column alignments inspired
by FormsVBT [3]), and GUI contents (e.g., elements and count of each element). Instigator will
then generate the layout token after token until an End Of Sequence (EOS) token is generated. We
choose a YAML format where each node appears one after another separated by an End Of Line
(EOL) token and containing the node content (e.g., a container, an image, a paragraph, the node
depth, and the node coordinates and size). This sequence of tokens is then converted into a data
frame and into a low-fidelity layout (Fig. 5).
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Fig. 5. Some GUI layouts returned by Instigator.

Train-test Split. For example, The Webzeitgeist dataset [48] was obtained by a crawling seeded
with 20 URLs, including the Alexa Top 500 US sites, the Webby Awards gallery, and popular design
blogs. To build a diverse repository, pages were crawled in breadth-first order, self-referential domain
links were skipped, and only a single copy of each resolved URL was stored. For all mentioned
machine learning models trained, the same strategy was used to split the dataset between training
and testing sets. Because of the multiple occurrences of data points for the same domain name, a
random split was not adequate, instead, the split was made based on the first letter of the domain
name, i.e.,, domain names starting with the letter ’c’, ’m’ ’o’, ’v’, ’z’ were put int he test set while
the other where used for training.

Web Parser. To build a large dataset and conduct our study, we need huge amounts of data to
work with, which was made possible by using a Web Parser built with Puppeteer and AWS Cloud
Services. By using Puppeteer, we can access the Document Object Model (DOM) of the website,
subtract the required data, and export it as a JSON file. By launching a Chromium instance, we
fully control the DOM to extract information about all GUI element nodes forming the website.
The process is enclosed into an AWS Lambda that is launched every time a new website is added
and thus uses the concurrency feature to its full potential. This allowed us to parse up to 4,5k
websites/minute, enabling a fast construction of the dataset and an easy way to add new features if
required. For each website, we gather high-level information about the nodes, including, but not
limited to the tag name, 𝑧 Index, depth, the coordinates of each GUI element relative to the HTML

tag or its children, to be used in low-fidelity GUI generation. The segmentation of each GUI layout
in elements and their identification has been performed based on an Application Programming
Interface (API) specifically trained for GUI layouts, a computer-vision software architecture based
on Resnet101 for extracting features, and Faster R-CNN for bounding-box proposals [8]. Because
we also consider high-fidelity GUI layouts (➎ in Fig. 1), we also extract the computed styles of the
elements, inspired by Stylette [41]. This information is then exported into a JSON file stored in
an Amazon S3 bucket, a public web-based cloud storage resource available in AWS Simple Storage
Service (S3). All the internal links inside it are parsed, thus, exponentially increasing the number
of websites. The need for more specific data brought about the extraction of the sections inside a
website. A section is a container that satisfies certain conditions and helps us be more accurate when
generating designs. Each section is exported in a JSON which contains, along with the information
about the nodes, low-level information about how the content is structured inside it (e.g., how the
content is oriented or how it is aligned). Moreover, for each segmented section or element, we
computed aesthetic metrics [71] like balance, alignment [99], or concentricity [108], which will
influence how the sections are generated. We then save a clipped screenshot of each section.
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Metadata Extraction. The metadata extracted from each UI could most of the time be directly
and objectively extracted from the data itself, i.e.,, section height, and section structure via the
flex information of the root, and aesthetic metrics. However, the section function is a notion too
subjective to be extracted this way, and we relied on machine learning to extract it. We created a
custom annotation tool to annotate and classify ∼5k sections into 7 categories: hero, navigation
bar, footer, testimony, cards, forms, call-to-action (CTA), and contents (text). As 5,000 annotated
sections were not enough to train the GPT model, we needed a system to obtain this information
on the rest of the dataset. To do so, we trained two ML models: one using Convolutional Neural
Network from the images, and one using XGBoost (an open-source software library which provides
a regularizing gradient boosting framework [17]) after feature extraction from the JSON, and
averaged the prediction results on each of the remaining data points to obtain this final meta-
information. Because many websites are not fit to be used in our project, we used the same approach
to predict the probability of a website being good. We could then only keep data points above a
given threshold and work with a much cleaner dataset. Elements are: container, video, li, button,
link, text, list, linebreak, image, heading, input, paragraph, and unknown.

Model Training and Hyperparameters. The GPT model was created from scratch and trained
using the minGPT library using PyTorch [73] with the following options:

• Block size=256: this hyperparameter, expressing the length of the bit string, is set to this value
that is common for both the input and the output which should have the same length; the
output cannot be shorter than the input [81]. It is also the minimal value for the convolutional
block that uses filters of this size.

• Number of layers=8: this hyperparameter is set to include all traditional layers such as
Transformer, TransformerEncoder, TransformerDecoder, TransformerEncoderLayer, Trans-
formerDecoderLayer,MultiHeadAttention, and MultiHeadAttentionForward.

• Embedding size=512: this hyperparameter is set to the minimum value typically found in
more recent NLP papers which use 512, 768, and 1024 [74], contrarily to older papers having
an embedding size of 300 conventionally.

• Number of heads=16: this hyperparameter is set to the value recommended by Michel et al.
[66] and by Jaime Sevilla and Villalobos [35] for Transformers.

• Batch size=32: this hyperparameter is set to the lower bound of the interval [32,...,512]
recommended for optimizing the generalization. When using a larger batch size, a signif-
icant degradation could be observed in the model quality, as measured by its ability to
generalize [40].

The model was trained for 50 epochs on a 2080Ti GPU. To transform the raw data into a token, we
convert the nested JSON structure into a flattened table, with a depth column to keep the nesting
information. Tag names were grouped into the following classes: ’CONTAINER’, ’VIDEO’, ’LIST
ITEM’, ’BUTTON’, ’LINK’, ’TEXT’, ’LIST’, ’LINEBREAK’, ’IMAGE’, ’HEADING’, ’INPUT’. Tag names
that did not belong to those classes were labeled as ’UNKNOWN’. The rest of the information in
the low-fidelity table is numbers, they were tokenized by digits.

5 CONTROLLED STUDY

This section firstly introduces the apparatus to evaluate: Instigator, an LLM-based software that
generates GUI layouts from a textual instruction and at composing its elements into a cohesive
layout (Fig. 1). Given textual instruction for a layout, the pre-trained language model of Instigator
generates a series of layouts that match the distribution of HTML elements on which it was trained.
To avoid jargon and to facilitate the understanding of this process by most stakeholders, who are
not necessarily experts, we used the term “searching” instead of “generating”.
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However, we do not know whether the GUI layouts returned by Instigator correspond to
layouts expected by practitioners (for example, 68.8% of the GUI layouts returned by Guigle were
relevant [6]; 81% of the GUI layouts returned by GuiFetch were relevant and suggestions can be
found for 65% of the initial GUIs [5]) and how they appreciate the composition of elements found
in these suggestions. The remainder of this section will successively define the various aspects
of our controlled study structured according to Ko et al. [43]: the participants, the tasks, and the
quantitative and qualitative measures.

5.1 Participants

Participants were recruited from a national and an international mailing list of ∼200 practitioners
in total, both mailing lists being maintained at Anonymous. An email was sent to the mailing lists
asking practitioners willing to assess Instigator. No compensation was offered to volunteers. To
select participants with representative coverage and experience, each volunteer was asked to:

• Fill in a GDPR-compliant demographic questionnaire, which includes statements about the
frequency of use of a computer, a smartphone, and a tablet (expressed on a 7-point rating
scale, 1=minimum, 7=maximum), as well as the number of years of experience in GUI layout.

• Position herself/himself on Costabile et al.’s [18] continuum of development expertise, which
consists of nine levels ranging from ‘Internet surfing’ (L1, where no genuine development
actually occurs) to ‘professional application development’ (L9). Each level defines both the
activities a practitioner is able to perform and the corresponding skills required to reach this
level. The levels are defined as follows:

Level
Customizing
components

WISYWIG
editing

Visual
editing

Markup
authoring

Snippet
programming

Single
language

programming

Unified
language

programming

Multiple
language

programming

Multiple
language

and paradigm
programming

Activity

Experience

1 2 3 4 5 6 7 8 9

Beginner Intermediate Expert

Fig. 6. The nine development expertise levels from [18].

(1) Customizing components: practitioners adjust existing GUI layouts by setting values to
parameters, such as customizing service preferences, adaptation, and display.

(2) WYSIWYG editing: practitioners edit the GUI layout in a WYSIWYG editor.
(3) Visual editing: practitioners create GUIs visually by adding, customizing, and connecting

components, such as in mashup editors and component-based editors. Visual editing is
possible without having learned programming, but often requires a basic understanding of
the programming paradigms (e.g., imperative, declarative, functional).

(4) Markup authoring: practitioners design GUI layouts using plain markup languages. This
is code editing with a simplified markup language, which involves some minimal under-
standing of declarative programming.

(5) Snippet programming: practitioners copy, paste, and manually edit existing source code for
templates called snippets. This is performed within an editor that automatically generates
source code to be tweaked afterward.

(6) Single language programming: practitioners have sufficient knowledge of a single program-
ming language and they are able to develop a piece of functionality from scratch.

(7) Unified language programming: practitioners have sufficient knowledge of a single pro-
gramming language, which can be used to create all necessary components of an entire
interactive application.
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Fig. 7. Design experience of participants: expertise level [18] (left) and the number of design years (right).

(8) Multiple language programming: practitioners have a thorough command of several pro-
gramming languages and combine them. The difference with respect to the previous level
is that developers need to master and integrate several languages together to produce an
interactive application.

(9) Multiple language and paradigm programming: practitioners are professional programmers
as they combine several different technologies to entirely build an interactive application.
Programming paradigms can be declarative, imperative, or multi-paradigm (e.g., declarative
for the GUI and imperative for the controller).

While this scale was primarily invented to express the level of development expertise of a
developer, we used it as it mentions software that are typically used by practitioners at each level,
thus making the test concrete even for somebody having little or no development expertise. After
discarding outliers (e.g., not satisfying the conditions, not fulfilling a complete evaluation), we
recruited thirty-four (𝑁=34) participants (11 female, 23 male, and 0 identified as gender variant/non-
conforming) aged between 22 and 56 years old (𝑀=36.51, 𝑆𝐷=9.91,𝑀𝐷=35 years). Participants were
coming from 11 countries located on four continents: North America, Latin America, Europe, and
Africa. Participant occupations included various domains of human activity, such as management,
social sciences, design science, education, law, and office administration. Their device usages were
distributed as follows on a 7-point Likert scale (1=strongly disagree to 7=strongly agree): computer
(𝑀=6.89, 𝑆𝐷=0.4), smartphone (𝑀=6.49, 𝑆𝐷=0.98) and tablet (𝑀=3.74, 𝑆𝐷=2.09). They reported
level of expertise ranging from 1 to 9 (𝑀=5.64, 𝑆𝐷=3.16, Fig. 7, left) and between 0.5 (min) and 28
years (max) of GUI design experience (𝑀=9.98, 𝑆𝐷=9.06, Fig. 7, right). No one has ever seen or
used Instigator in any circumstance.

5.2 Tasks

We devised four tasks to be carried out by each participant:
(1) A discovery task, in which participants attended a 2:33 min. demonstration video (see the

supplementary material) and then interacted freely with the Instigator for five minutes,
starting from a clean Prompt stage (➊ in Fig. 1). They did not receive any specific instruction
or information.

(2) A warm-up task, in which participants had to design the homepage of an electronic commerce
website in a free manner with Instigator. Although no time limit was imposed, a 15-minute
slot was recommended. Participants were instructed to design a GUI to their best knowledge
from the initial stage to the final (➎ in Fig. 1).

(3) A GUI layout search and ranking task, in which participants had to search for Instigator GUI
layouts and to order them in decreasing order of their relevance to a given instruction (e.g.,
“Build a section with 5 images, 5 paragraphs, and 5 buttons” - Fig. 8). For the 21 instructions
tested (see first column of Table 2), we extracted three subsets of Instigator-generated
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 Test number (121)  Instruction

 Order suggestions in decreasing order of 
their relevance by drag and drop

Randomly arranged GUI designs returned by INSTIGATOR
mixing three relevance levels (low, medium, high)

Fig. 8. Example of a testing sample.

layouts with three levels of relevance (i.e.,, low, medium, high - see file Instigator-rankings.pdf
in the supplementary material for details). The instructions and their stimuli were randomly
presented in a web application that allowed participants to arrange the stimuli by drag and
drop (see Fig. 8 for a test sample). The setup was a within-subject design with 21 instructions
× 7,8 stimuli = 165 trials (56 for a function + 54 for contents + 55 for a function combined
with contents).

(4) An evaluation task, in which participants were instructed to fill in a UEQ+ questionnaire (User
Experience Questionnaire) [86], a modular extension of UEQ in which we selected 13 scales
covering general aspects, pragmatic and hedonic qualities according to suggestions made by
Schrepp [85], i.e., Attractiveness, Efficiency, Perspicuity, Dependability, Stimulation,
Usefulness, Novelty, Adaptability, Usefulness, Value, Visual Aesthetics, Intuitive
Use, Trustworthiness of Content, and Quality of Content to focus on evaluating
the user experience of participants interacting with Instigator. Free comments could be
added. We justify the use of UEQ+ for the following reasons: it explicitly covers pragmatic
and hedonic dimensions of user experience (Fig. 13), not just usability, it consists of several
scales to be analyzed individually and globally, there are analysis instruments and published
norms for interpreting their results, which is not the case for other similar methods1.

5.3 Quantitative andQualitative Measures

In addition to the demographic information collected from the participants at the beginning
of the session, we recorded their rankings for the search task and their answers to the scales
for the evaluation task. The search task returned the participant’s ranking, an integer variable
defined as follows: ∀ instruction 𝐼𝑖 ∀𝑖 ∈ {1, . . . , 21}, ∀ stimulus 𝑆𝑖 𝑗 ∀𝑗 ∈ {1, . . . , 7 𝑜𝑟 8}, 𝑅𝑖 𝑗 =
participant’s ranking of the 𝑗𝑡ℎ stimulus of the 𝑖𝑡ℎ instruction, where 𝑅𝑖 𝑗 ∈ {1, . . . , 7 𝑜𝑟 8}. Similarly,
Instigator’s GUI layouts were assigned to a system ranking based on their relevance (see the

1See https://measuringu.com/pragmatic-hedonic/
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rankings in Instigator-rankings.pdf). The evaluation consists of a series of scales, where: ∀ scale
𝑆𝑖 ,∀𝑖 ∈ {1, . . . , 𝑛} decomposed in𝑚𝑖 subscales 𝑆𝐶𝑖 𝑗 ,∀𝑗 ∈ {1, . . . ,𝑚𝑖 } or items to be evaluated (e.g.,
the scale Attractiveness is decomposed in four subscales: annoying vs. enjoyable, bad vs. good,
unpleasant vs. pleasant, and unfriendly vs. friendly), each subscale 𝑆𝐶𝑖 𝑗 being a differential scale
with 7 points between items of each pair (e.g., annoying o o o o o o o enjoyable). We measure each
subscale 𝑆𝐶𝑖 𝑗 employing a 7-point Likert scale with response categories “Strongly disagree” (=1) to
“Strongly agree” (=7). For each 𝑆𝑖 , we have in addition:

(1) Subscale score (SS): an ordinal integer variable that measures the score for each subscale
𝑆𝐶𝑖 𝑗 of a scale 𝑆𝑖 , ranging from 1=“Strongly disagree” to 7=“Strongly agree”.

(2) Subscale importance (SI): an ordinal integer variable that measures the weight for each
subscale 𝑆𝐶𝑖 𝑗 of a scale 𝑆𝑖 , ranging from 1=“Least important” to 7=“Most important”.

(3) Scale mean score (SMS): a real variable that measures the average score obtained on
all subscales 𝑆𝐶𝑖 𝑗 of a scale 𝑆𝐶𝑖 for all participants, ranging from -3=“Mostly negative” to

+3=“Mostly positive” calculated as follows: SMS(𝑆𝐶𝑖 ) =

𝑚∑
𝑗=1

SS(𝑆𝐶𝑖 𝑗 )

𝑛
− 4,∀𝑖 ∈ {1, . . . , 𝑛}, where

4 is the scale median.
(4) Scale mean importance (SMI): a real variable that measures the average weight of impor-

tance of all subscales 𝑆𝐶𝑖 𝑗 of a scale 𝑆𝐶𝑖 for all participants, ranging from -3=“Mostly negative”

to +3=“Mostly positive” computed as follows: SMI(𝑆𝐶𝑖 ) =

𝑚∑
𝑗=1

SS(𝑆𝐼𝑖 𝑗 )

𝑛
−4,∀𝑖 ∈ {1, . . . , 𝑛}, where

4 is the scale median.

5.4 Ranking of GUI Layouts

To assess the relevance of the GUI layouts returned by Instigator with respect to the search
instruction, we compared Instigator rankings and participants’ rankings with four measures
(Table 2): a cosine similarity to test the similarity between the rankings, a Pearson’s 𝜌 coefficient to
investigate potential correlation, and a Wilcoxon test to determine whether there is any significant
difference between the conditions.
We compute the cosine similarity [49] between vectors expressing the Instigator rankings

and the participants’ rankings averaged for each instruction. Cosine similarity was chosen for
its simplicity of interpretation and its large adoption [96], along with other properties such as
independence from vectors’ length making it independent of the layout size. The measure 𝑆𝐶
computes the cosine of the angle between the vector of Instigator rankings and the vector of
participants’ averaged rankings. A value of 0 means that the two vectors are 90 degrees from each
other (orthogonal) and have no match. The closer the cosine value to 1, the smaller the angle
and the greater the match between vector similar (positive co-linear) vectors. The first column of
Table 2 shows that the individual values, ranging from 0.88 to 0.98, are all very high, suggesting
significant goodness of fit between Instigator rankings and participants’ rankings, expressing
their perception of the adequacy of the same items to the given instructions. For example, “Build a
section of type navbar” received the highest score 𝑆𝐶=0.98, meaning that the angles between the
two vectors could be said 98% similar: when Instigator produced a layout with a low, a medium,
or a high relevance to the instruction, participants mostly recognized the same relevance. This very
high value is obtained because participants share a common representation of what a good layout
is for this instruction. “Build a section with 2 inputs, 1 button, and 2 paragraphs” received the
lowest 𝑆𝐶=0.88 as there are multiple ways to arrange the individual GUI elements into a cohesive
layout and because this was interpreted as have the paragraphs below or after the button, which
is unusual. This instruction was deliberately proposed as it is ending with a paragraph, which
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is supposed to appear sooner in the instruction. Apparently, Instigator returns a worse result
when the instruction mixes the structures. On the contrary, it returns a better result when the
instruction contains progressively finer structuring elements: putting a paragraph at the beginning
of an instruction is structuring.
We compute a two-tail Pearson’s 𝜌 coefficient with 𝛼=0.05. The second column of Table 2

shows a highly significant correlation for most instructions (17/21 with 𝑝≤0.001∗∗∗). 2/21 instruc-
tions and 1/21 instruction received 𝑝≤0.01∗∗ and 𝑝≤0.05∗, respectively. Only “Build a section with
1 heading, 2 paragraphs, 2 images” did not receive any significant correlation as a potential confu-
sion between the grouping of paragraphs and images arose. Participants were wondering if these
elements were related, and therefore subject to grouping, or not. Seven instructions received a
high degree of correlation, five, a moderate one, and eight, a low degree. Overall, the degree for
all instructions is still moderate, thereby suggesting that Instigator rankings are correlated to
participants’ rankings.
We finally compute a Wilcoxon signed-rank test (with ties and continuity corrections and

1,000 iterations) for paired samples by aligning Instigator’ rankings and participants’ rankings
for the same instruction. No significant difference was found between the two series of rankings,
both individually for each instruction and globally for all instructions (see last column of Table 2).

5.5 Scale Mean Scores and Scale Mean Importances

This section provides an overview of the results that will be further detailed, scale by scale, in
Section 5.9. We compute and interpret participants’ responses to the selected scales with the UEQ+
data analysis tool to report the results in Table 3 and shown in Fig. 9 and Fig. 10, respectively, for
each scale on the reference interval [-3,+3] [87].
Overall, all scales were positively assessed above 0.76, thereby suggesting that the participants

judged Instigator fulfilling their expectations regarding these 13 aspects. Perspicuity (𝑀=2.06,
𝑆𝐷=1.10) and Intuitive Use (𝑀=1.88, 𝑆𝐷=1.10) received the two highest scores along with high
importance (𝑀=2.0, 𝑆𝐷=1.0 and 𝑀=2.03, 𝑆𝐷=1.04, resp.). The importance of all scales was also
uniformly positive above 1.12. Adaptability (𝑀=0.76, 𝑆𝐷=1.39) and Visual Aesthetics (𝑀=0.77,
𝑆𝐷=1.29) were judged by the participants as being the less convincing aspects of Instigator, while
being of relative importance (𝑀=1.5, 𝑆𝐷=1.22 ; 𝑀=1.12, 𝑆𝐷=1.28, resp.). Usefulness (𝑀=1.67,
𝑆𝐷=0.99) was estimated as the most important scale (𝑀=2.24, 𝑆𝐷=0.92), followed by Intuitive
Use (𝑀=1.88, 𝑆𝐷=1.10) which also received a highly positive mean score (𝑀=2.03, 𝑆𝐷=1.04). As
the scale mean scores are significantly different from each other (a Kruskall-Wallis test gives
𝐻stat=155.94, 𝐻ties=166.71, df =12, 𝑝≤0.0001∗∗∗∗), we compute a Nemenyi pair-wise test to find the
scales that differ (the results of Table 4 are reproduced in Fig. 9). We compute Cohen’s 𝑑 coefficient
for determining the effect size (8 small, 15 medium, and 5 large). Similarly, we compute a second
Kruskall-Wallis test to determine whether any significant difference exists between scale mean
importances. We find out only one difference: Usefulness is significantly larger than Visual
Aesthetics (𝑅crit=120.60, 𝑆𝐷=21.90, 𝑞stat=5.50, 𝑝≤0.0067∗∗).

Cronbach’s 𝛼 ranges from 0.73 forDependability to 0.95 for Visual aestheticswith nine scales
interpreted as ‘Excellent’, three scales as ‘Good’ and only one as ‘Acceptable’ (Table 3), the mean
being equal to 0.89, interpreted as ‘Good’, almost as ‘Excellent’. Despite their varying expertise
level and design experience, participants answered the scales in a consistent way. To assess the
internal consistency of participants for the subscale importance, we compute three measures:
Cronbach’s coefficient 𝛼=0.82 (interpreted as ’Good’), Spearman’s rank correlation coefficient
𝜌=0.93 (interpreted as ‘Very strong’, the highest value), and Guttman’s reliability 𝜆2=0.95 (computed
with 2,000 iterations and interpreted as ‘Very high’). This internal consistency establishes a sound
basis for the discussion of the results.
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Fig. 9. Scale Mean Scores (SMS) obtained for Instigator. Error bars show a confidence interval of 95%.

Significance level: 𝑝≤0.05∗, 𝑝≤0.01∗∗, 𝑝≤0.001∗∗∗, n.s.=not significant.
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Fig. 10. Scale Mean Importances (SMI) for Instigator. Error bars show a confidence interval of 95%.
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Fig. 11. Benchmarking of the six main scales.

5.6 Benchmarking of Scales

Schrepp et al. [86] mention intervals that are more precise than the 3 zones (bad, neutral, good in
Fig. 9) initially defined to interpret some scales, based on a benchmarking performed on a set of
evaluations. Fig. 11 shows the distribution of the six scales, decomposed into five intervals based
on this benchmarking: bad, below average, above average, good, and excellent. Perspicuity and
Novelty are rated as ‘Excellent’, Efficiency is rated as ‘Good’, and Attractiveness, Depend-
ability, and Stimulation are rated as ‘Above the average’, all these being positive signs of their
appreciation.

5.7 Key Performance Indicators

Another recent development of UEQ+ is the construction of the Key Performance Indicators (KPI)
extension [32]. The KPI combines the subjectively perceived importance of user experience factors
and the results of the UEQ+ into one figure to better understand the relationship between the
scale mean scores and their importance. The mean KPI (𝑀=1.51, 𝑆𝐷=0.67) is above the positive
threshold of 1. Although the theoretical value of the KPI is its value is again in an interval [-3, +3],
Hinderks et al. [31] empirically determined that the practical value range is between -0.286 and
2.14. Having a mean 𝐾𝑃𝐼𝑀=1.51, we could estimate that the overall KPI estimation is quite positive
for Instigator. Two individual KPIs are low, 𝐾𝑃𝐼6=−0.10 and 𝐾𝑃𝐼30=0.19, which means that these
two participants estimated some scales as irrelevant or less important and therefore rated them
with corresponding lower values. Six individual KPIs are more positive, but below the threshold of
1, i.e.,, 𝐾𝑃𝐼5=0.98, 𝐾𝑃𝐼15=0.76, 𝐾𝑃𝐼19=0.76, 𝐾𝑃𝐼21=0.91, 𝐾𝑃𝐼25=0.76, and 𝐾𝑃𝐼32=0.78, the remaining
26 participants being above the threshold and 15

34=44% above the mean KPI.

5.8 Importance Performance Analysis

The Importance-Performance Analysis (IPA) [30] aims to assign every scale to four different
quadrants determined by two methods: (1) a differentiation by the coordinate origin at (0, 0), which
is represented by a solid green line in Fig. 12; (2) a differentiation by the coordinate origin in the
mean value of all scale values (𝑀Performance=1.48, 𝑀Importance=1.76, two very high values), which
is represented by a green dotted line in Fig. 12. With respect to the first method, all scales are
located in the first quadrant “Q1=Keep Up the Good Work“. With respect to the second method
which is more demanding than the first one, six important scales remain in the top quadrant
“Q1=Keep Up the Good Work“: Usefulness, Intuitive Use, Perspicuity, Quality of Contents,
Trustworthiness, and Efficiency as sorted in decreasing order of their preference. Novelty is
located in “Q2=Possible Overkill”, thereby suggesting that the novelty of the process supported by
Instigator is certainly original, but perhaps overestimated. Four scales are located in “Q3=Low
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Priority”: Adaptability and Visual Aesthetics –which were already identified as such in the KPI
analysis–, and Stimulation and Value. This scale, along with the two remaining scales located in
“Q4=Concentrate Here”, i.e., Attractiveness and Dependability are very close to the mean.

5.9 Individual Scale Analysis

Having accumulated the various results obtained with the different instruments, this section now
discusses each scale individually in detail by gathering all results per scale.

Attractiveness. This scale is the most important among all scales as it captures “a user’s general
impression” of Instigator, one of the three dimensions of user experience, and the top scale of
UEQ+ structure (Fig. 13). The perceived attractiveness is considered to be the result of an averaging
process of the perceived quality of the software with respect to the relevant aspects in a given
usage scenario [50]. The mean score (±SD) of Attractiveness was 1.45 (1.37) with high mean
importance (±SD) of 1.85 (1.09), all these figures belonging to the positive zone (Fig. 10), thus
being interpreted as a good assessment. This assessment is also supported by an ’Above average’
position in the benchmarking (Fig. 11) and by Q1 and Q4 positions (Table 1). All these results
concur with a positive assessment of this scale, being credible by an excellent internal consis-
tency of participants (𝛼=0.90). This perceived attractiveness is suggested to be good enough to be
incorporated into a user interface design process, especially with expected GUI layouts (Section 5.4).
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Fig. 12. Importance Performance Analysis of Instigator.

Scale Center
(0,0) Mean

Attractiveness Q1 Q4
Efficiency Q1 Q1
Perspicuity Q1 Q1
Dependability Q1 Q4
Stimulation Q1 Q3
Novelty Q1 Q2
Adaptability Q1 Q3
Usefulness Q1 Q1
Value Q1 Q3
Visual Aesthetics Q1 Q3
Intuitive Use Q1 Q1
Trustworthiness of Content Q1 Q1
Quality of Content Q1 Q1
Table 1. Assignment Scales to IPA

quadrants according to the two meth-

ods: Q1=“Keep Up the Good Work”,

Q2=“Possible Overkill”, Q3=“Low Priority”,

Q4=“Concentrate Here”.

Efficiency. This scale is considered to be a pragmatic quality of user experience and is “goal-
directed” (its assessment is based on tasks that can be performed with Instigator) [86]. Efficiency
(𝑀=1.67, 𝑆𝐷=1.54) belongs to the positive zone with its high importance (𝑀=1.82, 𝑆𝐷=1.00), is
interpreted as ’good’ in the benchmarking and is located in Q1 in both scenarios, with a good
interrater consistency (𝛼=0.88). This perceived efficiency suggests that participants felt quick
enough to search for GUI layouts and to find them in order to incorporate them into the rest of the
design process. This efficiency is appreciated in the capability to decompose a suggested layout
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Attractiveness

Pragmatic Quality

Perspicuity Efficiency Dependability

Hedonic Quality

Stimulation Novelty

Fig. 13. Scale structure of UEQ+ [85, 87].

into elements that can be edited independently of each other, therefore not forcing the practitioner
to either completely adopt a layout or reject it.

Perspicuity. This scale expresses to what extent participants considered it easy to get familiar
with Instigator and to learn how to use it. Therefore, it is also considered a pragmatic quality that is
an important part of the user experience and is “goal-directed” [86]. Perspicuity (𝑀=2.06, 𝑆𝐷=1.10,
the highest mean score of all scales) belongs to the positive zone with its very high importance
(𝑀=2.00, 𝑆𝐷=1.00), is interpreted as ’excellent’ in the benchmarking and is the rightmost scale in
Q1 in both scenarios, with an excellent consistency (𝛼=0.93). This perceived perspicuity suggests
that participants felt extremely comfortable with the way Instigator is run and the way the
process is structured in steps, which they considered to be the fundamental quality, far more than
other factors (Perspicuity is significantly higher than 6 other scales in the bottom part of Fig. 10)

Dependability. This scale expresses to what extent participants felt in control of Instigator.
Therefore, it is considered as the third pragmatic quality (Fig. 13 and is “goal-directed” [86].Depend-
ability (𝑀=1.38, 𝑆𝐷=1.20) belongs to the positive zone with high importance (𝑀=1.85, 𝑆𝐷=0.73),
is interpreted as ’Above average’ in the benchmarking and is located in Q1 and Q4 in the scenarios,
with an acceptable consistency (𝛼=0.74). This perceived perspicuity suggests that participants had
a moderate illusion of being in control of Instigator, which is defined as an explicit dialog control,
the best configuration. This should be mitigated by a potential loss of control when defining the
instruction. How the controlled vocabulary could be used for instruction should be improved. For
example, “Build a section of type form” is moderately controllable and predictable as “type” could
have multiple meanings: typing a password is different from typing a city name or a specific term
like a person’s name to be used as input by a local search tool. The instruction “Build a section with
3 images and 3 paragraphs” generates paragraphs placed under each image, while a more flexible
way would be to use additional constructs such as “Build a <content|navigation|album> section
with 3 images and 3 paragraphs placed below” or using a direction indicator such as “ltr” (left
to right). Other options could refine the terminology: “image” could be attached to some refined
terms to specify the semantics, such as “photo”, “diagram”, “logo”, “chart” with some modifiers like
“big”, “small”, “medium”. This would give for example instructions structured as follows: “Build
an aside/main section with 2 small photos, 1 search input, 2 navigation links, and 1 download
button”, “Build a section with 5 images, 5 paragraphs 5 buttons by rows/columns”. Then, if “columns”
is chosen, Instigator could automatically generate 5 columns, each column having 1 image, 1
paragraph, 1 button.

Stimulation. This scale expresses to what extent participants felt motivated to use Instigator
in the context of work. Therefore, it is considered a hedonic quality (Fig. 13 and is not “goal-
directed” [86]. Stimulation (𝑀=1.24, 𝑆𝐷=1.39) belongs to the positive zone with high importance
(𝑀=1.38, 𝑆𝐷=1.14), is interpreted as ’Above average’ in the benchmarking and is located in Q1 and
Q3 in the scenarios, with a good consistency (𝛼=0.83). This perceived stimulation suggests that
participants were motivated enough to consider Instigator in their context of work, particularly
when they search for inspiration (e.g., for novice practitioners) or for comparison (e.g., for expert
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practitioners). Although the participants recognized the advantage of being fed with GUI layouts,
they were concerned about being forced to always reuse the same layouts that can be found
elsewhere and not being creative enough, which limits their stimulation.

Novelty. In our study, this scale expresses to what extent participants felt that searching for
GUI layouts in this way is novel and original enough to warrant their practical use. It is the second
hedonic quality of UEQ+. Novelty (𝑀=1.83, 𝑆𝐷=1.33) belongs to the positive zone with high
importance (𝑀=1.62, 𝑆𝐷=1.24), is interpreted as ’excellent’ in the benchmarking and is located
in Q1 and Q2, with an excellent consistency (𝛼=0.93). This perceived stimulation suggests that
participants felt convinced that Instigator was supporting them in a novel way, but that this
could be overestimated (Q2) because they never saw any similar software. Note that this surprise
effect has been identified at a time before ChatGPT was released end of November 2022.

Adaptability. This scale expresses the extent to which participants felt that Instigator could
be adapted to a wide range of personal parameters, such as their own development expertise
level or individual way of working. Adaptability (𝑀=0.76, 𝑆𝐷=1.39) belongs to the neutral
zone (Fig. 10) with moderate importance (𝑀=1.50, 𝑆𝐷=1.22) and is located in Q1 and Q3, with an
excellent consistency (𝛼=0.93).Adaptability is also significantly lower than five other UEQ+ scales
(Fig. 10), which makes it one of the lowest priority factors. This perceived adaptability suggests
that participants felt that Instigator should be made more adaptable to their own parameters
and context of work. Indeed, Instigator returns always the same layouts for the same instruction
without taking into account previously used layouts, preferred layouts, or layouts depending on
other conditions. While consistency is certainly appreciated in this process, each time a GUI layout
is selected, composed or edited (Fig. 1) should update the results, e.g., by reinforcement learning to
adapt the process [94] and to improve the affordance [58].

Usefulness. This scale expresses how useful the participants felt the Instigatorwas in searching
for GUI layouts. Usefulness (𝑀=1.67, 𝑆𝐷=0.99) belongs to the positive zone with the highest
importance among all scales (𝑀=2.24, 𝑆𝐷=0.92, with the maximal median 𝑀𝑑𝑛=6.5) and is located
highest in Q1=“Keep Up the Good Work” in both scenarios, with an excellent consistency (𝛼=0.91).
These results are particularly important since the main goal of Instigator lies in its usefulness
first before guaranteeing its user experience. This perceived usefulness suggests that participants
recognized the main advantages brought by Instigator, mainly the suggestion and the capability
to edit them.

Value. This scale expresses to what extent the participants felt that Instigator adopted a
professional look & feel and is of high quality enough to admit an added value in using it. Value
(𝑀=1.34, 𝑆𝐷=1.22) belongs to the positive zone with high importance (𝑀=1.71, 𝑆𝐷=1.02) and is
located in Q1 and Q3, with an excellent consistency (𝛼=0.90). This perceived value suggests that
participants felt that Instigator was quite valid from a professional rendering point of view,
although they agreed that this was not the priority (since located in Q3), as if the current state of
the Instigator Look & Feel did not call for negative comments.

Visual Aesthetics. This scale expresses to what extent the participants agree to recognize
Instigator as having an aesthetically pleasing presentation and behavior. In our case, aesthetic
quality can apply both to Instigator and to the layouts produced by that software. The aesthetic
quality of the produced layouts could very well have been evaluated, notably by tools such as
Questihm [108] or AIM [71]. The Visual Aesthetics (𝑀=0.77, 𝑆𝐷=1.29) belongs to the medium
zone with the lowest, yet positive, importance (𝑀=1.12, 𝑆𝐷=1.28) and is located in Q1 and Q3, with
an excellent consistency (𝛼=0.95). Visual aesthetics as perceived by the participants suggest that
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this factor is sufficient for the purpose of producing GUI layouts without touching the aesthetics
of the produced layouts themselves since they are widely varying and inevitably affect the GUI
usability.

Intuitive Use. This scale expresses the extent to which participants were able to interact with
Instigator in the search task assigned to them with minimal use of any form of assistance, help, or
guidance. Intuitive Use (𝑀=1.88, 𝑆𝐷=1.10) belongs to the positive zone with the second highest
importance (𝑀=2.03, 𝑆𝐷=1.04) and is located in Q1 for both scenarios, with a good consistency
(𝛼=0.89). This perceived intuitiveness suggests that participants benefit from the discovery and the
warm-up tasks (Section 5.2 to properly interact Instigator and that this familiarisation period
was enough for them to manage with the software, which represents a lightweight introduction.

Trustworthiness of Content. This scale expresses the extent to which participants believed
that the layouts generated by Instigator are of good quality and reliable. Trustworthiness of
Content (𝑀=1.68, 𝑆𝐷=1.09) belongs to the positive zone with high importance (𝑀=1.85, 𝑆𝐷=0.88)
and is located in Q1 for both scenarios, with an excellent consistency (𝛼=0.90). This perceived
trustworthiness suggests that participants believed that produced GUI layouts are of enough quality
in general and that they remain in this good quality over time. They are likely to trust Instigator.

Quality of Content. This scale expresses the extent to which participants believed that the
layouts generated by Instigator are actual and well-designed. Quality of Content (𝑀=1.49,
𝑆𝐷=1.09) belongs to the positive zone with high importance (𝑀=1.88, 𝑆𝐷=0.83) and is located in
Q1 for both scenarios, with an excellent consistency (𝛼=0.90). This perceived quality of content
suggests that participants estimated that the layouts are representative enough of actual layouts
found on up-to-date websites.

6 POSITIONING, LIMITATIONS, VALIDITY THREATS, AND PERSPECTIVES

This section first positions Instigator with respect to other tools of this state-of-the-art (Section
6.1), then discusses some limitations of this software and its evaluation as we conducted it (Section
6.2), some threats to validity (Section 6.3), and finally proposes some perspectives for improving
future similar tools (Section 6.4).

6.1 Positioning Instigator with respect to Prior Works

Instigator can be compared in terms of similarities and differences to prior works for searching
GUI layouts, whether they are based on machine learning or not.
Combine the computational design with a data-driven approach. Computational de-

sign [72] generates GUI layouts using an algorithm [24, 95] while data-driven approaches determine
them by clustering and classifying a dataset [21, 53] and/or by visualizing it [6, 56]. Instigator
combines both a GPT-generated language model and a dataset, where each GUI layout can be com-
posed, edited, and stored in a GUI model, such as in [76]. Whereas Scones [34] and Stylette [41]
generate sketches from text and restyle layouts, resp., Instigator introduces a language model of
the contents, the structure, and the properties of GUI layouts.

Search by natural language. Search in datasets has been achieved primarily by code [38, 77],
by keywords [79], by image, sketch [107] or wireframe [10, 13], by component [6, 22], and by visual
exploration [56]. These are potentially time-consuming tasks because practitioners do not quickly
find GUI layouts that are relevant to their project [13]. Most recently, RaWi [45, 46] proposed a data-
driven GUI prototyping approach that retrieves GUI layouts from a large-scale semi-automatically
created GUI dataset for mobile apps using natural language.
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Free oneself from the constraint of having a GUI layout as input. Several tools take a
GUI layout, expressed as a hand-drawn sketch [26], an image [6]), or a wireframe [5] as input for
their search and retrieval. This form of input assumes that the user has already thought in terms
of the physical layout before thinking in terms of content and that she has already a clear idea
of the desired layout, whether it is a partial or complete layout. This assumption does not hold
precisely for novice designers who have little or no experience, but also for other stakeholders who
have no design background and rely solely on their user experience and wish to look for some
inspiration [29]. In contrast, Instigator does not impose this constraint and offers the end user to
search in terms of contents independently of any layout.
Maximize autonomy with respect to the level of fidelity. Any visual representation of a

GUI layout inevitably implies some fidelity, which can span several levels [65] (low, medium, high,
or mixed [19]). A sketch is typical of low to medium fidelity; a wireframe also spans from low
to medium fidelity but could go up to high if GUI elements are finely represented. A screenshot
is always high-fidelity (e.g., screenshots in [5, 6] are tied to Android Look & Feel), but can be
transformed into another level [19] or editable representation [56, 91]. Some tools are limited to
only one level of fidelity, while some others benefit from several levels of fidelity (e.g., VINS [10]
supports both low-fidelity and high-fidelity; SketchiXML [19] forces the designer to lay out a GUI
in low-fidelity and automatically switch to medium-fidelity or high-fidelity at runtime but still
requires some level of fidelity). In all cases, there is a dependence on some level of fidelity that is
no longer needed when layouts can be searched by natural language in terms of contents, not in
terms of physical properties. Instead of imposing a certain level of fidelity, Instigator defers the
decision to rely on a given level of fidelity by allowing the user to think first in terms of content
and structure, and later in terms of fidelity.

Maximize autonomy with respect to the target platform. Several tools focus on GUI layouts
for one target platform, device, or operating system at a time, often with the same fixed resolution.
For instance, VINS [10] targets mobile designs, Ge [26] targets mobile designs for Android. On the
contrary, Instigator is expected to be as independent as possible from any target platform as GUI
layouts resulting from the query could be suitable for one or multiple platforms, and later refined.
When it comes to tailoring a design for a particular platform, this specification could be entered in
natural language to restrict the scope of admissible designs.
Search GUI layouts also by dissimilarity. Several tools retrieve a list of GUI layouts that

are considered similar to the initially provided or imaginary GUI layout, whatever the search
method, thus privileging similarity as the key factor. Instead, Instigator relaxes this constraint
by suggesting alternate GUI layouts having layouts different from the input, provided that the
GUI contents and structure are preserved to some extent, thus enabling the exploration of a larger
design space than a space explored by similarity only.
Ensure continuity throughout the design process. One of the most common processes for

GUI layout is to start with a low-fidelity GUI layout and then progressively refine it to reach a
high-fidelity prototype [13, 19]. This is not only to support the iterative design but also to better
support a participatory design in which stakeholders provide more feedback on the current design
as it evolves from one level of fidelity to another [82].

6.2 Limitations

Despite Instigator’s success in providing an adequate layout with respect to instructions provided
by users, several improvements could be brought to the application in order to improve its efficiency
or overall quality.
What Instigator can generate is what Instigator was trained for. First, tags used to

train Instigator are limited to the eleven classes of GUI elements (see a reminder in the top
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left of Fig. 2). Therefore, GUI layouts are limited by these elements only, thereby leaving other
elements unsupported. For example, custom widgets found in APIs or libraries are left unsupported.
JavaScript code for GUI widgets is also left unsupported. Second, an instruction submitted to
Instigator could effectively include elements belonging to these classes, but in a structure that
has not been found in the training set, thus returning weird combinations of elements or layouts
missing some elements. While the instruction could, in theory, incorporate any structure of GUI
elements, Instigator will in practice generate layouts that have only been trained beforehand.
Instigator has been pre-trained and remains as it is, thereby meaning that there is no long-term
memory that learns from each instruction. No reinforcement learning is included.

Limited instruction size. Transformer architectures accept a limited size for input, e.g., 2,048
tokens for GPT-3. Consequently, the user cannot enter a too-long instruction as input for the
output.

Lack of explainability. Instigator is prone to the same problems many neural networks face:
their inability to explain and interpret why certain inputs result in specific outputs, e.g., why a
layout does not match the instruction.
Single modality for user interaction. Users can currently enter instructions to Instigator

only through textual interaction in a partial language. Although textual interaction through the
keyboard is the most common way of interaction today, instructions can be recognized by speech-
to-text CMUSphinx, but that was rarely used. The major limitation lies in the perception of the
language. While experts used the vocabulary they knew, the others did not know exactly what
terms could be accepted in the language and what their syntax was. These limitations concern
classical NLP challenges, such as discoverability (e.g., how to discover the language, its syntax, and
its relationship to the output), contextual understanding (e.g., an instruction could hold different
meanings depending on its structure), support for synonyms (e.g., “1 button” and its synonym “one
pushbutton” are both recognized but not made observable), and structure variations (e.g., how the
syntax could express the inclusion of GUI elements in a container was not clear enough: “Build a
section with 5 headings, 5 images, and 5 paragraphs” could refer to the same structure repeated
five times or to a structure with 5 headings first, then 5 images, then 5 paragraphs or a mixture of
them).
Only structure- and content-oriented results. Instigator currently outputs designs that

maximize the adequacy between the structure and content of the results and the instruction given
by the user. While this allows users to focus on the structural part of their design, the lack of styling
capabilities of Instigator makes it unsuitable for various users or workflows for which the design
and styling steps are not considered sequentially.

Web-only GUI layouts.While Instigator allows users to refine a layout to multiple platforms
(e.g., desktop, mobile), it only allows for the design of the structure and content of web-based
applications, making the design of other kinds of applications (e.g., native GUIs for iOS, Android
operating systems) currently beyond the reach of practitioners.

6.3 Threats to Validity

We explain the validity threats of our empirical study in terms of four categories: internal, external,
construct, and conclusion threats to validity [103].
Internal validity. The learning effect, the understandability of the GUI layouts in the 21

instructions, and the instrumentation validity must be considered. The learning effect was mitigated
by randomizing the order in which the 7-8 GUI layouts returned by Instigator were presented
for each instruction (Fig. 8). In a validation pre-test, the understandability of the instructions was
assessed and the experimental material was evaluated by an experienced researcher in HCI. We
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mitigated the instrumentation validity by using a specific application for testing that was aimed to
place any participant in a context comparable to web browsing.

External Validity. The representatives of the results, and the size and complexity of instructions
that might affect the generalization of the results must be considered. The representatives of the
results could have been affected by the number of GUI layouts ranked. We believe that the GUI
layouts selected for this study can be considered as a baseline to obtain some indications of which
parts perform better results on the matching between Instigator and the participants. However,
the total number of GUI layouts cannot represent the whole GUI design space: layouts returned by
Instigator are only based on those used for training (see Figs. 2 and 3 for some examples). We
plan to conduct more studies with more and different conditions to increase the reliability of our
results. Regarding the size and complexity of the task, we decided to use relatively small tasks to
enable participants to complete the whole session within 30 minutes. Replications with different
and more complex GUI layouts are nevertheless needed to study the effect of their variables on the
observed results.
Construct Validity. The 13 UEQ+ scales and their associated measures used to evaluate the

UX of Instigator by the participants and the participants’ apprehension about being evaluated
must be considered. We mitigated the threat regarding the scales used by relying on the official
SAP’ UEQ+ modular version of UEQ [32, 85, 86], which calculations are based on relevant prior
research in UX evaluation that has been empirically validated on many UIs [30, 31, 87] Regarding
the participants’ possible apprehension about being evaluated, we believe that the Hawthorne
effect [64] was mitigated by two means: (1) instead of having an experimenter present the stimuli
in person in front of the participants, the participants ranked the stimuli directly alone in an
independent testing application (Fig. 8); (2) the participants were not evaluated on their own
performance but have been told to evaluate the GUI layouts returned by a software. Bias introduced
into the study by expectations on the part of the experimenter was mitigated by the warm-up task
that the participants had used and also by interacting with the participants before each session.
However, the scales’ answers can be influenced by how participants remember their previous
experience [51] and not by the real experience itself [47] or by the Hawthorne effect [64].

Conclusion Validity. With regard to conclusion validity, the data collection and the validity of
the statistical tests applied must be considered. With the purpose of decreasing the data collection
threat, the same data-extraction procedure was consistently applied in each session with each
participant thanks to the dedicated testing application. Regarding the statistical tests, proper tests
were performed to test our hypotheses [63]. To select the statistical tests, we considered the design
of the experiment and the nature of the variables and their assumptions according to Maxwell [62].
However, Laugwitz et al. [50] stated that the UEQ+ scales are in theory independent of each other,
which was not observed by Schankin et al. [84] who report some correlation between scales.

6.4 Perspectives

This section proposes some implications for improving the development of more supportive design
search engines based on the aforementioned limitations of Instigator and the results of its
evaluation. These perspectives can therefore feed a set of generative AI design practices [102].

Justify suggested GUI layouts on demand. Some search engines do not always return relevant
designs. For example, GuiFetch [5] found a suggestion in 65% of the cases. Image-, sketch- and
screenshot-based tools return only designs already existing in the dataset. For example, a GUI layout
from a dataset [26] is suggested only if it corresponds to the hand-sketched design. Instigator
always suggests some GUI layouts since they are built at run-time based on the prompt. To better
understand, and therefore accept or reject a design, users requested that more explanations [89]
should be provided on-demand justifying why a design is suggested, e.g., in terms of similarity, of
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matching the contents, the structure, and the properties when used. These parameters could be used
to control the design suggestion, such as Scout [92] in its feedback panel. If a design suggested by
Instigator corresponds to a previously crawled design, its source should be indicated. If a design
has been created from multiple sources, they should be mentioned.

Better support the comparison among GUI layouts. Wu et al. [105] pointed out the impor-
tance of comparing GUI layouts, namely by juxtaposing suggestions to designs coming from case
studies or from concurrence. Everything should be done to estimate the relative deviation between
suggested designs. While Instigator displays the designs in decreasing order of their matching
to the initial prompt, the deviation between two subsequent designs can be slight or important.
Therefore, two or more suggested designs should be compared against selected criteria, perhaps by
a Design Map [56]. For example, positioning each design in terms of aesthetic metrics could be
reinforced by displaying it on a color gradient indicating the positive and negative zones, which is
achieved by GuiComp [53] and Questim [108].
Introduce context-dependent layouts. If the context of use is defined as a triple (user,

platform/device, environment) [11], some tools are considered context-dependent (e.g., [26] is
platform-dependent as it returns Android mobile designs) while some others are considered context-
independent as they are agnostic of the target context (e.g., [13] manipulates platform-independent
wireframes). Similarly, Instigator manipulates GUI layouts that are agnostic of constraints im-
posed by the target context of use -which is an advantage - but should progressively incorporate
context-dependent constraints when needed. These constraints could restrict the scope of suggested
GUI layouts or adapt them accordingly. For example, accessibility constraints for diverse users,
screen constraints for diverse platforms or devices (e.g., for cross-device interaction), and physical
constraints for diverse environments.
Support transition from novice to expert. As for any language, whether programming or

natural, it is necessary to know its syntax to best exploit it. Although this syntax is based on GUI
elements with their names and properties, it may be familiar to an expert, but not to a novice. To
bring a novice to an expert level, the system could objectify the syntax with progressive examples
and a history of prompts and related GUI layouts, possibly shared by a local community or a global
crowd, to show the possibilities of the language.
Customize the suggestion of GUI layouts. Right now, Instigator remains consistent for

all users: the same GUI layouts are suggested for the same prompts. However, some stakeholders
want to personalize, to customize Instigator to their specific needs that are domain- or context-
dependent. Reinforcement learning [2] or multi-objective deep reinforcement learning to support
multiple criteria simultaneously [88] could be used to learn when and why a user has accepted
(positive reinforcement), rejected (negative reinforcement), compared, and preferred (preference
analysis) a suggested GUI layout to some others and tailor the system accordingly. Furthermore,
the user may want to incorporate final GUI layouts in the process to facilitate its reuse, and to
privilege its own designs, especially for compliance with style guide [20]. Since Instigator is
context-independent, it does not consider prompts related to a particular domain: “Build a form
with five sections composed of a label and an edit field” is admissible, but “Build a bank transfer
form” is not. Incorporating domain-specific aspects is feasible (e.g., topic modelling [55]) and should
enable the user to customize the language with these terms and to re-train Instigator accordingly.
Model re-training while taking into account user feedback could improve the robustness over time
and in user-dependent contexts.

Introduce diversification metrics. Another issue that may hinder the capabilities of Instiga-
tor to provide adequate GUI suggestions is the lack of diversity in outputs. This lack of diversity
may vary depending on the instruction entered on the prompt and may be mitigated for generic
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instructions. We advocate for the implementation of diversification mechanisms based on diversifi-
cation metrics [39, 98], which could potentially improve the adequacy of Instigator outputs with
respect to some instructions, especially in the context of comparison. The experiment conducted in
Section 5 deliberately included designs that are estimated to have high, medium, and low rankings,
but this is not sufficient to support diversification.

7 CONCLUSION

To address the research question of whether a large language model-based system for searching
GUI layouts would contribute needed serendipity to the design process and would not introduce
irrelevant layouts, this paper reports the results of a controlled study (𝑁=34) evaluating how
Instigator, an LLM-based system for searching GUI layouts of web pages by generative pre-
trained training, would return GUI layouts that are relevant and what would be the user experience
of practitioners interacting with it. Instigator is obtained by parsing the code of >100k web sites,
extracting their structure, and classifying their GUI elements to create a dataset of >500k individual
GUI elements, such as widgets, images, banners, icons, as well as how they are structured in forms,
menus, navigation bars, headers, footers. The transformer enables us to introduce a nearly natural
language that practitioners can use to search for GUI layouts by content, structure, and properties.

First, we found out that the rankings of GUI layouts produced by Instigator based on a given
instruction are highly correlated to the rankings expressed by the participants for the same layouts:
good layouts were perceived as such, as well as bad layouts. This contributes to answering the
sub-question of Instigator not producing any irrelevant layouts.
Second, we evaluated the user experience of Instigator with the 𝑁=34 practitioners, who

assessed thirteen scales of the UEQ+ evaluation method and their importance. After performing
a detailed inference analysis, a benchmarking of these scales, an analysis of key performance
indicators, and an importance-performance analysis, we concluded with an in-depth analysis of
each individual scale to pinpoint a list of scales sorted in decreasing order of their perceived quality:
perspicuity, intuitive use, usefulness, trustworthiness, and efficiency were the most appreciated
scale; novelty was also appreciated but perhaps overestimated due to a surprise effect; quality of
contents, attractiveness, and dependability were seen as encouraging to be improved; and value,
stimulation, adaptability, and visual aesthetics were the least appreciated scales, mainly due to their
low importance. After positioning Instigator with respect to prior works and based on our results,
we devise six perspectives for improving future tools that are similar to Instigator in principle.

Third, we demonstrated how any GUI layout returned by Instigator, in parts or whole, can be
edited and composed with other layouts and elements to form a final GUI that can be rendered in
high fidelity and transformed into code, which seems a seamless integration into the user interface
development life cycle. While we observed some limitations that are intrinsic to natural language
understanding, it still offers wide-ranging benefits to any practitioner. Through the development of
Instigator, we hope to leverage the capabilities of any stakeholder to effectively and efficiently
come up with quality GUI layouts that can be incorporated into the whole development life cycle.
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A RESULTS OF THE STATISTICAL TESTS

Instruction: Build a ... Cosine similarity Pearson correlation Wilcoxon test
𝑆𝐶 Similarity 𝜌 𝑝-value Degree 𝑧-score 𝑝-value

page with contents 0.98 Very high 0.61 ≤.001∗∗∗ High 0.22 0.82 (n.s.)
section of type hero 0.93 Very high 0.42 ≤.001∗∗∗ Moderate 0.092 0.92 (n.s.)
section of type navbar 0.98 Very high 0.50 ≤.001∗∗∗ High 0.24 0.80 (n.s.)
section of type footer 0.92 Very high 0.19 0.0014∗∗ Low 0.56 0.57 (n.s.)
section of type call-to-action 0.96 Very high 0.41 ≤.001∗∗∗ Moderate 0.050 0.99 (n.s.)
section of type form 0.93 Very high 0.33 ≤.001∗∗∗ Moderate 0.21 0.83 (n.s.)
section of type cards 0.98 Very high 0.64 ≤.001∗∗∗ High 0.29 0.76 (n.s.)
section with 3 images and 3 paragraphs 0.91 Very high 0.23 ≤.001∗∗∗ Low 0.13 0.89 (n.s.)
section with 2 images, 1 input, 4 links,
4 buttons

0.90 Very high 0.15 0.0013∗∗ Low 0.091 0.93 (n.s.)

section with 4 links, 1 image, 1 input, 1
button

0.93 Very high 0.27 ≤.001∗∗∗ Low 0.021 0.98 (n.s.)

section with 1 heading, 1 paragraph, 1
video

0.96 Very high 0.51 ≤.001∗∗∗ High 1.44 0.15 (n.s.)

section with 1 heading, 2 paragraphs, 2
images

0.89 Very high 0.14 0.023∗ Low 0.45 0.65 (n.s.)

section with 2 inputs, 1 button, 2 para-
graphs

0.88 Very high 0.063 0.29 (n.s.) 0.022 0.98 (n.s.)

section with 5 images, 5 paragraphs, 5
buttons

0.97 Very high 0.68 ≤.001∗∗∗ High 0.21 0.84 (n.s.)

contents with 2 paragraphs and 1 head-
ing

0.92 Very high 0.28 ≤.001∗∗∗ Low 0.037 0.97 (n.s.)

section hero with a heading, 2 images,
a paragraph, and 3 links

0.93 Very high 0.30 ≤.001∗∗∗ Moderate 0.11 0.91 (n.s.)

navbar with an image, 1 button, 4 links 0.98 Very high 0.60 ≤.001∗∗∗ High 0.25 0.80 (n.s.)
section of type cta with 1 image, 1 para-
graph, 1 heading, 1 link

0.93 Very high 0.22 ≤.001∗∗∗ Low 0.046 0.96 (n.s.)

form with 2 inputs, 2 buttons 0.98 Very high 0.55 ≤.001∗∗∗ High 0.21 0.84 (n.s.)
cards with 3 images, 3 paragraphs, 3 but-
tons

0.91 Very high 0.30 ≤.001∗∗∗ Moderate 0.038 0.97 (n.s.)

footer with 1 image, 8 links, 2 images 0.92 Very high 0.29 ≤.001∗∗∗ Low 0.081 0.94 (n.s.)
All instructions 0.60 High 0.36 ≤.001∗∗∗ Moderate 4.64 0.94 (n.s.)

Table 2. Correlation between participants’ rankings and Instigator rankings (𝛼=0.05 for all tests).

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. EICS, Article 178. Publication date: June 2023.



178:36 Paul Brie, Nicolas Burny, Arthur Sluÿters, & Jean Vanderdonckt

Scale Scale Mean Score Scale Mean Importance
𝑀 (Int., B.) SD Mdn 𝛼 (Int.) 𝑀 (Int.) SD Mdn

Attractiveness 1.45 (P, E) 1.37 2 0.90 (E) 1.85 1.09 6
Efficiency 1.67 (P, E) 1.54 2 0.88 (G) 1.82 1.00 6
Perspicuity 2.06 (P, E) 1.10 2 0.93 (E) 2.00 1.00 6
Dependability 1.38 (P, A) 1.20 2 0.74 (A) 1.85 0.73 6
Stimulation 1.24 (P, A) 1.39 1 0.83 (G) 1.38 1.14 6
Novelty 1.83 (P, G) 1.33 2 0.93 (E) 1.62 1.24 6
Adaptability 0.76 (M) 1.39 1 0.93 (E) 1.50 1.22 6
Usefulness 1.67 (P) 0.99 2 0.91 (E) 2.24 0.92 6.5
Value 1.34 (P) 1.22 1 0.90 (E) 1.71 1.02 6
Visual Aesthetics 0.77 (M) 1.29 1 0.95 (E) 1.12 1.28 5
Intuitive Use 1.88 (P) 1.10 2 0.89 (G) 2.03 1.04 6
Trustworthiness of Content 1.68 (P) 1.09 2 0.90 (E) 1.85 0.88 6
Quality of Content 1.49 (P) 1.09 2 0.90 (E) 1.88 0.83 6

Table 3. Scale Mean Scores and Scale Mean Importances evaluated on Instigator. Legend:𝑀 (Int., B.)= mean

with its interpretation based on [32, 87] (>1=Positive, ∈ [−1, ..., +1]=Moderate, < −1= Negative) and its bench-
marking based on [86] (Excellent=among the best 10% of all cases), Good=10% of the cases are better than Insti-

gator, Above average=25% of the cases are better than Instigator), Below average=50% of the cases are better

than Instigator, and Bad=Instigator is among the worst 25% of cases). SD=standard deviation.Mdn=median.

𝛼 (Int.): Cronbach’s coefficient 𝛼 with its interpretation based on [69] (≥0.9=Excellent, 0.9>𝛼≥0.8=Good,
0.8>𝛼≥0.7=Acceptable, 0.7>𝛼 ≥ 0.6=Questionable, 0.6>𝛼 ≥ 0.5=Poor, 0.5>𝛼=Unacceptable).

Received October 2022; revised February 2023; accepted April 2023

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. EICS, Article 178. Publication date: June 2023.



Evaluating an LLM on Searching for GUI Layouts 178:37

Group 1 Group 2 𝑅 Mean 𝑞-stat 𝑝-value Cohen’s 𝑑 Interp.
Attractiveness Perspicuity 256.75 5.86 0.0024∗ 0.49 Small

" Adaptability 268.85 6.14 0.0010∗∗ 0.50 Medium
" Visual Aesthetics 288.73 6.59 0.00024∗∗∗ 0.51 Medium

Efficiency Adaptability 345.22 7.88 ≤0.001∗∗∗ 0.69 Medium
" Visual Aesthetics 365.10 8.34 ≤0.001∗∗∗ 0.71 Medium

Perspicuity Dependability 311.77 7.12 ≤0.001∗∗∗ 0.59 Medium
" Stimulation 344.17 7.86 ≤0.001∗∗∗ 0.65 Medium
" Adaptability 525.61 12.01 ≤0.001∗∗∗ 1.03 Large
" Value 332.50 7.59 ≤0.001∗∗∗ 0.62 Medium
" Visual Aesthetics 545.49 12.46 ≤0.001∗∗∗ 1.07 Large
" Quality of Content 289.83 6.62 0.00022∗∗∗ 0.52 Medium

Dependability Adaptability 213.83 4.88 0.032∗ 0.47 Small
" Visual Aesthetics 233.71 5.33 0.0104∗ 0.49 Small
" Intuitive Use 208.66 4.76 0.042∗ 0.43 Small

Stimulation Novelty 246.56 5.63 0.0047∗∗ 0.43 Small
" Intuitive Use 241.06 5.50 0.0066∗∗ 0.51 Medium

Novelty Adaptability 428.00 9.77 ≤0.001∗∗∗ 0.78 Medium
" Value 234.88 5.36 0.0097∗∗ 0.38 Small
" Visual Aesthetics 447.88 10.23 ≤0.001∗∗∗ 0.81 Large

Adaptability Usefulness 309.05 7.05 ≤0.001∗∗∗ 0.75 Medium
" Intuitive Use 422.49 9.65 ≤0.001∗∗∗ 0.89 Large
" Trustworthiness of Content 329.64 7.53 ≤0.001∗∗∗ 0.73 Medium
" Quality of Content 235.77 5.38 0.0092∗∗ 0.58 Medium

Value Visual Aesthetics 212.99 4.86 0.033∗ 0.34 Small
" Intuitive Use 229.38 5.23 0.013∗ 0.46 Small

Visual Aesthetics Intuitive Use 442.38 10.10 ≤0.001∗∗∗ 0.92 Large
" Trustworthiness of Content 349.52 7.98 ≤0.001∗∗∗ 0.76 Medium
" Quality of Content 255.66 5.84 0.0025∗∗ 0.60 Medium

Table 4. Nemenyi pair-wise test: significant differences between scale mean scores (𝑅crit=205.095, SD=43.77).
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