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Fig. 1. Example of a Virtual Reality Application for Training.

Virtual reality applications offer the promise to immerse end users in a synthetic environment where several

actions could be observed, simulated, and reproduced, before transferring them to reality, which makes them

particularly appropriate for training. Yet, when the training requires complex handling of information, the

tasks become cognitively intensive, and developing adequate applications becomes challenging. To address

this challenge, we define a method for developing head-mounted-display-based virtual reality applications for

modular training tasks, composed of a training model with parameters, a step-wise approach for supporting

this development, and a software framework enacting the application of this approach. Authoring such

applications is expected to become more flexible and provide personalization facilities. To evaluate the impact

of this method, we define a case study concerning an application for training school teachers who deal

with a variety of situations in a classroom for an experiment involving 𝑁=7 participants for a set of tasks.

Pre-study and post-study acceptances reveal the impact of the software framework and a workload evaluation

is conducted using the NASA TLX questionnaire.
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1 INTRODUCTION
Humans are a multifaceted species, we have always sought ways to adapt to a changing envi-

ronment, increase productivity and living standards, explore new environments and improve our

understanding of the world around us. This led to the development of the locomotive engine, com-

puter mainframes, personal computers, mobile phone, satellites, and space exploration technologies.

These inventions helped improve our locomotive and information-processing abilities. Virtual and

augmented reality technologies have received significant research and development efforts as a

technique to enhance our perception abilities and enrich the interaction between humans and

computer systems [62, 69]. While the first attempt at these immersive technologies dates back to

the early 1960s, they only received prominent interest in research and development since 2012 [2].

Augmented reality technologies allow the extension of human perception while Virtual Reality

(VR) technologies allow us to simulate and experience real-world events in a computer-generated

virtual world. The need to enrich the interaction between humans and computers is a central

theme of interactive computer system research and development. Smartphones have arguably

been at the heart of interactive systems development despite being a limited human-computer

interaction interface. VR systems, on the other hand, offer a more immersive, and multi-modal

interaction interface. Research has shown that VR technologies can further enrich and extend the

range of perception and interaction modalities between humans and computer systems, by offering

immersive, multimodal perception and interaction in computer-generated virtual worlds [62, 69].

Many of the enabling technologies of VR stem from the entertainment industry; several of the

VR technology developments in the last few years have been led by some research institutions,

but also largely by companies in the games and movies industry [31, 45]. The use of VR in the

professional context was sparsely researched in the past and only used in larger critical projects: e.g.,
in flight simulations [31]. However, in the last few years, there has been increased interest in the

use of VR technology in another professional context for skill and behavior training e.g., healthcare,
education, manufacturing, etc. Several pilot projects in the research community and industry have

shown that the technology can be leveraged in process optimization leading to cost reduction,

amongst other advantages [4, 27, 32, 38, 60].

However, Mahdi et al. [40] and other researchers acknowledge that, for a technology largely

stemming from the entertainment industry, the complexities of the professional environment in

which it is transferred pose challenges for the effective use of VR technology in the professional

context [19, 58]. One such challenge is the need to incorporate knowledge from experts in a variety

of domains in the design and implementation of effective training scenarios, Mishra et al. [46] discuss
the interplay of three main components content, pedagogy, and technology in the design of such

technical training systems. Secondly, due to the dynamic nature of their real-world counterparts,

and the diversity of individual training needs; the virtual environments need to be quickly and

easily adaptable to reflect different training needs, and a variety of situations encountered in the

real-world [50]. Many entertainment applications are designed and shipped to the final user and

the dynamics of the virtual environment are rarely modifiable from the original logic, which was

already designed by the developers. In some cases where such applications are modifiable, the

range of modifiable parameters is often very limited.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. EICS, Article 189. Publication date: June 2023.

https://doi.org/10.1145/3593241


Authoring and Personalization of VR Applications for Training 189:3

Furthermore, when VR technology is used in the professional context for skill and behavior

training, it is desirable to not only design the dynamics of the objects in the virtual environment to

match the real-world counterparts. The dynamics of the training scenario need to be adaptable

during use to suit the training situation and individualized to the learning progress and needs of

individual trainees. The training administrator also needs to be able to design the tasks of the users

in the virtual environment, the types of learning feedback available to the user, record a wide range

of performance metrics that enable monitoring of the trainee’s progress, and optimize the training.

These concerns assert that the development method of such applications needs to be adapted to

meet the needs of the application context [48]. Therefore, the proposed methods for developing VR

applications for training aim to address these issues.

Methods for developing VR applications for training seek to incorporate knowledge from appli-

cation domain experts, pedagogic experts, VR engineers, human-computer interaction specialists,

computer scientists, and other professions in the design of such applications [40, 50, 58]. These

methods define approaches for incorporating knowledge from these different domains in the design

and implementation of the VR training application. A common approach is to separate the technical

implementation of the virtual environment objects from the behavior definition and semantics of

the virtual objects. The behavior of the objects then can be defined with a high-level domain-specific

language by the different non-technical experts. In this paper, we describe a method for developing

VR training applications that incorporate knowledge and competencies from all stakeholders and a

supporting software framework for enacting the method.

The main contribution of this work is a concept for the development of modular and configurable

VR training applications, in an effort towards flexible intuitive VR training scenario authoring. This

consists of a systematic development method providing method definitions for the specification,

design, implementation, verification and operation of the VR training application. This method

particularly incorporates domain expert knowledge into the development process and allows the

definition of the dynamics of the virtual environment in a “simplified” user interface application,

as opposed to a high-level domain-specific language. A software framework is presented to enact

the method, targeted for use by developers at the implementation phase of the development. We

present a study to uncover some insights on the implications of the proposed implementation

approach of VR training applications for software developers. The results of this study reveal that

while the approach is welcomed by developers and they have the necessary knowledge and tools

to use the framework, the approach is not compatible with all aspects of the developers’ current

working style and they need to learn the new approach to become proficient at it.

The rest of this paper is structured as follows: Section 2 presents the context of the research and

discusses related work on methods, techniques, and tools for developing VR training applications.

Section 3 discusses concerns related to the domain and current practice, and based on these concerns,

we formulate a set of requirements for the proposed developmentmethod and supporting framework.

In Section 4, we present a proposed systematic method for developing VR training applications,

based on previous research work, and current state-of-the-art and modern development approaches.

Section 5 presents the development framework supporting the implementation of the proposed

method. In this section, we present the architecture and implementation of the framework. In

Section 6, we present a use case where the framework tool is used. We also provide a walk-through

of the VRTrain framework and its use in the development process. In Section 7, we present an

experimental evaluation of the development framework with experienced developers. We present

the experimental procedure, outcome measures, and results. Section 8 discusses the results of

the experimental evaluation. We also reflect on the proposed method and supporting framework,

discussing the impact and situating the results in the current state-of-the-art and areas of further
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research and development. In Section 9, we conclude the paper and present the major findings and

contributions.

2 RELATEDWORK
2.1 Growing Interest in VR Usage in the Professional Context
There is a growing research and development interest on use of VR in the professional context for

skill and behavior training. Many of the initial developments of VR technology were not geared

towards application in the professional context, but for entertainment. However shortly after the

technology was popularized, researchers started conducting research on the use of this technology

in a non-entertainment context. Many of the developments following this era have been driven by

advancements in the entertainment industry. However, there were several prototype applications

in the professional context within the National Aeronautics and Space Administration of the United

States (NASA) and other organizations [31], one of the more “popularized” applications of the

technology in the professional context has been the use for training of soldiers [21, 51, 54].

In the last few decades advances in hardware technology have significantly improved, and the

enabling devices – particularly display devices, have becomemuchmore accurate and affordable [31].

There has also been a significant advancement in software to create virtual environments [45].

Previously development and VR companies and research institutions had to create individual

software and system-level libraries for authoring VR content [35, 64, 66], which was inefficient

and characterized by much complexity. More recent advances in real-time software used for

entertainment (in the gaming and movie industries), such as Unity and Unreal Game Engines,

now provide support libraries for authoring VR content. These advancements in VR software

and hardware technologies have contributed to the increased development of pilot VR projects

leveraging the technology for use in the professional context [8, 16].

The term real-time is used to characterize systems that can respond to events within
predictable and specific time constraints.

2.2 Development Process for VR Training
The development process for early VR applications has been largely ad-hoc – not guided by

any standard methodology [56, 58]. Where a pre-standard process has been used, they are often

very similar to and borrowed largely from the development process of traditional immersive

entertainment applications, such as games [29]. This can be attributed in part to the fact that the

VR discipline is relatively new and not mature [56], but also to the case that most of the enabling

technologies for VR development come from the entertainment industry [29]. Most traditional real-

time entertainment applications place significant emphasis on user interaction, virtual environment

fidelity, and engaging, and playful design.

Therefore, the development process of traditional entertainment applications does not directly

translate to the development of useable VR applications which employ non-traditional 3D immersive

and non-standard interaction interfaces. Consequently, the research community has made efforts

to develop and propose standard processes and guidelines for developing VR content that borrows

concepts from associated fields (e.g., software engineering, game design, and development) while

particularly accommodating usability and interaction aspects of VR [44, 47, 56]. Jerald [28] outlines

a guideline for developing VR content with a particular focus on human factors.

However, these methodologies and guidelines focus on the development of generic VR applica-

tions without a specific focus on entertainment, professional, personal, or industrial use. There is

concern that VR applications for training are particularly different from other categories of VR
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applications, and specific development methods should be defined for developing VR applications

for training [14]. Proponents of a standard method for developing VR applications for training

argue that there are significant differences when developing such immersive applications for skill

and behavior training with the intent of transferring those skills to the real world [19]. VEDS

describes a comprehensive development process for VR applications that includes specific steps for

accommodating training [15].

To develop pedagogically oriented VR training scenarios, Mahdi et al. [41, 42] propose a stepwise

process consisting of: “teachers expressing pedagogical needs”, “identifying and adapting the 3D

environment”, “operationalization of scenarios”, and “simulation and test”. The authors also present

a tool to assist teachers in developing virtual training scenarios; however, the tool is custom-built,

limited in features compared to modern game engines, and thus has not been very much adopted.

Saunier et al. [58] proposes a method by separating the role of different stakeholders that play a

role in the creation of VR training environments. The authors identify four main roles: designer, job

expert educational specialist, and teacher. Each of these roles actively participates and contributes

to the creation of pedagogically driven training scenarios.

2.3 Techniques for Implementing End-user Programmable VR Training Applications
In the previous section, we discussed the process for developing generic VR applications and VR

training applications. Some of the processes for developing VR applications are very comprehensive

and include ’arguably’ all the steps necessary to develop a VR application from requirements

gathering to deployment [17, 56]. When developing VR training applications, it is agreed that

knowledge from a wide range of experts should be considered in the process [58]. Researchers

and practitioners also acknowledge that these systems often require several updates even after

deployment to continually meet a wide range of training requirements [14].

However, some of these processes discussed do not provide detailed technical guidance or tools

on how to implement these VR training applications to incorporate pedagogic requirements and

enable non-technical administrators to configure the training system to meet specific training

needs. We have discussed a number of methods in the previous section which have been proposed

to enable non-technical experts to modify the training application during use to suit the required

needs. The proposed methods for designing parametrized and runtime-modifiable VR training

applications focus on separating expert and domain knowledge from the virtual environment and

interactive objects. These methods allow the specification of the virtual environment by the expert

using a domain-specific language and supporting tool to specify the semantics and ontology.

Solutions in this category include VR-Demo [66], where a designer/domain expert defines the

ontology of domain knowledge that is mapped to objects in the virtual environment and also

carries semantic data about the virtual environment. In the EAST project [59], and the collaborative

virtual environment by Barange [5], the authors utilize a domain-specific language specification of

the virtual environment and the MASCARET model [9, 12]. As part of the EAST project, Saunier

et al. [59] propose a method for designing virtual environments for training. This ensures that

the final environment appropriately reflects the professional real-world environment, and the

implementation choices of the computer scientist do not significantly impact the environment.

Some of these techniques and tools were built around custom in-house libraries, and thus were not

widely adopted and due to lack of continued development have become obsolete.

Tools such as MASCARET [9, 12] were implemented for use with modern Game Engines - which

have become the common preference for implementing real-time simulations and VR training

applications. This approach, allowing non-technical experts to modify aspects of the VR training

system to suit particular training needs, constitutes end-user programming – enabling end users to

creating new digital assets [1, 6].
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2.4 Commercial Software for Implementing Training-oriented and Adaptable VR
Training Applications

We have discussed approaches and techniques for implementing adaptable VR training in the

research. Some of the solutions discussed in the previous section were implemented a long time

ago and do not meet the current needs of the industry; there is a need to develop these solutions on

modern tools and a scalable technology stack. In this section, we discuss current commercial tools

for achieving this purpose. There is currently a large number of startups and small andmedium-sized

companies that are conducting research and developing tools for prototyping and implementation

of VR training. present4D is a German company which created and markets VR-Suite – a tool

for creating and conducting VR training. This tool primarily uses 360
◦
images and videos in VR

to define the context in which training occurs, and trainers can include training information as

overlay text, and objects. While the system can be administered with a cloud application, it offers

relatively less interactivity. Additionally, 360
◦
images and videos represent a static context that can

not be adapted at run-time and is not appropriately scaled in relation to other training content.

XVR Platform is developed by the company XVR Simulation BV, this tool also provides a platform

for training administrators to create VR training content. XVR Platform offers seemingly a more

interactive VR training experience relative to VR-Suite since it uses integrated 3D models to define

the training environment context and this is relatively more modifiable to suit different contexts.

Virtual Instructor Platform, Pacelab WEAVR are a similar tool created by OneBonsai, and PACE

Aerospace & IT respectively. These solutions provide a cloud platform where an instructor can

monitor the progress of one or more trainees and provide support for completing the training. While

these systems are more generic and used for a wide range of training application scenarios; other

systems such as Virtual Therapy Research Systems which is used for behavior training - are applied

for more specific training use-cases. There is currently no common standard for implementing VR

training applications, and limited support for an open Application Programming interface (API)

allowing configuration and interoperability between these individual systems. Next, we discuss

concerns and requirements for the proposed development method and supporting framework.

3 CONCERNS AND REQUIREMENTS
This section discusses some concerns from research and development and then state the require-

ments for the method and its supporting framework. The following concerns are identified based

on related research work and reports on practical applications of VR for skill and behavior training.

Based on prior related projects [34, 37, 38, 53], their research reports and documented experiences

of other projects in online research databases (Google Scholar, ACM Digital Library, IEEE Xplore,

Springer Link, and Elsevier), we discuss the identified concerns below.

3.1 Concerns
Concern #1: No globally recognized and adopted standard systematic method or process model for the

development of parameterized VR training systems exist.
There is increasing development and research interest in the application of VR technology in

a professional context for skill and behavior training [16]. With this increased interest has

arisen the need for domain experts and training administrators, who often lack technical

skills, to be able to personalize and modify attributes of the training system during use [59].

However, while we have discussed some contributions in the previous section to develop

standards and guidelines, much of the development process of such training applications are

still typically ad hoc [59] and there is no specific systematic method to support the process

of developing such parameterized VR training systems.
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Concern #2: Limited supporting software frameworks or packages for implementing a parameterized
VR training simulation.
Tools for developing VR training applications mainly stem from the traditional game develop-

ment industry. While these tools have recently been adapted to developing VR content, the

development of professional training-oriented VR applications is still considered a complex

endeavor [12]. Third-party frameworks have been developed which are integrated into tradi-

tional game development tools [67], and specific training tools, such as WorldViz, have been

developed. However, there are limited tools to support the development of parameterized

VR training systems with the traditional and more popular game development tools, such as

www.unity.com and Unreal game engines. Additionally, early attempts to develop VR training

applications have been done in government, security organizations, or competitive industry

where publication of the methods and tools could not be made public. Therefore, attempts

to make these approaches advance the public effort towards the adoption of a structured

approach have been limited [15].

Concern #3: Lack of a holistic method to implement VR training applications that cover the entire
range of training-relevant elements.
VR training systems consist of many different important elements: objects, behaviors, tasks,

feedback, data recording, and analytics [55, 63]. Many of the methods that have been proposed

define how to implement modeling of virtual objects, but do not describe how object behaviors

can be programmed, how tasks and feedback are designed and implemented, and methods

for tracking and collecting data. However, these different components of the VR training

application are closely interrelated and a holistic approach is needed to ensure that these

different elements are modular but tightly integrate with each other, to offer flexibility,

performance, and a wide range of personalization options.

Concern #4: Limited understanding of the effect of different VR training elements and VR instructional
design formats on training.
VR technology is relatively new [52], and the technology has proven useful in a number

of application procedures [16]. However, there are limited studies and experimental results

which inform our understanding of the effect of VR instructional design on a number of

levels, such as cognitive processes during VR training [23, 61]. Despite the immersive nature

and reported effective application of VR in training. The results have been mixed, some

studies reported increased learning efficiency and memory retention [3] in VR while yet

other studies [20, 43] have recorded reduced training performance outcomes owing to the

cognitive load imposed by the VR interface (particularly for novice users). When designing VR

applications for training, design decisions on the features of the virtual environment can affect

learning [55]. Feedback provided during training is known to affect learners’ behavior and

progress towards a learning goal [26]. Instructional design formats for VR systems designed

for training have been found to affect the outcome of training [11]. Therefore, methods and

tools that enable nontechnical experts to quickly implement different VR training scenarios,

tasks, and feedback, collect- analyze data and quickly iterate through this process [57] can

advance the pace of research studies and improve our understanding of the effect of a range

of VR training elements.

Concern #5: Technologies and obsolete methods that evolve rapidly.
The enabling technologies for the development of VR training systems are evolving rapidly [22,

31]. Many of the methods that have been proposed are a few years old, and the technologies

that are commonly used in industry and research rapidly evolve, and these approaches do

not immediately fit into the new technologies and methods of development.
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Concern #6: Offering easy integration of methods into developer tools and workflow.
Some of the existing methods offer their own custom tools/engines for developing VR training

applications, [7, 10, 18, 41], which do not fit the tools currently adopted and most commonly

used in the development process. Game engines (such as Cryengine, Unity, and Unreal game

engines) have become very common in industry and research institutions for implementing

VR training. Since some of the proposed tools in previous research work are not compatible or

interoperable with modern game engines, tools that directly integrate into these engines are

needed. These tools need to deliver value with minimal disruption to proven and established

workflows, leveraging existing developer knowledge and skills.

Concern #7: Ease of use for nontechnical experts and fast iteration.
Some of the proposed approaches to separate the pedagogic methods from the application

logic [5, 9, 65], use high-level domain languages to implement training scenarios. Non-

technical experts can define training aspects of the VR environment using a high-level

domain-specific language. However, these approaches require nontechnical experts need to

learn these high-level domain-specific languages.

3.2 Requirements
Based on the concerns discussed above, in this section, we define the requirements for the method

definition and supporting framework. The definition and framework of the proposed method should

address these concerns directly or indirectly.

3.2.1 Method Definition.

(1) Should adhere to and be based on standard software engineering principles.

(2) The definition of the method should be useful with current (and as far as possible future)

standard development processes for VR training applications.

(3) Account for incorporation of pedagogic requirements, domain knowledge, and expertise

from all relevant stakeholders in the development process.

(4) Define the systematic method to implement mutable VR training scenarios.

3.2.2 Framework: Non-functional Requirements.

(1) Enable environment: Integrate into existing tools and leverage existing competencies of VR

developers.

(2) Relatively easy to learn and require minimum effort to use.

(3) Reduce the effort required to perform tasks and minimize error.

Framework: Functional requirements.

(1) Enable design and implementation of configurable behaviors.

(2) Enable design and implementation of adjustable and personalized tasks, feedback, and perfor-

mance tracking. Here, adjustable refers to the ability to modify the training scenario during

use, after it builds and deployed. Personalization refers to the ability to adjust the training

scenario to meet the specific learning needs of a particular trainee.

(3) The implemented training systems and scenarios should be interoperable with third-party

training administration applications.

(4) Provide an intuitive user interface for creating personalized VR training scenarios, based on

specific training needs. This intuitive user interface should be available in the core developer

framework, providing a similar workflow to that for nontechnical training experts.
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4 VRTRAIN DEVELOPMENT METHOD
There are established standard development processes that have been proven and used in the

industry for several years. The VRTrain method does not define all steps for such processes or

replace these processes. For small and medium flexible project teams or companies developing VR

training applications, the VRTrain method may be sufficient and define all necessary steps in the

development process. However, the method described here may only be complementary or guide

larger established companies or organizations developing VR training applications.

The VRTrain method describes method definitions for implementing VR training applications

with a focus on enabling easy incorporation of application domain knowledge and pedagogic tech-

niques while also allowing easy authoring and personalization to meet specific training needs. The

method described here consists of a set of method definitions for all steps of a typical development

process. We describe this method using the Software and Systems Process Engineering Meta-Model

Specification Version 2.0 (SPEM 2.0) [49] method definitions. These method definitions can be

instantiated in process definitions as part of any development process or lifecycle. This method

definition is based on state-of-the-art research discussed in Section 2, and current industry practice

and guidelines. Fig. 2 shows a broad overview of the method, and we briefly describe each step in

the following sub-sections.

A
Specification

B
Early Design

C
Iterative Detail Design

Implementation

D

VerificationE

Role 
Definition

Task 
Definition

Work 
Product 
Definition

Tool 
Definition

Composite 
Role 

Definition

F Deployment

Fig. 2. Overview of VRTrain method. SPEM 2.0 Method definition.

4.1 A: Specification
When immersed in a virtual environment; users perform actions in the environment that change the

properties/behaviors of objects or react to changes in the behavior/properties of objects. Jerald [30]

differentiates between four types of object geometries in the virtual environment: the Background,

Contextual geometry, Fundamental geometry and Interactive objects. The goal of the specification

step is for stakeholders to define the training-related behaviors of the contextual, fundamental, and

interactive objects of the diet (Fig. 3 shows a template for the specification of virtual objects). The

requirements for the training administration application are also specified in this step.
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VRTrain Evaluation Study | HHN, UClouvain
Fig. 3. VRTrain - behavior Specification Template.

4.2 B: Early Design
In this step, the background and contextual geometry object types [30] that are not directly

related to the training simulation are designed. These objects provide contextual awareness in the

environment, but will not be manipulated, actively changed, or personalized for different training

scenarios. The work product of this step is a contextual environment in which training occurs. The

contextual environment and objects designed in this step could represent a factory floor, hospital,

laboratory, etc. In this case of the use case described in the evaluation study - Section 7, this is the

classroom environment and surrounding objects.

4.3 C: Iterative Detail Design
The design of mutable object behaviors, training-related components, and administration interface

is performed in this step, mainly by the designer, interaction designer, and developer (other stake-

holders may also participate in a secondary role). This section makes use of the work products

from the specification. The atomic behaviors of objects, tasks, and feedback designed in this step

include modifiable attributes (as specified in the specification step) for creating a variety of training

scenarios. This modifiable design allows the training administrator to change aspects of the VR

training at setup time and at run-time for personalized training and to meet specific pedagogic

needs. The implementation of the system to enable this modifiable behavior will be facilitated by

the use of the VRTrain framework during the implementation phase.
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4.4 D: Implementation
After the detailed design, the system is implemented. Here, the developer implements the application

using work products from the detailed design. The VRTrain framework is provided as a tool at

this stage to support the enforcement of the method. The implementation task can be divided

into two subtasks: first implementation of the virtual environment and behaviors - where training

takes place, and the second implementation of the administrative user interface - which allows

the education expert, and training administrator to set up the training tasks, conduct training, and

collect performance data. The VRTrain framework is used in the first step when implementing the

training application (in a real-time game engine).

4.5 E: Verification
Due to the complex nature of such applications and the many interconnected hardware and software

components, an iterative design/implementation approach is often recommended. Therefore, after

each incremental implementation, the system is verified and it goes through another detailed design.

The most important stakeholders involved in the verification step are: the Training Administrator,

Pedagogy expert, Developer, Designer, and Interaction Expert. The Client and User also participate

in a secondary role. Verification is also done with feedback from the education expert and training

administrator when the complete system is developed and deployed in training. It should be noted

that, though the model illustrated in Fig. 2 does not show a verification link to the early design,

typically it is also an iterative process, just in this case it is designated for the design of immutable

contextual cues, not directly affecting the training tasks.

4.6 F: Deployment
This step defines two critical tasks: Design of training tasks by the curriculum or pedagogic expert

and conducting the training. The pedagogy expert designs the VR training tasks based on the

curriculum guidelines. This is facilitated by the design method which allows the non-technical

pedagogic expert to design tasks with a wide range of attributes based on the particular training

needs. The training is then conducted by the training administrator. The training data is analyzed

and also used to iteratively optimize the training. The two tasks here also produce system feedback

that can be used to iteratively optimize previous steps of the method, e.g., when this method is

instantiated in an agile process.

5 VRTRAIN FRAMEWORK
In the previous section, we presented the VRTrain method. In this section, we will present the

VRTrain framework, which is a tool to enable developers to enact this method at the implementation

step of a VR training development process. While the VRTrain method provides definitions for

conducting phases of the development process, the VRTrain framework primarily targets develop-

ers during the implementation phase of the development process (Fig. 4). The VRTrain method

supports developers to implement the method in program implementation and building blocks for

implementing the training system such that it conforms to the method definition.

5.1 VRTRain Software Architecture
This section presents an overview of the VRTrain software architecture (Fig. 6). The VRTrain

framework is a software tool for enacting the development method presented above. The framework

is aimed at developers for use in the implementation phase during the development process. The

framework is used in the Unity game engine during the implementation of VR training applications

with this game engine.
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Iteratively design VRTrain
attributes to be
implemented and exposed
in the interface.

Implements VR training
components and attribbutes
specified by designer and
exposes them for training
administrator via intuitive user
interface.

Specification
Early Design

Iterative Detail
Design

Implementation

Verification

Designer *

Designer *

Programmer *

Stakeholders

Training Administrator *

Operation

VRTrain

Define training system
specification.

Setup personalized training
scenario, administer training
with users, analyze data, and
iteratively optimize traiing
attributes.

Feedback 

from Operation

Scope of VRTrain Framework. Note: Also has influences Design and Operation.

Design Contextual
Training Environment.

* specifies only the main role, other supporting roles are not specified.

Stakeholders

Fig. 4. VRTrain framework: target users and context of use.

The VRTrain framework consists of three main modules (Fig. 6 - orange bounding box): The

behavior Module, the Task Module, and the Data Recording Module. The VRTrain framework is

designed to also provide features to facilitate interoperability with third-party applications (Fig. 6

- blue bounding box) for administering VR training. Interoperability of VR training applications

implemented with VRTrain framework allows communication and data exchange between the VR

training application and other third-party apps. Third-party apps are mobile apps, web apps, or

native apps, that are not an integral part of the VR training application, but are built purposefully as

intuitive apps for authoring training scenarios by exchanging configuration data with VR training

applications developed with the VRTrain framework. Non-technical users can author training

applications using these third-party applications. The three core modules are now presented.

5.1.1 Behavior System. The Behavior System is used to implement and control the behavior of all

training-related objects in the virtual environment. Every object in the VR application exhibits a

range of behaviors or properties that change in the course of the training. VR training is often used

to teach users how to change (or respond to changes in) the behavior/properties of virtual objects.

The Behavior System is leveraged to implement these behaviors and properties of all objects of

interest in the training. The Behavior System provides a modular implementation of behaviors

and events which can be used to control the behavior or properties exhibited by any object. The

developer programs the low-level implementation of behaviors, and third-party applications can
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be used to control the behavior of every training-related object in the environment. A training

administrator can configure the behavior of every training-related object to match the specific

needs of the training.

5.1.2 Task System. The task system is central to defining the training procedure. The task system

provides APIs for implementing modular tasks that should be performed by the trainee as part of the

training procedure. The training administrator can then configure training tasks to suit particular

pedagogic requirements. The task system is designed to allow the coupling of single-atomic tasks

into groups. Tasks can have relationships with other tasks that allow changes in the execution of

one task to trigger changes in other tasks, e.g., completing, failing to complete, or making some

progress in the execution of one task can trigger another task to begin or end. The Task System is

designed to be tightly coupled with the Behavior System; atomic tasks and behavior events can

exchange data and trigger changes in each other. This design enables executing tasks to trigger

changes in object behaviors and object changes in object behaviors can also trigger tasks.

Every task has attached data recorders (presented in section 5.1.3), and task feedback. Fig. 5

shows an overview of a task sequence. There is one main task in each scenario (The Session Goal),

and in this main task, the trainer can add other tasks and the relationship between tasks. Tasks

have different types of relationships:

(1) Prerequisite: A task can be configured to start or stop when changes occur in another task.

Using this design, tasks can be set as pre-requisite to other tasks, and different types of

trigger options can be set for triggering the task. Trigger options include progress on a task

(a floating value from 0 to 1), the start of a task, or end of a task.

(2) Sub-tasks: In some cases, there is not only one way to complete a task. In such situations, a

task can be defined as a group of sub-tasks. When more than one task is present in a group,

the trainer can define the relationship between these tasks: all tasks in the group should be

completed for the group task to be marked as complete, or completing any one of the tasks

in the group will result in completing the main task.

Task 2.1 Task 2.2 Task 2.n

Task n.nTask n.2Task n.1

Task 1

Task 2

Task n-1

Task n

Task 
Session Goal

Task Group

Task Group

[complete any one or all sub-tasks]

[complete any one or all sub-tasks]

Task Feedback 

    Data Recorders 

[complete any one or all sub-tasks]

Fig. 5. VRTrain - Task System Overview.

5.1.3 Data Recording System. When performing a train-

ing task, it is necessary to monitor and collect data about

events occurring in the virtual environment. The Data

Recorder System is designed to collect data about events

and actions occurring during the training session, and

persist these data to a file or transmit the data. The VR-

Train framework is designed to run object behavior, tasks,

and feedback in an event-driven architecture. Each event

that drives any of these training elements is automat-

ically monitored by the core libraries in the VRTrain

framework. Data about events, such as duration, start,

stop, pause, and end time, are automatically recorded. The

VRTrain framework is also designed to provide a base

implementation for tracking and collecting data about

object states such as position and movement. The base

implementations can be extended by developers to cre-

ate more complex reusable data tracking and collection

components. As illustrated in Fig. 5, every task or task

collection is designed to have data recorder components

that record data about the task performance. Data about
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task performance is not only used in real-time for analysis but can also be used to trigger other

VRTrain events; for example, the VRTrain framework allows developers and training administrators

to trigger feedback events in VR based on real-time tracked user performance data on tasks.

Admin Interface
Setup training scenario with external (third-party)
applications (web/desktop/mobile apps)

Training Application
 VR Training Scenario

Scenario
configuration

(json, xml)

real-time
data stream

Behaviour System Behaviour SystemTask System

Data Recording System

Input Device 
SDK

VRTrain

user (trainee)

Training administrator

VRTrain core framework Admin User Interface

Fig. 6. VRTrain Software Architecture.

5.2 Implementation
The VRTrain framework is implemented in the Unity Game Engine. The Unity Game Engine is

specifically chosen for the following reasons:

(1) To introduce minimal changes to established developer workflows and to increase the chances

of mass adoption, it was important to implement the framework in a way that integrates

directly into the developer workflow. Since Unity is a tool that is used by many real-time

interactive system developers, the VRTrain framework was designed to integrate directly

into this game engine and workflow.

(2) Many previous tools for developing parameterized and training-oriented VR applications

have been based on custom real-time simulation libraries, which have become obsolete and

not used by many modern VR projects. Therefore, the VRtrain framework was designed to
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be used in modern game engines that are widely adopted in and used for the development

of real-time VR application. For this reason, the implementation of the VRTrain framework

presented in this paper was implemented in the Unity game engine.

(3) Unity is arguably the most widely adopted game engine used in many research and indus-

try projects. Therefore, to increase adoption of the method and framework, the VRTrain

framework was implemented for use with the Unity game engine. Implementation for use in

other similarly widely adopted game engines such as Unreal Engine and CryEngine can be

implemented in further works.

At its core, the VRTrain framework follows an event-driven publish-subscribe architecture but

provides interfaces that can be implemented by developers to provide the specific logic for every

element of the training system. The three core modules of the VRTrain framework (“Behavior

System”, “Task System” and “Data Recording System”) are primarily driven by events as described

in Section 5.2.1 below. The base class of VTEvent provides the fundamental behavior of VRTrain

events. Each of the three subsystems extends this base class and provides additional behavior to

control events within the subsystem. VTEvents have a type property which determines whether

the VTEvent is a Behavior type event, a Task System type event, or a Data Recorder System type

event. Depending on the type of VTEvent, it can have different properties. VTEvents are the primary

driving elements of all training-related events that occur in the virtual environment.

VTbehavior VTEvents are used to drive the behavior and properties of training-related behaviors

of virtual objects. The behavior system provides C Sharp programming language (C#) base classes

that developers can extend and implement their own custom object behaviors. All custom developer

behaviors extending this base class will automatically be usable in all corresponding subsystems

in the VRTrain framework; for configuring object behaviors, for triggering training tasks or task

feedback, or data recorders, etc.

VTTask VTEvents and VTTaskFeedback VTEvents type VTEvents are used to drive tasks and task

feedback, in the Task System, respectively. The Task System provides C# base classes for VRTrain

tasks - VTTask, and VTrain task feedback - VTTaskFeedback. All custom developer training task

classes that extend VTTasks are automatically usable with VTTask VTEvents to define training tasks,
and as task prerequisites or subtasks in a task group as described in Section 5.1.2. A wide range of

feedback can be provided during training, VTTaskFeedback provides a C# base class for developers

to implement custom training feedback behaviors. All developer custom feedback classes extending

VTTaskFeedback can be automatically used to set up feedback for training tasks, and as a trigger or

response to events in the behavior system, other tasks, or data recorders.

VTDataRecorder Events are used to drive data recording events for training tasks. The Data

Recorder System provides a base C# class for implementing data recorders that collect and persist

data about a wide range of events occurring in the virtual environment during training. All custom

developer data recorder classes that extend VTDataRecorder are automatically usable in the VRTrain

training scenario setup process.

5.2.1 VRTrain Event Dispatcher.
Fig. 7 illustrates the class diagram of core VRTrain event system classes. We describe the order of

its components as depicted in Fig. 7.

(1) Objects in the virtual training environment, have one or more behaviors. VRTrain provides

base behavior classes that can be extended by developers to implement specific behaviors

depending on the application context or use case.

(2) All Behavior types extend the base class VTConfigurableType. This configurable type class

defines behavior of the class which allows it to be modifiable through exposed fields. Con-

figurable types can have one or more fields that allow the behavior to be changed at run
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time, depending on the Value property of it’s VTFields. VTFields are exposed to external

third-party applications which can change the value of these fields.

(3) EventlistTimelines define a sequence of events that occur during the training. Each training-

related object in the scene has one event timeline that defines all the sequence of behaviors

the object will exhibit in the course of the training session. Event list timelines are data-driven,

and in this case are based on the Unity Scriptable Object class. This makes it such that each

event timeline is self-contained and independent such that it can be assigned to any object

or to more than one object. VTEvents contained in the event list timeline provide provides

values for fields of the configurable type behaviors of the object. Event list timelines and

VTEvents are both exposed to modification by external third-party applications.

VTObject

+ UniqueID: string

+ Name: string

EventlistTimeline

+ VTEvents: list

+ Loop: boolean

+ AddEvent(VTEvent) : void

+ RemoveEvent(VTEvent) : void

VTEvent

+ Fields: list

+ Type: type

VTConfigurableType

+ Fields: list

+ Name: string

+ Shortcode: string

+ GetField<T>(string fieldName): T

VTField

+ UniqueID: string

+ Name: string

+ Value: <T>

VTBehaviour

+ Priority: int

+ SupportedObjectTypes: list

VTTask

+ Progress: float

+ Feedback: list

VTTaskFeedback VTDataRecorder

+ dataType: enum (Text, Image, Video)

+ isBinary: boolean

+ SendDataBuffer: void

VTTaskObject

+ Tasks: list

+ Feedback: list

DataRecorderObject

+ DataRecorders: list

+ Gateway: networkGateway 

Object Behaviours Training Tasks Data Recorders

1 .. *

1
1 1 .. * 1 .. *

1

1 .. *

0 .. *

1

0 .. * 0 .. *

0 .. *

1 .. *1 .. *

1 .. *

VRTrain base classes - extended
by developer.

VR Training Scene Objects Exposed Attributes:  Admin UI

1

23

Fig. 7. VRTrain Event Dispatcher Class Diagram.

5.2.2 Authoring VR Training Scenarios.
Personalized and pedagogy-driven VR Training scenarios can be set up as shown in Fig. 8; for

VR training applications implemented using VRTrain method and framework. We describe the

different components in the order illustrated in Fig. 8 below:

(1) Developer implements training scenario (object behaviors, tasks, and task feedback, and data

recorders) using VRTrain interface and base classes.

(2) During the training, the VRTrain framework communicates with the developer’s custom

behaviors, dispatching events that trigger behaviors, tasks, feedback, and collecting data.

Prior to the start of the training, and during the training, the collection of events and triggers

are serialized to JSON data format and exported via a network gateway to external third-

party applications. The final setup of the training can be communicated back to the training

application as a JSON message; where it is imported, deserialized, identified, and sent to the

VRTrain event dispatcher which is used to trigger the sequence of events that occur during

training.

(3) These third-party applications (web, mobile, or native PC applications) allow experts to

modify the events that occur during training, based on the application domain knowledge
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and training pedagogy requirements. These applications also receive analytic data which can

be used to analyze training performance, and personalize the training for a specific trainee.

(4) Since the VRTrain framework is designed to be driven by external applications, a trained

AI agent can also be used to drive the sequence of events that occur during training. This

functionality can be implemented as an extension, not built into the VRTrain framework.

VR Training App

Data (json)

web, mobile, pc app, etc.

(3rd party App for Training Authoring)


VRTrain Events
and Triggers

Data (json)

Trained AI Agent

VRTRAIN

Stream/Export
Personalized Training

Setup Data

Pedagogy
Requirements &

Domain Knowledge

Knowledge base 

& 


Pedagogy
Requirements

Export Simulation
Data

Load Personalized
Training Setup and Data


Training Virtual Object
Behaviours

Training Tasks and
Feedback

Performance Data
Recording

Custom Developer Implemented Training Content

Network Gateway

Message Identification

(channel, id)

Message format
validation

VRTrain Events and
Triggers (Json)

VRTrain Events and
Triggers (Json)

Behaviour System Behaviour SystemTask System

Data Recording System

Deserialization

(VRTrain Event/Trigger)

VRTrain Events Dispatcher

Analytics
Data  

VRTrain
Events 

Export Training
Analytics Data

Serialization

1

2

3

4

Fig. 8. VR Training Simulation: Development and Authoring with VRTrain.

6 USE CASE AND SYSTEMWALKTHROUGH
The VRTrain framework has been used in research and training projects for driving simulation,

laboratory operation training, and teacher training. In this section, we discuss its use in the

development of an application for training teachers and also provide a walk-through on using the

framework in the development process (download and documentation are accessible online
1
).

For this use case, the goal is to train teachers on how to deal with a variety of situations in

the classroom. The teacher should be able to identify specific behaviors of the school children in

the classroom and respond to those situations that need the teacher’s attention. The classroom

is a virtual classroom, and all children in the class are virtual. Fig. 12 shows a view of the virtual

1
https://bit.ly/vrtraindoc
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classroom. All virtual characters in the room are static, the character behaviors, tasks, and feedback

should be implemented with the VRTrain framework such that a wide variety of specific behaviors

can be simulated based on the specific training needs.

Fig.10 illustrates the steps to use the VRTrain framework. To set up a Unity project for use with

the VRTrain framework, the developer first downloads, and imports the framework into the project.

The following steps are taken (in the order depicted in Fig. 10) after starting the project.

6.1 Step 1: Create Custom Behavior Scripts
The VRTrain framework provides classes with built-in methods for running behaviors, tasks,

feedback, and data recorders. When a developer’s custom class extends these built-in classes, it

inherits these methods, and the custom class is automatically usable in VRTrain events for building

personalized VR training.

For this use case, behaviors that enable the students to look at objects, speak, turn, and perform

specific seated movements (sleeping/head resting on the desk, hand gestures, turning around,

fidgeting, etc.) were implemented. A supervision task was implemented where the teacher should

identify a situation and will be required to walk to the position in the classroom. If the teacher does

not walk to that position, additional feedback in the form of an arrow pointing to the location and

voice commands were issued. The time required to complete the task, and the teacher’s movement

path in the classroom were recorded.

6.2 Step 2: Create Custom Fields for the Behavior
To create personalized scenarios adapted to pedagogic needs, VRTrain uses fields. Each custom

type that is created in VRTrain, can define which fields can be used to customize its behavior at

runtime. Fields provide data for customizing behavior at runtime and thus have different types

depending on the type of data they supported (number, text, texture, sound, animation, etc.). To

ensure portability and re-usability custom types do not have to define their own field types, but

simply declare which field types they want to use. VRTrain provides a behavior manager asset

that automatically identifies and curates all VRTrain types (behaviors, tasks, feedback, and data

recorders) created by the developer in the project and lists these types in one of four type managers:

behavior Manager, Task Manager, Task Feedback manager, and Data Recorder Manager. Fig. 9

illustrates the behavior type manager and the available behavior setup options. Using these type

managers, developers can define:

(1) Fields, field types, and field names that will be used by the custom type. The developer can

define field names, and descriptions which will aid non-technical experts understand the

purpose of those fields when setting up their training scenarios.

(2) Pre-configured object templates that will be instantiated by the VRTrain framework at runtime

when an event corresponding to the specific task, feedback, or data recorder is running.

(3) When setting a training scenario, behaviors can run concurrently. While concurrency should

be allowed for some behaviors, other behaviors should not run concurrently (e.g., a person
character cannot eat and talk concurrently). Thus the behavior manager provides developers

the possibility to set:

(a) behavior exclusion: behaviors that can not run concurrently.

(b) behavior priority: When two behaviors are scheduled to run at the same time, the behavior

with higher priority takes precedence. Note: this also depends on the VTEvent level priority

settings as explained in Step 4.
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VRTrain Behaviour Concurrency Settings

- Developer's custom behaviour types are listed on the left.


-  Behaviour priority can be set to an integer value, higher priority
behaviours take precedence.


- Behaviours with marked cells on thesame column can not run
concurrently.


Unity Editor

VRTrain Developer Debugger

- Shows running behaviours, or tasks details of object or task which is
selected in the selection pane. 

-  Shows all behaviours of selected object(s): name of behaviour, color
coded status (green: active and running, grey: inactive/stopped, white:
paused), state, time.


- Shows details of selected task(s): color coded status, state, all
associated feedback (with status information), all associated data
recorders (with status information)


VRTrain Debugger
Selection Pane

- Lists active training
objects, and tasks.
- Shows details of
selected object(s) or
task(s) in the debugger
window


VRTrain Type Manager

- Lists custom developer types for this
manager.

- Developers can set behaviour customization
fields for the type.


- Developers can define which objects will
support a particular behaviour. Objects can
not run behaviours which they do not support,
e.g. birds and humans do not support
thesame type of behaviours.

- Developers can set color which will be used
to identify the behaviour type when used in
the timeline.

Fig. 9. Step 2: VRTrain Custom behavior Type Manager.

6.3 Step 3: Implement Behaviors using Fields
After defining VRTrain type settings and fields in the corresponding type manager, the developer

proceeds with custom implementations of the behaviors, tasks, feedback or data recorders using

the fields which have been defined in the manager. The VRTrain framework promotes re-usability

and is designed to reuse fields, behaviors, tasks, feedback, data recorders, etc. Therefore, developers

do not have to implement all atomic behaviors for a training scenario, but can import existing

behaviors from other projects or other developers and use them seamlessly in their training system.

6.4 Step 4: Create VTEvents
Creating custom implementations of types in the previous step concludes the developer-centric

tasks of the VRTrain development method. In this step, the developer creates training scenarios in

the Unity game engine using a typical workflow which will also be used by non-technical experts

for creating personalized training. The developer creates sample training scenarios, using the

custom types created in the previous step. Fig. 11 illustrates a sample setup of a behavior timeline

that can be assigned to any object to control it’s behavior throughout the training session.

6.4.1 Behavior System. The VRTrain behavior System provides timelines for creating object behav-

iors. A timeline consists of one or many VRTrain behavior events. A timeline can be assigned to an

object, and it determines the behaviors exhibited by that object trough out the training. A timeline

can be assigned to any object that supports the behavior events in the timeline. A training expert

can create and assign behavior events for a timeline before runtime, to suit specific training needs,

or they can be created and assigned programmatically at runtime by an Artificial Intelligence agent.
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6.4.2 Task System. Tasks to be executed by the training expert are created using VRTrain task

events. As described in Section 5.1.2, a task event can be related to another task event via grouping

(with AND or OR relationship), or as a prerequisite. Task events can also be associated with VRTrain

feedback events that provide a variety of feedback to the trainee on task execution and progress.

6.4.3 Data Recorder. VRTrain data recorder events are trackers that record data about actions

occurring in the virtual environment for analytics. Build-in data recorder automatically records

data about all VRTrain behaviors. As described in Section 5.1.2 additional data recorders can also be

associated with VRTrain task events and record information about trainees’ performance on tasks.

Behaviour System
Implement modular
configurable behaviours for
virtual objects.

Create Custom
Behaviour Scripts
Developer creates custom
Behaviour scripts and
extends VRTrain base
classes

Create custom
fields for the
Behaviour
Developer creates custom
Behaviour scripts and
extends VRTrain base
classes

Implement
Behaviours using
fields
Developer implements
custom behaviour methods,
using fields created in
corresponding type
manager.

Create VTEvents
Create VTEvents for the
specific type.

Task System: 

Module: Tasks
Implement modular
configurable tasks to be
executed as part of training.

Task System: 

Module: Task feedback
Implement modulalr configurable
simulation training feedback.

Data Recorder
System
Implement modular,
configurable and re-usable
data recorders.

1

2

3

4

class CustomBehaviour
[extends] VTBehaviour{

...

Using the GUI, developer selects the type manager and adds fields
that will be used by the behaviour, task, feedback, or data recorder.
Fileds will be exposed to admin applications, and training
administrators will be able to create custom variations of these
behaviours using fields.


class CustomTask [extends]
VTTask{

...

class CustomFeedback
[extends] VTFeedback{

...

class CustomDataRecorder
[extends] VTDataRecorder{

...

Developer implements custom behaviours, tasks, feedback, and data recorders using fields
defined in previous step, VRTrain event methods, and build all build-in gameengine methods.

Accessing fields in script: rollSpeed = this.GetField<VTFloatField>("rollSpeed").Value;

Available methods: VTEventStart(), VTEventPause(), VTEventContinue(), VTEventStop()

Create object behaviour timelines, and
events that are capable of using
custom developer behaviours created
above.

Create training taks events that can
use the custom tasks created above,
configured to suit specific training
needs.

Create training feedback events, that
use implemnted feedback types.
Feedback can be individualized for
secific situations.

Create data recording events, to
record specific types of data. Reuse
existing data recorder types or custom
data recorders.

Developer

Fig. 10. Walkthrough, developer steps when implementing VR training with VTRain.

7 EVALUATION STUDY
As described in Section 4, development of VR training requires expertise of a diverse pool of experts.

The VRTrain framework is a tool for enacting the method at the implementation phase of the

development process, thus the evaluation was primarily aimed at developers. Since the evaluation

is focused on development with the VRTrain framework, 3D content designers do not participate

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. EICS, Article 189. Publication date: June 2023.



Authoring and Personalization of VR Applications for Training 189:21

VTEvent Settings 
(for the selected VTEvent on timeline below)

- Type (one of custom developer created behaviours.)

- Name (meaningful name of event.)

- Description (meanigful description of what the events does.)

- Priority (precedence for non-concurrent behaviours.)

- Fields (for behaviour customization.)

VTBehaviour Timeline

Set behaviour events, and their triggers. The timeline can be assigned to
any object (virtual human).

(In this timeline: lookAtStudentToLeft, SayHello, RunToFriend, Look Right)

Fig. 11. Step 4: VRTrain behavior timeline and VRTrain Event.

Fig. 12. Virtual classroom for training teachers to deal with classroom situations.

in the study. To keep the entire length of the study reasonably short, we, therefore, provided

participants with an already designed environment so they could focus on the development tasks.

The goal of this study was to investigate the following research questions:

Research Questions:

RQ1 How difficult is the setup process and use of the VRTrain framework?

RQ2 What is the acceptance of the framework by developers?

RQ3 How does the use of VRTrain framework affect the developer workflow?
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The VRTrain framework was evaluated in a study with seven external developers (out of the core

team which developed the framework) who were using the framework for the first time. Developers

were specifically selected who have experience developing real-time applications with the Unity

game engine. Participants were provided with the virtual classroom with students, described in

Section 6, but without any behaviors, tasks, feedback, or data recorders. Participants were provided

with a pre-designed virtual environment to ensure that they focused on programming tasks with

the VRTrain framework and not the virtual environment design. The goal of the study was for

participants to implement a similar scenario for training teachers to identify situations in the

classroom and respond to those situations. The starting project was provided to participants on

GitHub. The study was designed to let developers work on a wide range of tasks with the VRTrain

framework, and to mimic as closely as possible the natural developer workflow. Since developers

worked with multiple components of the VRTrain framework and some of the tasks required some

brainstorming; instead of packing all these in a few minutes of study, the developers were allowed

the flexibility to split up and complete sub-tasks over multiple sessions. The entire study lasted two

weeks, but the effective development time was five to nine hours.

7.1 Experiment
In this section, we report the experiment procedure according to the structure of Ko et al. for
reporting experiments in the field of Human-Computer Interaction [36]. The study was conducted

remotely, communication was done over the Microsoft Teams platform. The study protocol and all

resources needed to complete the study were provided to participants online.

7.1.1 Recruitment. A total seven participants, six male, and one female, were recruited for this

study. The average age of participants was 25.4 years (𝑀=25.4, 𝑆𝐷=4.03). All participants had

experience developing real-time applications with the Unity game engine, as programmers or

programmers and designers.

7.1.2 Informed Consent. Prior to starting the study, participants were informed of their rights,

potential risks and discomforts, and confidentiality. Only participants who agreed to and signed the

GDPR-compliant consent document were allowed to proceed with the study. All data collected in

the study were kept anonymous and handled in compliance with the relevant local data protection

regulations. After signing the consent form, participants filled out a questionnaire collecting

anonymous demographic data about the participant.

7.1.3 Group Assignment. All participants performed the same set of tasks in the study, so there

was no group assignment. After filling out the consent form and demographic questionnaire,

participants proceeded to execute the study tasks.

7.1.4 Training. After completing the demographic questionnaire participants watched a 48 minutes

video covering both VRTrain concepts. The first part of the video covered the main concepts:

background to the subject, objectives, and goals of the VRTrain method. The second part of the

video covered the technical fundamentals of how to use the VRTrain framework, and a technical

demonstration (tutorial) on the process of implementing VR training applications with the VRTrain

framework.

7.1.5 Study Tasks. The entire study consisted of seven tasks.

(1) Watch the video and complete pre-study acceptability questionnaire.
Participants watch the 48 min. introductory video and complete the pre-study acceptability

questionnaire.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. EICS, Article 189. Publication date: June 2023.



Authoring and Personalization of VR Applications for Training 189:23

(2) Download evaluation project and VRTrain framework. Set up VRTrain project and fill the setup
questionnaire.
Participants had to clone the project from GitHub on their local computers and download the

VRTrain framework separately. After obtaining a copy of the VRTrain framework, participants

had to import the VRTrain framework into the project and set up the project ready for use

with the VRTrain framework. After setting up the project for use with the VRTrain framework,

participants responded to the VRTrain setup questionnaire.

(3) Development with VRTrain task 1: Implement looking behavior.
Users were expected to use the VRTrain framework, to implement configurable control of the

looking behavior of virtual human characters in the environment. The characters should be

able to turn and look at objects in the environment. The look target should be configurable

with the VRTrain framework.

(4) Development with VRTrain task 2: Implement "speaking" behavior.
In this task, participants were expected to implement configurable control of the speaking

behavior of virtual human characters in the environment. The characters should be able to

speak, and the speaking behavior (e.g., what the character is supposed to speak) should be

configurable with VRTrain fields.

(5) Development with VRTrain task 3: Implement "walk to" task.
In this task, participants were expected to use the VRTrain framework to make a pair of

students start a conversation (re-using behaviors from the previous step and the collaborative

event timeline feature of VRTrain framework). Secondly, participants were expected to

implement a “supervise students” task: this task requires the first-person player (VR user or

teacher) to supervise students by walking up to the pair of students talking [with keyboard

navigation]. Participants were also expected to implement configurable task feedback, using

the VRTrain base classes, to provide task help if the teacher (VR user) does not intervene

after 10s.

(6) Development with VRTrain task 4: Create script scenario.
At this step participants had completed all programming tasks. In this task, participants

were expected to use the work products from the previous tasks to create a typical training

scenario using the VRTrain framework. A scripted sequence of events that should occur

in the classroom was provided to the participants, and they would implement the training

scenario without writing any code, but using the VRTrain framework user interface elements.

The script consisted of what the students in the class should do (start a rowdy conversation),

a task for the teacher to react to the students’ actions (identify the pair(s) of rowdy students

and walk up to them), tracking the teacher’s performance and providing feedback based on

the performance (if the teacher does not identify the situation or moves to the students after

10s, tell the teacher what to do).

(7) Complete post-study acceptance questionnaire.
After completing all programming tasks in the study, participants completed the post-study

acceptance questionnaire. The post-study acceptance questionnaire contained the same

questions as the pre-study acceptability questionnaire.

7.1.6 Outcome Measures. The following data was collected during the study.

Pre-Study Acceptability and Post-study Acceptance: A pre- and post-study acceptability question-

naire, both based on the technology acceptance questionnaire UTAUT [68], was completed by

participants. The pre-study acceptability questionnaire measures participants perceived acceptabil-

ity of the VRTrain method and framework before they get the opportunity to use the framework in

a project. The pre-study acceptability questionnaire was completed by participants after watching
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the introductory video which presented the VRTrain method and framework (Section 7.1.4). The

post-study acceptance questionnaire evaluates participants’ acceptance of the VRTrain method

and framework after they have had the opportunity to use the framework in a project. The post-

study acceptance questionnaire was completed by participants after executing all the study tasks

described in Section 7.1.5. These questionnaires were used to evaluate participants’ acceptability

and acceptance of the VRTrain method and framework along four scales:

(1) Effort Expectancy: How easy is it for users to learn to use the system, become skillful at

using the system, and get the system to do what they want it to do?

(2) Performance Expectancy: Evaluated if using the systemmakes it easier for users to complete

their job, attain higher quantity and quality results in their work, and reduce time spent on

routine tasks.

(3) Attitude Towards Use: Evaluates if users consider use of the system to be a good idea, if it

makes work pleasant or interesting, and look forward to using the system in their job.

(4) Facilitating Conditions: Evaluates if users have the necessary knowledge, competence, and

compatible tools to work with the system and if it is compatible with aspects of the user’s

work and work style.

Work Load Evaluation: The workload of each of the study tasks was also evaluated using the

NASA TLX questionnaire [25]. Participants completed the NASA TLX questionnaire to evaluate:

(1) The setup process of the VRTrain framework, i.e., setting up a Unity real-time simulation

project for use with the VRTrain framework. The questionnaire was completed by participants

after downloading and setting up the study project for use with the VRTrain framework.

(2) Each of the development tasks in the study procedure. Participants completed the NASA TLX

questionnaire after completing each of the programming study tasks where they used the

VRTrain framework to accomplish the task.

7.2 Results
In this section, we present the results of the VRTrain evaluation study.

7.2.1 Pre-Study Acceptability and Post-Study Acceptance.

Effort Expectancy. Effort Expectancy measures the expected amount of effort participants will

require to learn and effectively use the system (Fig. 13). Regarding the pre-effort expectancy, the
internal consistency is estimated as reliable enough (Cronbach’s 𝛼=0.55, which is interpreted as

‘minimal’, but Spearman’s 𝜌=0.93 and Guttman’s 𝜆4=0.87, which are interpreted as ‘good’). The

interrater reliability is estimated as moderate (Kendall’s𝑊 =0.29, df =5, 𝑝=0.067, n.s.). Since the
distribution of the answers does not follow a normal distribution (Kolmogorov-Smirnov normality

tests did not pass with 𝛼=0.05), we computed for each question a Wilcoxon signed-rank test for a

simple sample with ties and continuity correction (with 10,000 iterations) to determine whether

answers are significantly departing from the median value 𝑀𝐷=3, either above or below (for

example, for question Q5). Indeed, a question could receive an average answer above the median

value, but not significantly. It is usually admitted that the average should be above the median

𝑀𝐷=3. Q1, Q2, Q3, Q4, and Q6 are positive statements and all received an average above the median

value 𝑀𝐷=3, but only Q4 (𝑀=3.86, 𝑆𝐷=0.99, 𝑝=0.046∗) with a large effect size (𝑟=0.61) and Q6

(𝑀=3.86, 𝑆𝐷=0.35, 𝑝=0.015∗) with a very large effect size (𝑟=0.88) were significantly above the

median. Similarly, Q5 (𝑀=2.14, 𝑆𝐷=0.35, 𝑝=0.015∗), the sole negative statement, is significantly

below the median. The average pre-study effort is above the median (𝑀=3.40, 𝑆𝐷=0.95), which

denotes a reasonable average value. We repeated the same calculations for all statements for all

scales. Therefore, from now on, we only summarize the main salient results.
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Fig. 13. Effort Expectancy: Pre-study (top) and Post-study (bottom).
All corresponding measures for the post-effort expectancy are improved with respect to the

pre-effort: consistency (Cronbach’s 𝛼=0.67) is better, interrater reliability is significantly better

(Kendall’s𝑊 =0.36, df =5, 𝑝=0.027∗), averaged value is maintained above the median and slightly

improved (𝑀=3.71, 𝑆𝐷=0.91). More important, this averaged value is highly significantly better

than for the pre-study (a Wilcoxon signed-rank test for the two paired samples returned 𝑝=0.0038∗∗

for one tail and 𝑝=0.0076∗∗ for two tails) with a medium effect size (𝑟=0.40), which suggests a really

positive evolution from the pre-study to the post-study.

Performance Expectancy. Performance expectancy measures how much users expect to per-

form at their job when using the system (Fig. 14). Regarding the pre-study performance, the con-
sistency is simply excellent (Cronbach’s 𝛼=0.90, which is interpreted as ‘very good’, Spearman’s

𝜌=0.90 and Guttman’s 𝜆4=0.96, which are interpreted as ‘very good’), thus suggesting that partici-

pants were highly consistent among them in answering the performance questions. The interrater

reliability is estimated as moderate (Kendall’s𝑊 =0.39, df =5, 𝑝=0.16, n.s.). Question Q1=“Using the

system would make it easier to do my job” (𝑀=2.71, 𝑆𝐷=1.03, 𝑝=0.31, n.s.) is the only question

averaged below the median, but not significantly; hopefully, thus suggesting that the perceived

performance of VRTrain was not convincing at first glance. All other questions are averaged above

the median, none of them significantly.

Regarding the post-study performance, the consistency is again as excellent as it was for the re-

study (Cronbach’s 𝛼=0.91, which is interpreted as ‘very good’, Spearman’s 𝜌=0.94 and Guttman’s

𝜆4=0.96, which are interpreted as ‘very good’), thus suggesting that participants were highly

consistent among them in answering the performance questions, both during the pre- and the post-

study. The interrater reliability is this time estimated as minimal, but not significantly (Kendall’s

𝑊 =0.12, df =5, 𝑝=0.48, n.s.). All questions are average above the median, and only Q5=“Using the

system improves the quality of the work I do” (𝑀=3.71, 𝑆𝐷=0.45, 𝑝=0.007∗∗ with a large effect

size of 𝑟=0.89) and Q6=“If I use the system I will spend less time on routine job tasks” (𝑀=3.57,

𝑆𝐷=0.73, 𝑝=0.008∗∗ with a large effect size of 𝑟=0.87) were significantly departing from the median,

thereby suggesting that work improvement and time reduction were perceived as more pre-eminent.

However, the averaged pre-study performance (𝑀=3.65, 𝑆𝐷=1.39) was not significantly different

(a Wilcoxon signed-rank test for the two paired samples returned a z-score 𝑧=0.80, n.s.) from the

post-study (𝑀=3.45, 𝑆𝐷=0.96).
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Fig. 14. Performance Expectancy: Pre-study (top) and Post-study (bottom).

Attitude Towards Use. Attitude towards use evaluates users’ perception of use of the system

in their jobs (Fig. 15). Regarding the pre-study attitude, the internal consistency is estimated as

moderately reliable (Cronbach’s 𝛼=0.57, which is interpreted as ‘minimal’, but Spearman’s 𝜌=0.35

and Guttman’s 𝜆4=0.82, which are interpreted as ‘medium’, respectively ‘good’). The interrater

reliability is estimated as low (Kendall’s𝑊 =0.09, df =4, 𝑝=0.62, n.s.), which suggests that there

was little agreement among participants regarding aspects linked to what attitude to adopt with

respect to VRTrain in the pre-study. The averaged attitude (𝑀=4.00, 𝑆𝐷=0.76) has reached the

excellent threshold, which is one unit above the median value (3 in our case). Q1, Q2, and Q3 were

significantly averaged above 4 while Q4 and Q5 were averaged 3.57 and 3.86, respectively, but not

significantly above the median.

Regarding the post-study attitude, the internal consistency is reliable (Cronbach’s 𝛼=0.74 is

interpreted as ‘good’, Spearman’s 𝜌=0.56 and Guttman’s 𝜆4=0.96 are interpreted as ‘medium’ and

‘very good’, respectively). The interrater reliability is estimated as medium (Kendall’s𝑊 =0.29, df =4,
𝑝=0.08, n.s.). Three questions out of five from this questionnaire were assessed as significantly above

the median value: Q1=“Using the system is a good idea” (𝑀=4.29, 𝑆𝐷=0.70, 𝑝=0.015∗, with a large

effect size of 𝑟=0.81), Q2= “I like the idea of using the system” (𝑀=4.25, 𝑆𝐷=1.64, 𝑝=0.00715∗∗, with
a large effect size of 𝑟=0.88), and Q4=“The system makes work more interesting” (𝑀=3.86, 𝑆𝐷=0.99,

𝑝=0.046∗, with a medium effect size of 𝑟=0.58). The other two questions are also averaged above

the median but not significantly. Having the five statements of this questionnaire all perceived as

very positive suggests that participants felt that using VRTrain was beneficial for their work, in

particular after having used it.

However, the averaged pre-study attitude towards use (𝑀=4.00, 𝑆𝐷=0.76) slightly decreased

for the post-study (𝑀=3.94, 𝑆𝐷=0.83), but not significantly (a Wilcoxon signed-rank test for the

two paired samples returned a z-score 𝑧=0.38, 𝑝=0.36, n.s.). Participants were more aware of the

investment required by the test after completing the study, but this difference remains marginal.

Facilitating Conditions. When deploying a new system or method it is desired to introduce

very little unnecessary changes as possible, thereby raising the chances of quick and easy adoption.

A requirement for the VRTrain framework was to deliver value with minimal disruption to proven

and established workflows, leveraging existing developer knowledge and skills. Therefore, we
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Fig. 15. Attitude Towards Use: Pre-study (top) and Post-study (bottom).

evaluate if users have the necessary tools, knowledge, and expertise to use the new system (Fig. 16).

Regarding the pre-study facilitating conditions, the internal consistency is reliable (Cronbach’s

𝛼=0.75 is interpreted as ‘good’ and Guttman’s 𝜆4=0.91 are interpreted as ‘very good’). The interrater

reliability is estimated as medium (Kendall’s𝑊 =0.37, df =5, 𝑝=0.022∗).
Although all statements of this questionnaire were positively phrased, two of themwere answered

with an average below the median: Q4=“Using the system is compatible with all aspects of my

work” (𝑀=2.86, 𝑆𝐷=0.35) and Q6=“Using the system fits into my work style” (𝑀=2.57, 𝑆𝐷=0.90),

thus suggesting that the model-based approach with parameters adopted in VRTrain represents

an unusual way of working for familiar developers. This does not mean that this way of work

is not appropriate, as other questions are averaged above the median with the peak reached for

Q3=“Given the resources, opportunities and knowledge it takes to use the system, it would be easy

for me to use the System” (𝑀=4.67, 𝑆𝐷=1.11) which is significantly different (𝑝=0.015∗) with a

large effect size (𝑟=0.81).

Regarding the post-study facilitating conditions, the internal consistency is reliable (Cronbach’s

𝛼=0.68 is interpreted as ‘good’ and Guttman’s 𝜆4=0.84 are interpreted as ‘good’). The interrater

reliability is estimated as medium (Kendall’s𝑊 =0.38, df =5, 𝑝=0.0059∗∗). After completing the

study, this questionnaire received a significant improvement regarding three questions: Q1=“I

have the resources necessary to use the system” (𝑀=4.54, 𝑆𝐷=1.63, 𝑝=0.015∗), Q2=“I have the

knowledge necessary to use the system” (𝑀=4.00, 𝑆𝐷=1.07, 𝑝=0.046∗), and Q3=“Given the resources,
opportunities and knowledge it takes to use the system, it would be easy for me to use the

System” (𝑀=4.42, 𝑆𝐷=1.32, 𝑝=0.0014∗), which was already the case for the pre-study. Nevertheless,

Q4=“Using the system is compatible with all aspects of my work” (𝑀=2.57, 𝑆𝐷=1.18, 𝑝=0.21, n.s.)
received the most negative assessment (29% of participants expressed reservations not about the

use of the system, but about its suitability with current development practices). This observation is

pretty well expressed by a participant’s comment: “Although this framework does not cover what
I’m currently doing in my job, I think it may be useful there someday, especially for projects with
complex, changing scenarios. I think it may be useful to have provided with the framework some more
premade scripts that would potentially be commonly used, like for example voice or pointer feedback,
that would speed up the initial work”.
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The averaged facilitating conditions were perceived more positively after the post-study (𝑀=3.60,

𝑆𝐷=1.18) than in the pre-study (𝑀=3.29, 𝑆𝐷=1.57) and significantly (a Wilcoxon signed-rank test

for the two paired samples returned a z-score 𝑧=2.04, 𝑝=0.02∗) with a small effect size (𝑟=0.22),

thus suggesting that the developers’ feeling that they have the resources and knowledge to use

VRTrain, but that its approach is not traditional and not familiar with the practices they know.
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Fig. 16. Facilitating Conditions: Pre-study (top) and Post-study (bottom).

7.2.2 Workload Assessment.

Task Difficulty: Likert-scale evaluation. To capture how the various steps of the protocol

were subjectively perceived by participants, they were invited to express their ease of com-

pleting each task on a 5-point Likert [39] scale. Overall, all steps were perceived as very easy

(𝑀=4.52, 𝑆𝐷=0.66) to perform (Fig. 17): the setup process was very well accepted (𝑀=4.86, 𝑆𝐷=0.35,

𝑝=0.0078∗∗), task 2 was the easiest (𝑀=5.00, 𝑆𝐷=0.0, 𝑝=0.0078∗∗), followed by task 4 (𝑀=4.83,

𝑆𝐷=0.37, 𝑝=0.015∗), task 3 (𝑀=4.00, 𝑆𝐷=0.58, 𝑝=0.031∗) to end up with task 1 (𝑀=3.86, 𝑆𝐷=1.00,

𝑝=0.031∗), which is normal since it was the first real task to perform. A participant’s comment also

reveals this: “Hello, I find the framework to be a really cool idea. I think it is really hard, to get to
understand how the framework has to be configured but once I could get it running it was just as easy
as it gets. For the examples, I would have liked some screenshots for the settings but I got all the help
from you I needed in the end. ”. A sign test with 𝛼=0.05 and𝑀𝐷=3 showed a significant difference

among these answers (𝑝≤0.0001∗∗∗∗). An item analysis with a discrimination cutoff of 𝑐=0.27 that

the question related to task 2 was the most difficult to answer, while the one for task 1 was the

easiest one (difficulty=3.85).

NASA TLX Evaluation. Participants were also asked to fill out the NASA-Task Load Index

(NASA-TLX) questionnaire [24, 25], which assesses the estimated workload of the configuration
and development tasks. It consists of six subscales: mental demand, physical demand, temporal

demand, effort, performance, and frustration level. In our case, there is no physical counterpart,

thereby leaving aside the corresponding subscale.

Fig. 18 compares the averaged scores obtained for NASA-TLX sub-scales for the four tasks of the

protocol. Regarding the mental workload, the first task was more demanding since the first task

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. EICS, Article 189. Publication date: June 2023.



Authoring and Personalization of VR Applications for Training 189:29

Study Tasks
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Fig. 17. Subjective ease of completing task with VRTrain framework.
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Fig. 18. Averaged scores for NASA-TLX subscales for all tasks. Error bars show a confidence interval of 95%.

always induces the entry cost, which decreases when repeated in the second task; the same pattern

occurs with tasks 3 and 4. Regarding the temporal demand, the obtained scores are considered

equivalent, thus suggesting that the time perceived by participants to complete the various steps

are equivalent. Each participant managed to complete all steps of the experiment and some even

reported being impressed by the results, considering that they would not have been able to do the

same without the help of the framework. This could explain the high value of the “performance

subfactor”. Similarly to the mental demand, the perceived performance increases after its repetition,

first from task 1 to task 2, then from task 3 to task 4. The perceived effort is again considered

equivalent among tasks.

8 DISCUSSION
There is increasing interest and pilot implementations of VR technology in the professional context

for skill and behavior training. However, for a technology that has largely developed in the enter-

tainment and movie industry, there are still some challenges to its effective deployment and use

in the professional context - which requires a broad range of expertise to design and successfully

deliver appropriate training content and systems. In this paper, we proposed a development method

for VR training applications, to enable the incorporation of diverse expertise in the development of

VR training content through flexible authoring and personalization of the VR training simulations.

An accompanying tool (the VRTrain framework) which is used by developers at the implementation

step of the VR training development and helps enact this method was also presented. The VRTrain
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framework has been used in the development of three categories of VR research and training

applications, and in this paper, we presented a use case in the development of a system for training

teachers to deal with specific situations in a classroom.With a project in the context of the presented

use case, and evaluation of the VRTrain framework was conducted with developers who were using

the framework for the first time. We hereby discuss the results of the evaluation study in relation

to the stated research questions:

RQ1: The results show that participants find it easy to setup and use the VRTrain framework

(Section 7.2.2). However, users may encounter some difficulties with the first encounter using the

framework in a programming task. One of the primary advantages of the VRTrain framework and

method is to facilitate the creation of custom personalized training scenarios. Participants did not

build any third party applications for authoring training scenarios in this study, but they were able

to use a similar feature to simulate this task in Unity in study task 4. We find that this process

was rated as second most easy task in the study, and users also report very high performance

(success) in executing the task. While an evaluation of this step would be more meaningful with

non-technical experts, this may hint that the process of creating personalized scenarios could be

easy.

In study participants’ comments about use of the framework, two themes about ease of use

emerge: participants commented that it was easy to use the framework, and use of the framework

enabled some implementation tasks to be completed faster. However, some participants also reported

that the framework is only easy to use after one gets familiar with the basic principles of its use.

The following user comments highlight this perception on ease of use of the VRTrain framework.

“It was a bit difficult to get used to it but once I understood everything (the documentation
was very helpful and easy to understand) it was quite easy... It was way faster with the
framework”

“After completing the first task the use of the framework was way easier and it only
took me a few minutes to finish the second task. It was way easier and faster with the
framework.”

RQ2: Pre- and post-study acceptance evaluation results for attitude towards use, facilitating

conditions, effort, and performance expectancy reveal that acceptance of developers is generally

positive, with the acceptance increasing before first use of the framework and after using the frame-

work. The results of our pre-study acceptability and post-study acceptance show that developers’

effort expectancy when using the framework is significantly positive, which allows us to conclude

that developers who have some experience developing real-time VR applications with Unity will be

able to quickly and easily learn to use the system and become proficient at implementing applica-

tions with framework using the new development approach. The results show that effort expectancy

significantly improved for the post-study after developers had used the framework in the study

project, which confirms and re-enforces the positive pre-study effort expectancies of developers.

The performance expectancy results showed that work improvement and time reduction were

more critical for developers. Participants perceived more that “using the system would make it

easier to do their job” after using the system, than before using the system. However, the average

performance for pre-study and post-study did not differ significantly. Developers’ attitude towards

use slightly decreased from pre-study to post-study, but not significantly. A decrease does not mean

a negative attitude towards use, because, in both pre-study and post-study, attitude towards use

was highly positive (above median).

The following comments by participants highlight perceived acceptance of the framework:

“I think this framework would be a really good way to accomplish this task.”
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“It was way easier and faster with the framework which was quite satisfying. ... after
having completed the task i was very satisfied.”

These comments from participants highlight a more emotional acceptance of the framework, we

discuss this in more context in the next section when we consider this in the context of how use of

the framework affects and potentially changes the way participants accomplish their development

tasks.

RQ3: User evaluation of enabling conditions in the pre-study and post-study was mixed, some

questions scored below the median (Q4=“Using the system is compatible with all aspects of my

work” and Q6=“Using the system fits into my work style”), while others scored above the median

(Q1=“ I have the resources necessary to use the system.”, Q2=“ I have the knowledge necessary to

use the system.”, and Q3=“Given the resources, opportunities and knowledge it takes to use the

system, it would be easy for me to use the System”). This suggests that the method of developing

parametrized VR training applications is perceived as not fitting/compatible with user’s style of

work, but they have the necessary knowledge and tools to adopt the method. It is worth noting that

participants in the study were all experienced at developing real-time applications with the game

engine. Therefore, they already developed the habit of a certain work style which is different from

the proposed parametrized method. This means that experienced developers have the required

knowledge and skill but will have to learn the new method. This may be different for developers

who are just starting to work with these tools since they will have to learn to use the new method

at an early stage of their skill development. Considering the evaluation results of “effort expectancy”

and “attitude towards use”, experienced developers believe it is a good idea to use the system, but

require a change of style for experienced developers.

Three main themes emerge from participants’ comments on how use of the VRTrain framework

affects the work of developers. First, participants perceive that less coding is required to complete

subsequent VR training scenario setup tasks after the initial component scripts have been imple-

mented. Secondly, use of the VRTrain framework enables greater code re-usability. Additionally,

some architecture and design decisions are lifted enabling developers to focus on implementing

the business logic of the simulation. Despite these, some participants still perceived some tasks as

too monotonous and requiring exercise configuration and on-screen clicking on UI elements which

is not typical of developers. The following comments emphasize these participant perceptions:

“Again, without the framework, I would just write a single script or extend a previously
created one. I feel like this time less code is needed with the use of the framework than
without it.”
“users dont have to build and design everything (system architectures, detail design,
workflow, etc.) from the ground”
“certainly the code is more reusable when following this approach, and easier to edit too.”
“It was really easy to accomplish this task and it requires no coding, but a lot of clicking in
the editor. Without the framework, it would probably take longer and would be somewhat
hard-coded.”

While the VRTrain method provides method definitions for the entire development cycle, the

VRTrain framework is only used at the implementation phase of the VR training application in a

real-time game engine, but not for the implementation of a training administration application.

It is also worth noting that the evaluation presented in this paper does not directly evaluate the

systematic development method, but only indirectly through the use of the framework.

In this paper, we proposed a method to design small atomic behaviors, tasks, and data recorder

components that can be used by training administrators to build personalized training scenarios
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based on training needs. However, this raises concern about how small these atomic components

should be; more atomic means greater flexibility but more effort and time to set up training scenarios,

and larger behavior and task components would mean less flexibility and less effort and time to

set up training scenarios. This is already observed in our evaluation study – in the execution of

the study task “Development with VRTrain task 4: Create script scenario.” ; while 83% (Fig. 17) of

participants strongly agree that completing the scripted scenario with the VRTrain framework

was easy, a participant’s comment on the task also suggested that the task involved too many

mechanical operations and data input. To address this situation, small atomic components can be

configured and grouped to form larger components that can be re-used between projects. Secondly,

as presented in Section 6.4, the VRTrain framework is designed such that VRTrain events can be

programmatically created at runtime by an artificial intelligence (AI) agent, this approach is also

proposed by Coltey et al. [13]. However, use of an AI agent means that application domain and

training experts are not directly involved in the process of creating training content. The effect of

one or a combination of both approaches should be the subject of further research.

Another important, but also challenging and often ignored, aspect of VR training and VR systems,

in general, is the ethical concerns [33]. Given that the chosen application scenario for this study

trains teachers (the users) to develop new habits on how to interact with other persons (students),

these skills could be transferred into actual interactions in the real world. While this study does not

seek to investigate the effectiveness of this skill transfer, it is important to note that any amount of

skill transfer that was learned in the virtual environment could lead to unintended consequences

and raise ethical concerns. VRTrain allows educational experts to author training scenarios after

the system is implemented. Therefore, it is important to ensure due diligence and adherence to

ethical values at three stages: during the design and implementation of the configurable behaviors

and tasks, during training scenario authoring by the educational expert, and during the operation

of the VR training - to ensure that users can safely use the VR training system, act responsibly, and

adhere to ethical values in the virtual environment.

Limitations (Threats to Validity).
In this section, we discuss some of the limitations of the evaluation study, and the VRTrain method

and framework in its current state.

(1) The VRTrain Method does not provide tools for automating all phases of the development pro-

cess (e.g., Design, Iterative Design, Verification, etc.). Traditional software engineering tools

can be used at these stages. However, it might be helpful to provide some specific automation

tools, e.g., for automatically transforming design specifications into software specifications

for implementation with VRTrain. This is not currently implemented or provided in the

current state of the work.

(2) The evaluation study results could be affected by individual developer experience with tools

such as git, and the performance of individual developer end-devices used in the study.

Additionally, participants were only allowed to begin with the study after watching the video

and completing the pre-study evaluation. However, there were no additional parameters to

decide when participants should start the study. It is possible that there could be variations

in participants’ understanding of the video which could introduce bias in the study.

(3) The evaluation study presented in this paper only evaluates the use of the VRTrain framework

and the implementation phase of the method. All stakeholders were not included in the

evaluation. A comprehensive evaluation of the method will require evaluation in the context

of a complete project with all experts and stakeholders, particularly training experts.

(4) The introduction video for the pre-study evaluation (which eventually also served as training

prior to starting the study) could be uncomfortably too long. It is likely that some participants
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could become weary before the end of the video, which could affect their responses in the

pre-study.

(5) Given the constraints at the time of the study and the wide range of tasks that were executed

by participants, it was only possible to conduct the study remotely and allow participants to

complete the tasks over a variable length of time without drastically disrupting their regular

work schedule. This variability could also introduce inconsistencies in the evaluation.

9 CONCLUSION
In this paper, we discussed the use of virtual reality technologies in the professional context for skill

and behavior training. We also discussed the state of the art and challenges to developing virtual

reality training applications, primarily the need to define special development methodologies that

incorporate the vast knowledge of creating training systems, and to personalize training to meet

specific training needs. To address these issues, we proposed a systematic method for developing

virtual reality training applications, and a framework tool to support developers of these systems

enacting the method. We presented a use case of the method and an evaluation of the method with

experienced developers. The results of the evaluation showed that developers are generally positive

towards use of the method, they have the necessary knowledge and tools to use the method, and

find it easy to learn and use in the development process. However, experienced developers who

already have specific styles of work do not perceive the new method as fitting or compatible with

their style of work. Therefore they will need to learn to develop applications with the new method.

The evaluation presented was conducted with experienced developers and did not directly

evaluate the systematic development method since a complete team of diverse experts is required

to evaluate the use of the method in a team. Developers also expressed some technical concerns

when performing manual configuration tasks. Therefore, future research work should focus on

two main areas: conducting larger studies with teams in the industry on the use of the method and

framework, and the effect of developer experience should also be studied with experienced and

non-experienced study participants. Secondly, future technical work should explore methods of

automating some manual tasks with the use of artificial intelligence methods, and also evaluate the

impact of these approaches. The main contributions of the research work presented in this paper

can be classified into three categories: conceptual, methodological, and software tool.

(1) A concept for developing VR applications for training consisting of a systematic development

method and a framework tool. The concept promotes using state-of-the-art tools, while

adhering to standards, but also managing the complexities of the application domain.

(2) A systematic method with standard method definitions describing: roles, tasks, and work prod-

ucts, for implementing training-oriented virtual reality applications. The systematic method

promotes the integration of pedagogic and domain expert requirements and knowledge in the

development of VR training systems. The systematic development method includes method

definitions for the design and implementation of the application with high interoperability.

Interoperability subsequently enables the use of external third-party applications for intuitive

authoring and personalization of VR training to meet training needs, without technical skills.

(3) A development framework/tool which enacts the proposed method, and can be used by

developers at the implementation phase of VR training application development. We present

our approach to developing the tool, a use case, and also discuss the results of an evaluation

study, which opens avenues for further development, research, and discussion on the subject

of VR training application development.
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