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ABSTRACT. We prove that every finite Borel measure µ in RN that is

bounded from above by the Hausdorff measure Hs can be split in count-

able many parts µbEk
that are bounded from above by the Hausdorff

content Hs
∞. Such a result generalises a theorem due to R. Delaware that

says that any Borel set with finite Hausdorff measure can be decomposed

as a countable disjoint union of straight sets. We apply this decomposi-

tion to give a simpler proof for the existence of solutions of a Dirichlet

problem involving an exponential nonlinearity.

1. INTRODUCTION AND MAIN RESULT

Let 0 ≤ s < +∞ and N ∈ N∗ with N∗ := N \ {0}. Our goal in this

paper is to exploit the concepts of Hausdorff measure Hs and content Hs∞
to obtain some better understanding about the finite Borel measures µ in

RN that satisfy the estimate

(1.1) µ(E) ≤ Hs(E) for every Borel set E ⊂ RN .

The definitions of Hs and Hs∞ are recalled in Section 2 and we implicitly

assume throughout the paper that our measures are nonnegative. Observe

that the condition µ ≤ Hs above is not only satisfied by measures µ of

the form µ = fHs with a measurable function f ≤ 1, but also by any µ

such that µ(E) = 0 for every Borel set E ⊂ RN with finite Hs measure. In

particular, one may have µ = gHt with t > s, regardless of the coefficient g.

We want to know more precisely in what extent Hs may be replaced

in (1.1) by the smaller quantity that is Hs∞ and whether there is a unifying

principle that would in particular cover the examples we mentioned above.

While one has Hs∞(E) = 0 if and only if Hs(E) = 0, it turns out that Hs∞
and Hs are quite different in general. For example, Hs∞ is finite on every

bounded subset of RN , which is far from being the case forHs when s < N .

They do coincide in some special cases of positive Hs measure that are

inherited from the case s = N . Indeed, for every ` ∈ {0, . . . , N}, if T ⊂ RN
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is an `-dimensional affine hyperplane and Br(a) ⊂ RN is the open ball

centered at a ∈ T with radius r > 0, then a straightforward argument gives

H`∞(Br(a) ∩ T ) = H`(Br(a) ∩ T ) = ω`r
`,

where ω` denotes the volume of the `-dimensional unit ball. One then de-

duces more generally that, for every bounded Borel set A ⊂ T ,

(1.2) H`∞(A) = H`(A);

see Proposition 2.1 below. These are examples of straight sets, a notion in-

troduced by J. Foran in [4]:

Definition 1.1. A Borel set E ⊂ RN is said to be s-straight whenever

Hs∞(E) = Hs(E) < +∞.

It is worth signalling that, the inequality Hs∞(E) ≤ Hs(E) being always

satisfied, one only needs to check the reverse inequality when proving that

a set is s-straight. The concept of s-straight set carries an implicit idea of

flatness as we have seen in (1.2), which is emphasised for instance by the

fact that the unit sphere SN−1 is not (N − 1)-straight since

HN−1
∞ (SN−1) = ωN−1 ≤

1

2
HN−1(SN−1).

R. Delaware established in [3, Theorem 5] the surprising property that s-

straight sets are the building blocks of any Borel set with finiteHs measure,

whence settling a conjecture made by J. Foran. More precisely, he proved

the following

Theorem 1. If E ⊂ RN is a Borel set of finite Hs measure, then there exists a
sequence of disjoint Borel sets (En)n∈N such thatE =

⋃
n∈N

En andEn is s-straight

for each n ∈ N.

A generalisation of the notion of s-straight set to Borel measures can be

achieved based on the observation that every subset of an s-straight set is

also s-straight by Proposition 2.1 below. This property implies that a Borel

set E ⊂ RN of finiteHs measure is s-straight if and only if

Hs(E ∩A) ≤ Hs∞(A) for every Borel set A ⊂ RN .

Notice that this condition still makes sense if we replaceHs by a Borel mea-

sure µ. Inspired by the strategy from [3], we prove that Delaware’s theorem

has a valid counterpart in this larger framework :
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Theorem 2. If µ is a finite Borel measure on RN such that µ ≤ Hs, then there
exists a sequence of disjoint Borel sets (En)n∈N such that RN =

⋃
n∈N

En and, for

every n ∈ N,

µ(En ∩A) ≤ Hs∞(A) for every Borel set A ⊂ RN .

One deduces Theorem 1 by taking as µ the restriction of Hs to E. Aside

from the natural generalisation of Delaware’s theorem, our motivation for

establishing Theorem 2 is that it provides one with an elegant tool to prove

the existence of a solution in the sense of distributions for the Dirichlet

problem

(1.3)

−∆u+ (eu − 1) = ν in Ω,

u = 0 on ∂Ω,

where Ω ⊂ RN , ν is a finite Borel measure in Ω and ∆ =
N∑
i=1

∂2/∂x2
i denotes

the classical Laplacian. It has been proved by J. L. Vázquez [7] for N = 2

and by D. Bartolucci et al. [1] for N ≥ 3 that (1.3) always admits a solution

when

(1.4) ν ≤ 4πHN−2.

Using Theorem 2 we provide a new proof of these results:

Theorem 3. Let N ≥ 2 and Ω ⊂ RN be a smooth bounded open set. If ν is a
finite measure in Ω that satisfies (1.4), then there exists a function u in the Sobolev
space W 1,1

0 (Ω) such that eu ∈ L1(Ω) and

(1.5) −∆u+ (eu − 1) = ν in the sense of distributions in Ω.

The original proof in [1] is quite involved and is based on approxima-

tion schemes of both the exponential term and the measure in the equation.

Moreover, the manipulation of the measure itself relies on a technical de-

compostion lemma in that paper and the notion of reduced measure intro-

duced in [2]. In contrast, the argument we present in Section 5 relies solely

on the equation we wish to solve and on the approximation of the measure

provided by Theorem 2.

A standard argument in Measure Theory extends Theorem 2 for σ-finite

measures µ. One may wonder whether it is possible to have a counterpart

of Theorem 2 that includes the non σ-finite case. To achieve this one should

allow the possibility of dealing with an uncountable family of Borel sets

that is suitably chosen in terms of µ. Using Zorn’s lemma, we show that
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Theorem 4. If µ is a Borel measure on RN such that µ ≤ Hs, then RN may be
written as a disjoint union of Borel sets RN =

⋃
i∈I

Ei ∪ F where, for each i ∈ I ,

we have 0 < µ(Ei) < +∞ and, for every Borel set A ⊂ RN ,

µ(Ei ∩A) ≤ Hs∞(A) and µ(F ∩A) ∈ {0,+∞}.

Note that if µ is σ-finite, then the index set I must be countable and

F is negligible with respect to µ. We thus recover Theorem 2 for σ-finite

measures.

In the next section, we explore in more detail the generalisation of s-

straight sets to Borel measures that we announced above. Then, in Section 3

we develop some tools in preparation for the proofs of Theorems 2 and 4

that we present in Section 4.

2. FROM STRAIGHT SETS TO MEASURES

We begin by recalling the definition [5] of the Hausdorff measure Hs of

dimension s of a set E ⊂ RN as

(2.1) Hs(E) = lim
δ→0
Hsδ(E) = sup

δ>0
Hsδ(E),

where we take the Hausdorff capacityHsδ defined for E ⊂ RN by

Hsδ(E) = inf

{∑
n∈N

ωsr
s
n : E ⊂

⋃
n∈N

Brn(xn), 0 ≤ rn ≤ δ

}
.

We use here the normalization constant ωs = π
s
2 /Γ( s2 + 1) that gives the

volume of the s-dimensional unit ball when s is an integer. Since the quan-

tityHsδ(E) increases as δ decreases, the limit in (2.1) always exists in [0,+∞]

and also

Hs∞(E) ≤ Hsδ(E) ≤ Hs(E).

The goal of this section is to study in more detail those measures satisfy-

ing µ ≤ Hs or µ ≤ Hs∞ and to illustrate through examples some differences

between both conditions. Given a Borel measure µ on RN and a Borel set

E ⊂ RN , we first recall that the restriction of µ to E is the Borel measure

µbE defined for A ⊂ RN by

µbE (A) = µ(E ∩A).

Example 2.1. If E ⊂ RN is a Borel set, then the Borel measure µ = HsbE
satisfies µ ≤ Hs. On the other hand, we have µ ≤ Hs∞ if and only if the

Borel set E is s-straight. This relies on the fact that every subset of an s-

straight set is s-straight; see [4, Theorem 1] :



A DECOMPOSITION FOR BOREL MEASURES µ ≤ Hs 5

Proposition 2.1. IfE ⊂ RN is an s-straight Borel set, then every Borel setA ⊂ E
is also s-straight.

Proof. SinceHs is Borel regular andHs∞ is subadditive, we have

Hs(E) = Hs(A) +Hs(E \A) ≥ Hs∞(A) +Hs∞(E \A) ≥ Hs∞(E).

Using that E is s-straight, all the inequalities above are actually equalities,

which implies thatHs(A) = Hs∞(A). �

Example 2.2. If s < N and if f : RN → R is a nonnegative Borel measurable

function, then the absolutely continuous measure λf defined by

λf (E) =

∫
E
f dx for every Borel set E ⊂ RN

satisfies λf ≤ Hs. Indeed, for every Borel set E ⊂ RN with finite Hs mea-

sure, we have HN (E) = 0 and thus λf (E) = 0. Now, using Proposition 2.2

below, one shows that λf ≤ Hs∞ if and only if∫
Br(x)

f dx ≤ ωsrs for every ball Br(x) ⊂ RN .

This condition is fulfilled for instance if

f(x) ≤ sωs
NωN

1

|x|N−s
for almost every x ∈ RN \ {0}.

In the previous example, we used that, as for s-straight sets [3, Theo-

rem 1], Borel measures µ ≤ Hs∞ are characterized in terms of a density

estimate:

Proposition 2.2. If 0 < δ ≤ +∞ and if µ is a Borel measure on RN , then µ ≤ Hsδ
if and only if

µ(Br(x)) ≤ ωsrs for every ball Br(x) ⊂ RN with 0 ≤ r ≤ δ.

Proof. If µ ≤ Hsδ, then we may directly write

µ(Br(x)) ≤ Hsδ(Br(x)) ≤ ωsrs

for every ball Br(x) ⊂ RN with 0 ≤ r ≤ δ by covering Br(x) with itself in

the definition of the Hausdorff capacity. For the converse, let E ⊂ RN be

a Borel set and let E ⊂
⋃
n∈N

Brn(xn) be an arbitrary covering of E by balls

with 0 ≤ rn ≤ δ for each n ∈ N. The estimate for µ implies that

µ(E) ≤
∑
n∈N

µ(Brn(xn)) ≤
∑
n∈N

ωsr
s
n.

The conclusion follows by taking the infimum over such coverings. �
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This proposition sheds some light on Theorem 2. Indeed, it allows one,

through a decomposition, to convert the abstract inequality µ ≤ Hs into a

more explicit estimate satisfied by countably many parts of µ.

We conclude this section by an example showing that the set F in Theo-

rem 4 cannot be avoided for a general Borel measure:

Example 2.3. Given s < N , define a Borel measure µ on RN by letting

µ(E) =

0 if E is σ-finite underHs,

+∞ otherwise.

This defines a Borel measure on RN that only takes the values 0 and +∞.

Furthermore, µ does not identically vanish due to our choice of s, and we

also have µ ≤ Hs.
However, the estimate µbE ≤ Hs∞ fails for every Borel set E ⊂ RN with

µ(E) > 0. Indeed, we must have µ(E) = +∞ and then, using the Increas-

ing Set Lemma, there exists a cube Q ⊂ RN such that

µbE (Q) = µ(E ∩Q) = +∞ > Hs∞(Q).

Hence, for this measure, Theorem 4 holds with I = ∅ and F = RN .

3. EXISTENCE OF AN s-STRAIGHT PART OF A MEASURE

For convenience, we shall say that a finite Borel measure µ is s-straight
whenever µ ≤ Hs∞. As we have seen in Example 2.1, this is a natural

generalisation of s-straight sets.

In this section, we show that any nonzero finite Borel measure µ contains

an s-straight part, that lives on a Borel set of positive measure under µ. This

is the counterpart of [3, Theorem 4] and will serve as a key tool to prove

our decomposition theorems. The main result of this section is stated as

follows:

Proposition 3.1. If µ is a nonzero finite Borel measure on RN satisfying µ ≤ Hs,
then there exists a Borel set E ⊂ RN such that µ(E) > 0 and µbE is s-straight.

Before proving Proposition 3.1, we will need some preparatory tools. We

begin with the next result, which is an analogue of the Intermediate Value

Theorem for Borel measures that do not charge singletons.

Proposition 3.2. Let µ be a finite Borel measure on RN such that, for every x ∈
RN , we have µ({x}) = 0. If E ⊂ RN is a Borel set satisfying µ(E) > 0, then, for
every 0 < c < µ(E), there exists a Borel set A ⊂ E such that µ(A) = c.
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This property is well-known, but we present a proof for the comfort of

the reader. It relies on the following lemma.

Lemma 3.1. Let µ be a finite Borel measure on RN such that, for every x ∈ RN ,
we have µ({x}) = 0. If E ⊂ RN is a Borel set satisfying µ(E) > 0, then, for each
ε > 0, there exists a Borel set A ⊂ E such that 0 < µ(A) ≤ ε.

Proof of Lemma 3.1. Using the Increasing Set Lemma, one finds a cube Q0 ⊂
RN such that µ(E ∩Q0) > 0. Then, by induction, one constructs a decreas-

ing sequence of cubes (Qn)n∈N such that µ(E ∩Qn) > 0 for each n ∈ N and

where the size of the side lengths of the cubes are halved at each step.

Since the diameters of the cubes tend to 0 as n→∞, there exists x ∈ RN

such that
⋂
n∈N

Qn ⊂ {x}. As µ is finite, one may apply the Decreasing Set

Lemma to obtain

lim
n→∞

µ(E ∩Qn) = µ

(
E ∩

( ⋂
n∈N

Qn

))
≤ µ({x}) = 0.

It thus suffices to take A = E ∩Qm for m ∈ N large enough. �

The proof of Proposition 3.2 is based on a standard exhaustion argument.

Proof of Proposition 3.2. Let 0 < c < µ(E) and A0 = ∅. By induction, we

may construct a sequence (An)n∈N of disjoint Borel subsets of E such that
cn
2
≤ µ(An) ≤ cn ≤ c for each n ∈ N∗,

where

cn = sup

{
µ(A) : A ⊂ E \

n−1⋃
k=0

Ak, µ(A) ≤ c− µ
( n−1⋃
k=0

Ak

)}
.

Let A =
⋃
n∈N

An ⊂ E, so that µ(A) = lim
n→∞

µ
( n⋃
k=0

Ak

)
≤ c. Assume by

contradiction that this inequality is strict. Then, since

µ(E \A) = µ(E)− µ(A) > 0 and c− µ(A) > 0,

we may invoke the previous lemma to obtain a Borel set B ⊂ E \ A such

that 0 < µ(B) ≤ c − µ(A). But this implies that B is admissible in the

definition of the numbers cn, whence we deduce that µ(B) ≤ cn for each

n ∈ N∗. On the other hand, we write
1

2

∑
n∈N∗

cn ≤
∑
n∈N∗

µ(An) = µ(A) < +∞,

and thus cn → 0 as n→∞. This contradicts the fact that 0 < µ(B) ≤ cn for

each n ∈ N∗, and the conclusion follows. �
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Another tool is the following result whose proof can be found in [6,

Proposition 14.15].

Proposition 3.3. If µ is a finite Borel measure on RN satisfying µ ≤ Hs, then,
for every ε > 0, there exists a Borel set A ⊂ RN such that

(1) for every β > 1, there exists δ > 0 such that µbA ≤ βHsδ ,
(2) µ(RN \A) ≤ ε.

We are now ready to prove Proposition 3.1. We rely on the strategy

used by R. Delaware that had been suggested to him by D. Preiss. In

our case, Proposition 3.3 above acts as a replacement for general measures

of [3, Lemma 1] forHs.

Proof of Proposition 3.1. We begin by dealing separately with the special case

where there exists x ∈ RN such that µ({x}) > 0. This can only happen

when s = 0, but then we have

0 < µ({x}) ≤ Hs({x}) = 1 = Hs∞({x}).

It therefore suffices to let E = {x} to conclude. We may thus assume from

now on that µ({x}) = 0 for every x ∈ RN , which implies that µ satisfies the

assumptions of Proposition 3.2.

Let (εj)j∈N be a decreasing sequence of positive real numbers that con-

verges to 0. We apply Proposition 3.3 with any 0 < ε < µ(RN ) to extract

a Borel set A ⊂ RN such that µ(A) > 0 and a sequence (δj)j∈N such that

µbA ≤ (1+εj)Hsδj for each j ∈ N. By Proposition 2.2, this condition rewrites

as

(3.1) µbA(Br(x)) ≤ (1 + εj)ωsr
s

for every ball Br(x) ⊂ RN with r ≤ δj .
We now turn to the construction of the required Borel set E. Let us first

pick a decreasing sequence of positive real numbers (rj)j∈N with rj ≤ δj

for each j ∈ N that satisfies lim
j→∞

rj = 0 in addition to other properties to be

described later on. For each j ∈ N∗, we consider a partitionA =
⋃
i∈N

Ai,j into

disjoint Borel sets with diameter less than rj+1. Assume that the sequence

(εj)j∈N has been chosen such that εj < 1 for every j ∈ N∗. We may thus

apply Proposition 3.2 to find, for each i ∈ N and j ∈ N∗, a Borel set Ei,j ⊂
Ai,j such that

µ(Ei,j) = (1− εj−1)µ(Ai,j).
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We then let

E =
⋂
j∈N∗

⋃
i∈N

Ei,j .

We show that the Borel set E satisfies the conclusion of Proposition 3.1,

provided that the sequences (εj)j∈N and (rj)j∈N are suitably chosen. We

begin with µ(E) > 0. Since for each j ∈ N∗ the sets Ai,j are disjoint, the

same holds for the subsets Ei,j , whence

µ

(⋃
i∈N

Ei,j

)
=
∑
i∈N

µ(Ei,j) =
∑
i∈N

(1− εj−1)µ(Ai,j) = (1− εj−1)µ(A)

for each j ∈ N∗. Writing

A \ E = A \
( ⋂
j∈N∗

⋃
i∈N

Ei,j

)
=
⋃
j∈N∗

(
A \

⋃
i∈N

Ei,j

)
,

we obtain

µ(A \ E) ≤
∑
j∈N∗

µ

(
A \

⋃
i∈N

Ei,j

)
=
∑
j∈N∗

(µ(A)− (1− εj−1)µ(A)) =
∑
j∈N∗

εj−1µ(A).

So, if we choose the sequence (εj)j∈N such that∑
j∈N

εj < 1,

then we obtain

µ(E) = µ(A)− µ(A \ E) > 0.

It remains to prove that µbE is s-straight. According to Proposition 2.2,

it suffices to show that µbE (Br(x)) ≤ ωsr
s for every ball Br(x) ⊂ RN with

r > 0. Assume that r ≥ r0. Using Proposition 3.2, we may suppose from

the beginning that 0 < µ(A) ≤ ωsrs0. We therefore have

µbE (Br(x)) ≤ µ(E) ≤ µ(A) ≤ ωsrs0 ≤ ωsrs.

We are thus left with the case 0 < r < r0. Since the sequence (rj)j∈N

decreases to 0, we may then find j ∈ N∗ such that

rj ≤ r < rj−1.
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Denote by I the set of indices i ∈ N such that Br(x)∩Ei,j 6= ∅. We observe

that

µbE (Br(x)) = µ

(
Br(x) ∩

⋂
k∈N∗

⋃
i∈N

Ei,k

)

≤ µ
(⋃
i∈N

(Br(x) ∩ Ei,j)
)

= µ

(⋃
i∈I

(Br(x) ∩ Ei,j)
)
.

By the subadditivity of µ, we get

µbE (Br(x)) ≤
∑
i∈I

µ(Br(x) ∩ Ei,j) ≤
∑
i∈I

µ(Ei,j) = (1− εj−1)
∑
i∈I

µ(Ai,j).

Since the sets Ai,j are disjoint, we find

µbE (Br(x)) ≤ (1− εj−1)µ

(⋃
i∈I

Ai,j

)
.

Each set Ai,j having a diameter less than rj+1, it follows from the defini-

tion of I that Ai,j ⊂ Br+rj+1(x) ∩ A for every i ∈ I , and thus
⋃
i∈I

Ai,j ⊂

Br+rj+1(x) ∩A. We deduce that

µbE (Br(x)) ≤ (1− εj−1)µ(Br+rj+1(x) ∩A) = (1− εj−1)µbA(Br+rj+1(x)).

Assume now that

2rk ≤ δk for each k ∈ N.

Since r ≤ rj−1, we have r + rj+1 ≤ 2rj−1 ≤ δj−1. We may thus apply

estimate (3.1) with j − 1 to find

µbE (Br(x)) ≤ (1− εj−1)(1 + εj−1)ωs(r + rj+1)s = (1− ε2
j−1)ωs(r + rj+1)s.

To conclude, we invoke the uniform continuity of the function t 7→ ts over

[rk, rk−1] to construct inductively rk+1 < rk so that

(t+ rk+1)s

ts
≤ 1

1− ε2
k−1

for every rk ≤ t ≤ rk−1.

This leads to µbE (Br(x)) ≤ ωsrs as required. Thus, µbE is s-straight. �

4. PROOFS OF THEOREMS 2 AND 4

This section is devoted to the proofs of our main results. Theorem 2 is

proved by an exhaustion argument, using Proposition 3.1 to recursively

extract s-straight parts of the Borel measure µ.
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Proof of Theorem 2. Let E0 = ∅. By induction, we construct a sequence of

disjoint Borel sets (En)n∈N such that µbEn is s-straight for each n ∈ N and
1
2dn ≤ µ(En) ≤ dn for each n ∈ N∗, where

dn = sup

{
µ(A) : A ⊂ RN \

n−1⋃
k=0

Ek, µbA is s-straight

}
.

We claim that µ
(
RN \

⋃
n∈N

En

)
= 0. Assume by contradiction that this

statement fails. Using Proposition 3.1, we may thus find a Borel set A ⊂
RN \

⋃
n∈N

En such that µ(A) > 0 and µbA is s-straight. But then, A is admis-

sible in the definition of the numbers dn, so that µ(A) ≤ dn for each n ∈ N∗.
On the other hand, since

1

2

∑
n∈N∗

dn ≤
∑
n∈N∗

µ(En) = µ

( ⋃
n∈N∗

En

)
< +∞,

we deduce that the sequence (dn)n∈N∗ tends to 0, which contradicts the fact

that 0 < µ(A) ≤ dn for each n ∈ N∗.
Since µ

(
RN \

⋃
n∈N

En

)
= 0, the measure µb

RN\
⋃
n∈N

En
is identically zero and

in particular s-straight. We may therefore replace E0 = ∅ by RN \
⋃
n∈N

En

in the sequence (En)n∈N, and this provides the required sequence of Borel

sets. �

Theorem 2 can be readily extended to the σ-finite case. Indeed, if µ is σ-

finite, one finds a sequence of disjoint Borel sets (An)n∈N of finite measure

under µ. One may then apply Theorem 2 to µbAn for each n ∈ N to obtain

a sequence of disjoint Borel sets (Ek,n)k∈N such that RN =
⋃
k∈N

Ek,n and(
µbAn

)
bEk,n = µbAn∩Ek,n is s-straight for each k ∈ N. It now suffices to

reorder the countable family {An ∩ Ek,n}(k,n)∈N2 into a sequence to get the

conclusion.

We now show how Theorem 1 can be obtained as a corollary of the pre-

vious theorem.

Proof of Theorem 1. If E ⊂ RN is a Borel set of finite Hs measure, then HsbE
is a finite Borel measure on RN satisfying HsbE ≤ Hs. Hence, Theorem 2

ensures the existence of a sequence of disjoint Borel sets (En)n∈N such that

RN =
⋃
n∈N

En and
(
HsbE

)
bEn = HsbEn∩E is s-straight for each n ∈ N. But

this implies that En ∩ E is s-straight for each n ∈ N. �
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We turn to the proof of our decomposition theorem for general Borel

measures. The argument follows the same idea as for Theorem 2, but one

has to replace the by-hand inductive construction with Zorn’s lemma.

Proof of Theorem 4. Let F be the set of all families (Ei)i∈I of disjoint Borel

sets of positive measure under µ and such that µbEi is s-straight for each

i ∈ I . Observe that F contains the empty family. We introduce a partial

order in F by defining (Ei)i∈I ≤ (Fj)j∈J whenever I ⊂ J and Ei = Fi

for every i ∈ I . We notice that F is inductive since an upper bound for a

chain {(Ei)i∈Iα}α∈A in F is provided by (Ei)i∈
⋃
α∈A

Iα . Hence, Zorn’s lemma

ensures the existence of a maximal element (Ei)i∈I in F .

Let F = RN \
⋃
i∈I

Ei. Assume by contradiction that µbF does not take

only the values 0 and +∞. In such a case, there exists E ⊂ F such that

0 < µ(E) < +∞. Thus, Proposition 3.1 guarantees the existence of a Borel

set A ⊂ E such that µ(A) > 0 and µbA is s-straight. But then adding A

to the family (Ei)i∈I contradicts its maximality in F . Therefore, F is the

required Borel set. �

When µ is σ-finite, the index set I in Theorem 4 is countable and the set

F is negligible under µ. One then recovers Theorem 2 for σ-finite measures.

Indeed, since µ is σ-finite, we may find a sequence of Borel sets (An)n∈N of

finite measure under µ such that RN =
⋃
n∈N

An.

To see that F is negligible under µ, use the subadditivity of µ to write

µ(F ) ≤
∑
n∈N

µ(F ∩ An). Since µ(F ∩ An) < +∞ for each n ∈ N, we have

µ(F ∩An) = 0 by assumption on F . Thus, µ(F ) = 0.

To prove that I is countable, we first observe that I ⊂
⋃
n∈N

In, where each

In denotes the set of indices i ∈ I with µ(Ei ∩ An) > 0. Such an inclusion

comes from the fact that µ(Ei) > 0 for every i ∈ I . To conclude, it then

suffices to check that each In is countable, which follows from µ(An) <

+∞.

In this paper, we have relied on the original definition of the Hausdorff

measure, sometimes called spherical Hausdorff measure. Another common

definition uses coverings by arbitrary subsets of RN , and is based on the

following Hausdorff capacity :

H̃sδ(A) = inf

{∑
n∈N

(diamAn)s : E ⊂
⋃
n∈N

An, 0 ≤ diamAn ≤ δ

}
,
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where diamA denotes the diameter of the setA ⊂ RN . The Hausdorff mea-

sure H̃s is then defined accordingly. The counterparts of Theorems 2 and 4

are true using H̃s and H̃s∞ instead. The proof of Proposition 3.1 requires

some minor changes. This comes from the fact that the characterisation of

s-straight measures in Proposition 2.2 has to be replaced by the estimate

µ(A) ≤ (diamA)s for every Borel set A ⊂ RN with 0 ≤ diamA ≤ δ.

Equation (3.1) is thus modified accordingly, and the last part of the proof

consists in showing that

µbE (B) ≤ (diamB)s for every Borel set B ⊂ RN with diamB > 0.

For this purpose, in the case diamB ≥ r0 we assume that µ(A) ≤ rs0 instead

of µ(A) ≤ ωsrs0, while in the case 0 < diamB < r0 we replace Br+rj+1(x) by

B′ =
{
x ∈ RN | d(x,B) ≤ rj+1

}
. The other proofs remain unchanged.

5. PROOF OF THEOREM 3

In this last section, we make use of the decomposition we obtained to

prove the existence of a solution in the sense of distributions to the Dirichlet

problem (1.3) involving a finite Borel measure ν in Ω ⊂ RN .

We need an exponential estimate involving the Newtonian potential. We

recall that Nν : RN → [0,+∞] is defined in dimension N ≥ 3 by

Nν(x) = E ∗ ν(x) =
1

(N − 2)NωN

∫
Ω

dν(y)

|x− y|N−2
,

where E is the fundamental solution of −∆. In dimension N = 2, the

Newtonian potential has an analogous definition involving the log func-

tion. Assuming that ν ≤ αHN−2
δ for some α < 4π and 0 < δ ≤ +∞, one

shows that

(5.1) eNν ∈ L1
loc(RN ).

The proof can be found in [6, Chapter 17] that is modeled upon [1]. Observe

that the conclusion is false for example if ν = 4πHN−2bMN−2 , where MN−2

is a (non-empty) compact manifold of dimension N − 2.

We begin with a particular case of Theorem 3:

Lemma 5.1. Theorem 3 holds when ν ≤ αHN−2
δ for some α < 4π and 0 < δ ≤

+∞.

The proof of Lemma 5.1 relies on various properties about Dirichlet prob-

lems with an absorption term that includes (1.3) as a particular case. We
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refer the reader to the book [6], more specifically chapters 4, 5, 6 and 19, for

details.

Proof of Lemma 5.1. Take a sequence of radially decreasing mollifiers (ρk)k∈N

in RN . For each k ∈ N, let uk satisfy

(5.2)

−∆uk + (euk − 1) = ρk ∗ ν in Ω,

uk = 0 on ∂Ω.

The existence of uk can be deduced by minimisation of the functional E :

W 1,2
0 (Ω)→ (−∞,+∞] defined by

E(w) =
1

2

∫
Ω
|∇w|2 +

∫
Ω

(ew − w)−
∫

Ω
(ρk ∗ ν)w.

From the Euler-Lagrange equation satisfied by uk, we have

(5.3) −
∫

Ω
uk∆ϕ+

∫
Ω

(euk − 1)ϕ =

∫
Ω

(ρk ∗ ν)ϕ for every ϕ ∈ C∞c (Ω),

where C∞c (Ω) is the set of smooth functions with compact support in Ω.

Using the absorption estimate, we find

(5.4) ‖euk − 1‖L1(Ω) ≤ ‖ρk ∗ ν‖L1(Ω) = ν(Ω),

and then we deduce from (5.4) and the triangle inequality that

‖∆uk‖L1(Ω) ≤ ‖ρk ∗ ν‖L1(Ω) + ‖euk − 1‖L1(Ω) ≤ 2ν(Ω).

Littman-Stampacchia-Weinberger’s estimate ensures that the sequence (uk)k∈N

is bounded in W 1,p
0 (Ω) for every 1 ≤ p < N

N−1 . By the Rellich-Kondrashov

compactness theorem [8, Theorem 6.4.6], there exist a subsequence (ukj )j∈N

and u ∈W 1,1
0 (Ω) such that ukj → u in L1(Ω) and almost everywhere in Ω.

SinceN (ρk ∗ ν) is a supersolution of the Dirichlet problem (5.2), by com-

parison we have

0 ≤ uk ≤ N (ρk ∗ ν).

Since the fundamental solution E is superharmonic and ρk is radially de-

creasing, E ∗ ρk ≤ E. An application of Fubini’s theorem then gives

N (ρk ∗ ν) = E ∗ (ρk ∗ ν) = (E ∗ ρk) ∗ ν ≤ E ∗ ν = Nν.

Hence,

0 ≤ uk ≤ Nν.

By the density assumption satisfied by ν, we can apply estimate (5.1) to

deduce that eNν ∈ L1(Ω). Therefore, the Dominated Convergence Theorem

ensures that e
ukj → eu in L1(Ω). The conclusion then follows as we take

k = kj in (5.3) and let j →∞. �
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We now present a localised reformulation of Theorem 2:

Lemma 5.2. If µ ≤ Hs, then there exist a non-increasing sequence of open sets
(Uj)j∈N and a sequence of positive numbers (δj)j∈N such that µ(Uj)→ 0 and

µbRN\Uj≤ H
s
δj

for every j ∈ N.

Proof. Let ε > 0 and consider a decomposition RN =
⋃
n∈N

En given by The-

orem 2. For each n ∈ N, by inner regularity of µ there exists a compact set

Fn ⊂ En with µ(En \ Fn) ≤ ε/2n+1. We have µ
(
RN \

⋃
n∈N

Fn

)
≤ ε. By

construction, for any η > 0 we have

µbFn≤ Hs∞ ≤ Hsη.

Given k ∈ N, choosing η = ηk := 1
2 min {d(Fα, Fβ) : 0 ≤ α < β ≤ k} in the

inequality above implies that

µb k⋃
n=0

Fn
≤ Hsηk .

Thus, for k sufficiently large, the open set U = RN \
k⋃

n=0
Fn is such that

µ(U) ≤ 2ε and µbRN\U ≤ Hsηk .

It now suffices to apply this conclusion to a sequence εj → 0 to find a

sequence (Uj)j∈N satisfying the conclusion, except for the fact that it need

not be non-increasing. To achieve such an additional property, we further

impose that
∞∑
j=0

εj < +∞. Thus,
∞∑
j=0

µ(Uj) < +∞. For each n ∈ N, let

On =
∞⋃
j=n

Uj . The sequence (On)n∈N satisfies the required properties. �

Proof of Theorem 3. We apply Lemma 5.2 with µ = ν/4π to obtain a non-

increasing sequence of open sets (Uj)j∈N such that ν(Uj)→ 0 and

νbRN\Uj ≤ 4πHN−2
δj

for every j ∈ N.

Let (βj)j∈N be a nondecreasing sequence of positive numbers such that

βj → 1. For each j ∈ N, Lemma 5.1 provides uj such that−∆uj + (euj − 1) = βjνbRN\Uj in Ω,

uj = 0 on ∂Ω.

By monotonicity of (βjνbRN\Uj )j∈N and comparison of solutions, the se-

quence (uj)j∈N is nondecreasing. Denote its pointwise limit by u. Using
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the absorption estimate, we find

(5.5) ‖euj − 1‖L1(Ω) ≤ βjν(Ω \ Uj) ≤ ν(Ω)

and then by the triangle inequality,

(5.6) ‖∆uj‖L1(Ω) ≤ 2ν(Ω).

From (5.6), we have by Littman-Stampacchia-Weinberger’s estimate that

u ∈ W 1,1
0 (Ω). From (5.5) and Fatou’s lemma, we have eu ∈ L1(Ω). As

j →∞ in the integral identity satisfied by uj , we deduce that u is a solution

of the equation in the sense of distributions in Ω. �
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