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ABSTRACT: We investigate the gate-induced onset of few-electron regime through the
undoped channel of a silicon nanowire field-effect transistor. By combining low-
temperature transport measurements and self-consistent calculations, we reveal the
formation of one-dimensional conduction modes localized at the two upper edges of the
channel. Charge traps in the gate dielectric cause electron localization along these edge
modes, creating elongated quantum dots with characteristic lengths of ∼10 nm. We
observe single-electron tunneling across two such dots in parallel, specifically one in each
channel edge. We identify the filling of these quantum dots with the first few electrons,
measuring addition energies of a few tens of millielectron volts and level spacings of the
order of 1 meV, which we ascribe to the valley orbit splitting. The total removal of valley
degeneracy leaves only a 2-fold spin degeneracy, making edge quantum dots potentially
promising candidates for silicon spin qubits.
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The rapid progress toward ever shorter transistor channels
has fostered the development of nanowire field-effect

transistors (NW-FETs) based on silicon-on-insulator (SOI)
technology. In these transistors, source and drain contacts are
connected by a silicon nanowire channel with rectangular cross-
section defined through vertical dry etching of the SOI surface
layer. The case where the gate electrode covers uniformly three
of the four facets of the silicon nanowire (i.e., all except the
bottom one) is commonly referred to as the trigate geometry.
This configuration provides an excellent compromise between
gate efficiency and processability, the most efficient gate-all-
around option being technologically very challenging.1

A trigate NW-FET turns on by increasing the gate voltage
above the so-called threshold voltage. The way channel
conduction gets activated is nontrivial though. It has been
argued that, due to focusing of the gate field lines, channel
formation occurs initially at the two upper edges of the silicon
channel, resulting in the formation of localized one-dimensional
conduction modes parallel to the channel axis.2−4 Here we
report a low-temperature transport experiment where we
identify the gate-induced addition of the first few electrons to
the edge modes. We find that the first added electrons are
strongly localized due to the disorder potential arising mainly
from charged traps in the gate dielectric, an interpretation
supported by numerical simulations. This localization leads to
quantum-dot behavior and to the emergence of Coulomb
blockade effect at low temperature. We clearly observe the few-
electron filling of two quantum dots, one for each edge mode.

The quantum dots exhibit charging energies of a few tens of
millielectron volts and a complete lifting of the valley
degeneracy. By performing single-electron tunneling spectros-
copy in a magnetic field, we probe the spin character of the
quantum dot states. For even occupancy, the ground state is a
spin singlet, denoting a filling of the quantum dot levels by pairs
of electrons with opposite spin. For odd occupancy, we observe
a spin-1/2 ground state whose 2-fold spin degeneracy is lifted
by an applied magnetic field. Therefore, the formation of edge
quantum dots, demonstrated here for a trigate NW-FET, points
to a promising opportunity for the realization of spin-based
qubits in intrinsic silicon.
Our trigate NW-FETs were fabricated in a complementary

metal−oxide semiconductor (CMOS) platform starting from
300 mm undoped SOI wafers. A 200-nm-long, 11-nm-thick,
and 40-nm-wide silicon nanowire was etched out of the
undoped SOI. A device schematic is shown in Figure 1a. The
central portion of the silicon nanowire was covered by a 54-nm-
wide trigate electrode consisting of SiO2(0.8 nm)/HfSiON(1.9
nm) for the oxide followed by TiN(5 nm)/poly-Si(50 nm). A
voltage called Vg is applied on this gate. The silicon regions not
covered by the trigate, and its spacers were overgrown and
implanted with As donors in order to form n-type, low-resistive
source (S) and drain (D) leads. Transport measurements were
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carried out in a dilution refrigerator at a base electron
temperature of 100 mK. Importantly, the undoped silicon
substrate was used as photoactivated back gate electrode (called
Vb) following a method introduced in ref 5. The S−D
differential conductance Gd was measured by standard lock-in
detection, superimposing an AC modulation of 10−100 μV to a
DC S−D bias voltage. Additional details on device fabrication
and measurement setup can be found in the Supporting
Information.
Figure 1b shows a color plot of Gd versus (Vb, Vg). For our

specific gate stack, the threshold voltage is expected to have a
value around Vg = +0.5 V when no voltage is applied to the
back gate.6 Indeed, a line cut at Vb = 0 V (see Figure 1c) shows
a few conductance resonances just around Vg = +0.5 V and a
steep increase of Gd above Vg = +0.55 V. While the latter
corresponds to the onset of bulk diffusive transport throughout
the channel, the sharp resonances denote resonant tunneling
conduction through discrete quantum states.
These discrete states cannot be attributed to shallow donors

in the body of the channel,7,8 as no intentional channel doping
has been introduced and as the spacers and the relatively large
gate length prevent donors from diffusing from the source and
drain regions deep into the channel. Consequently, we are left
with the possibility that the observed resonances are due to
discrete states resulting from the electrostatic confinement of
conduction-band electrons.
To investigate this possibility, we have performed a realistic

simulation of the device using a self-consistent nonequilibrium
Green’s functions (NEGF) code9 in the effective-mass
approximation. Figure 2 shows the carrier distribution when
there is one electron in the channel at a negative back-gate bias
Vb = −8 V. The simulation only includes the first 11-nm-thick
spacer separating the gated channel from the doped source and
drain (dopant concentration Nd = 5 × 1019 cm−3 with a typical
decay length of 5 nm/decade under the spacer). We have
checked that overgrown source and drain contacts (as in Figure
1a) have little influence on the potential landscape near the
channel and we have not, therefore, systematically included
them in the simulation for numerical efficiency. The calculation
was carried out at 77 K in order to facilitate numerical

convergence. We show different cross-sectional views of the
device, either parallel (Figure 2a and c) or perpendicular to the
channel (Figure 2b and d). In Figure 2a and b, we assume no
static disorder: accumulation occurs symmetrically at the top
longitudinal edges of the nanowire. With such thin spacers,
there is little confinement along the nanowire axis, so that the

Figure 1. (a) Layout of the studied sample featuring the thin intrinsic silicon channel below the gate stack and the use of two spacers to optimize the
source−drain contacts (schematic, not to scale). A transmission electron microscope (TEM) view is presented in the Supporting Information. (b)
Source−drain Conductance Gd versus Vb, Vg at T = 0.1 K. Five isolated resonances are identified corresponding to the addition of one electron in the
dots. A1 and A2 are attributed to the addition of two electrons in the first edge state, and B1, B2, and B3 are attributed to the addition of three
electrons in the second edge state. Other higher energy lines are indicated by arrows above the onset. The edge states disappear by hybridization
with the bulk conduction channel at positive Vb. Dot A shows a larger charging energy than dot B. The inset shows the shift of the resonance versus
Vb and Vg for A1, A2, B1, and B2. Different charge states of the same edge show the same coupling ratio Cb/Cg, while the states located on different
edges have slightly different couplings (Cb/Cg = 4.5 × 10−3 for A and 3.6 × 10−3 for B). (c) A cut of panel (b) along the white dotted line (Vb = 0 V)
at T = 0.1 K and T = 4.2 K.

Figure 2. Simulation of the carrier concentration in our devices at T =
77 K and Vb = −8 V. The integrated carrier concentration over the
channel (defined as z ∈ [−25, 25] nm) equals one electron for every
figure. The top panel (a and b) corresponds to the nondisordered
case: accumulation starts in two symmetric extended edge channels. In
the bottom panel (c and d), surface roughness and remote positive
charges were introduced in the gate stack. While the carriers are still
confined along the top edges of the channel, the mesoscopic variability
breaks the left/right symmetry. Near the threshold voltage, the positive
charges in the gate dielectric produce a confinement potential for the
electrons in the edge states responsible for the quantum dots seen in
the experiment.
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carriers accumulate in one-dimensional conduction modes (see
Supporting Information for the simulation of larger spacers).
Yet such delocalized modes cannot account for the observed
conductance resonances. In Figure 2c and d, we have
introduced surface roughness (SR) and positive remote
Coulomb (RC) charges10 at the SiO2/HfSiON interface. The
parameters of the SR profile (Gaussian autocorrelation
function11 with rms Δ = 0.4 nm and correlation length Lc =
1.3 nm) and the density of RC traps (nRC = 1.5 × 1013 cm−2)
were chosen to reproduce the experimental mobility of the
device at T = 300 K (about 300 cm2 V−1 s−1 at a surface carrier
concentration of ns = 2 × 1012 cm−2). The resulting disorder
potential breaks the one-dimensional character of the edge
states and the symmetry between the left/right edges (see
Supporting Information). Near the threshold voltage, local-
ization is mainly driven by the RC charges below the gate. The
attractive potential induced by the positive RC charges indeed
leads to the formation of small quantum dots located around
the center of the channel edges and extending over ∼10 nm. In
the particular case shown in Figure 2c and d, the first electron is
added to a quantum dot formed on the right edge.
We ascribe the conductance resonances observed in Figure 1

to two quantum dots located at the left and right top edges,
respectively. This association rests essentially on the following
arguments. To a first approximation, tunneling resonances due
to the addition of electrons to the same quantum dot produce
parallel conductance ridges in the (Vb, Vg) plane (here the
importance of using the back gate as an additional control
knob). In Figure 1b we can identify two clearly distinct slopes
implying the existence of two quantum dots, which we call dot
A and dot B. Gd resonances labeled as A1, ..., A4 correspond to
the addition of the first four electrons to dot A. Their slope
gives a ratio Cb/Cg = 4.5 × 10−3, where Cb and Cg are the
coupling capacitances between quantum dot A and the bottom
and top gate, respectively. Gd resonances labeled as B1, ..., B4 are
associated with the addition of the first four electrons to dot B.
In this case Cb/Cg = 3.6 × 10−3. Note that resonances A3, A4,
B3, and B4 are within the bulk conduction regime suggesting a
strong hybridization of the corresponding quantum-dot states
with the bulk conduction states and with the source and drain
contacts.
Small Cb/Cg values are consistent with a location of the

quantum dots in the upper edges of the channel, where the
effect of the bottom gate is strongly screened by the metal
trigate. Yet this does not tell whether dots A and B are or not
on the same edge mode. Quantum dots in parallel yield very
different transport signatures from quantum dots in series. In
the latter case transport requires a precise alignment of the
quantum dot levels, which is not compatible with the resonance
lines in Figure 1b. This excludes the possibility of dot A and B
being located on the same channel edge.
We now present a tunnel spectroscopy of the electronic

states in the two edge quantum dots. Figure 3a shows a color
plot of Gd(Vd, Vg) measured for Vb = −2 V. This plot is a
stability diagram corresponding to the addition of the first four
electrons to the edge quantum dots, that is, two electrons in dot
A and two in dot B. The characteristic capacitances and the
energy scales of both quantum dots can be extracted from such
a plot. In particular, we measure charging energies EC

A = 26 ± 1
meV and EC

B = 17 ± 1 meV for dot A and B, respectively. These
large values denote strong confinement potentials. Second we
are able to extract the level arm parameters, expressing the
channel potential difference when Vg is swept. They are found

to be around 0.8 ± 0.1 for both dots. This value, close to
maximum value of 1, also indicates the strong coupling of these
dots to the front gate. The observed gate capacitance in the
range of 8 aF corresponds roughly to a 24 nm long metallic
edge state of radius 3 nm. We also estimate a mutual charging
energy EC

m = 1.0 ± 0.2 meV, between dot A and dot B (see
Supporting Information). Based on Figure 1b, the first electron
goes into dot A (resonance A1) and the second one in dot B
(resonance B1). Because dot B has a smaller charging energy,
the filling order is reversed for the third and fourth electrons
(resonances B2 and A2, respectively).
The stability diagram of Figure 3a gives access to the

excitation energies of the quantum dots. In general, tunneling
through an excited state results in a Gd resonance line parallel
to a Coulomb edge. Many lines parallel to the diamond edges
can be seen in Figure 3a, including negative Gd resonances (in
red color). Most of these lines, however, do not correspond to
excited stateswhich give positive differential conductance
unless specific selection rules exist. They originate either from
peaks (or dips) in the density of states of the heavily doped
leads8 or from environmental effects associated with nearby
switching charges.12 Figure 3b is a zoom-in of the region
around the first Coulomb diamond, embedding conductance
resonances A1 and B1. On the plot, Gd resonances depicted by
the black arrows can be unambiguously attributed to tunneling
via the first excited states of dot A and dot B, respectively. This
identification relies on two properties of these lines: (i) they
split in a magnetic field (see Figure 4b and discussion further

Figure 3. Top: Stability diagram for the first two electrons on the two
edges at T = 0.1 K and Vb = −2 V. We extract the different
capacitances and charging energies for both dots A and B. Bottom
panel: Zoom showing the first excited states, depicted by the black
arrows: ΔE1A (respectively ΔE1B) is the energy level spacing between
the ground state A1

g (respectively B1
g) and the first excited state A1

e

(respectively B1
g) of dot A (respectively B).
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below); (ii) the excited-state lines come in pairs, with the two
lines of a pair (one line for Vd > 0 and the other line for Vd < 0)
giving the same excitation energy. For dot A we measure an
excitation energy ΔE1

A = 1.0 ± 0.1 meV, which corresponds to
the level spacing between the ground and the first excited
orbital state. For dot B, the measured excitation energy is ΔE1

B

= 0.6 ± 0.1 meV.
Let us now discuss the nature of these excited states. These

states might either be associated with spatial excitations in the
confinement potential or with the valley−orbit splitting of the
ground-state orbital. Indeed, the 6-fold conduction band valley
degeneracy of bulk silicon is split by quantum confinement in
the edge states. In these devices, the lowest-lying orbitals
actually originate from the two Δx//[100] valleys perpendicular
to the SOI substrate. In a simple effective mass picture, these
two Δx valleys remain degenerate so that all states shall be at
least 4-fold (spin + valley) degenerate.13 The strong electric
field at the edges can however lift the remaining valley
degeneracy, an effect known as valley−orbit splitting.14
Since the effective mass approximation misses the valley−

orbit splitting, we have performed an extra tight-binding
calculation of the electronic structure of the nanowire in the
potential extracted from the NEGF calculation at the bias
corresponding to one electron in the channel. The tight-
binding model of ref 15 is indeed able to capture the

interactions between the different valleys of silicon. The
confinement by the RC disorder results in spatial excitation
energies averaging around 5 meV (depending on the
configuration of disorder). The strong electric field of the
gate (and, to a lower extent, remote charges) results in a valley-
orbit splitting averaging around 0.8 meV. The measured
excitation energies are, therefore, consistent with valley−orbit
splitting but not with size quantization in the confinement
potential. If they remain 1 order of magnitude smaller than
those measured in single dopants,16,17 this range of a few 100
μeV to 1 meV is consistent with recent results reported in very
small intrinsic silicon structures.18−20 The fact that no other
excitations (e.g., to the next orbital level) are observed for dot A
up to ∼4 meV supports this conclusion (the same
consideration cannot be made for dot B due to the presence
of a relatively dense set of lines most likely due to local density-
of-state fluctuations in the leads).
The magnetic field dependence of the resonances gives an

other, unambiguous proof of the low-energy excitations nature.
Having associated ΔE1 with the valley−orbit splitting, the only
degeneracy left should come from the spin degree of freedom.
Spin degeneracy can be lifted by a magnetic field due to the
Zeeman effect. Figure 4a and b show a small region of the
stability diagram around resonance A1 for magnetic fields B = 0
and B = 5.5 T, respectively. The magnetic field induces a 2-fold
Zeeman splitting of both the ground and the excited energy
levels, which reveals their spin-1/2 character (see Figure 4b and
the corresponding energy-level schematic in the inset). Within
our experimental accuracy, the measured Zeeman splittings are
identical and equal to the expected value for a Lande ́ electron g-
factor g = 2.
The full magnetic-field evolution of the spin-split resonances

is shown in Figure 4c, where Gd is plotted as a function of
(B,Vg) at Vd = −2 mV. The red dashed lines indicate the linear
B-dependence expected from a Zeeman shift with g = 2, with
positive and negative slopes corresponding to energy shifts
+gμBB/2 and −gμBB/2, respectively. In particular, the bottom
line, corresponding to the onset of tunneling from the source
lead to the spin-down one-electron ground state of dot A, has a
negative slope reflecting the field-induced energy lowering of
the spin-down ground state level. The same negative slope is
found in the top line, which corresponds to tunneling from the
quantum dot ground state to the drain. In a similar
measurement taken around the A2 resonance, the slopes of
the outer ground state resonances are positive as shown in
Figure 4d. This behavior is perfectly consistent with a spin-
singlet two-electron ground state corresponding to a double
occupation of the first orbital level by two electrons with
opposite spin.21 In this case, the bottom line in Figure 4d
corresponds to adding a spin-up electron to the spin-down one-
electron ground state, while the top line corresponds to a spin-
up electron tunneling out of the spin-singlet state and leaving
the quantum dot in the spin-down one-electron ground state.
In summary, we have studied the formation and electronic

properties of edge states in a trigate nanowire transistor. These
edge states are studied in the single electron limit.21−28 In the
future the cross section can be made rounded or triangular to
promote either a centered or single sharp edge channel. At low
temperature, the one-dimensional edge modes localize into
quantum dots due to the attractive confinement potential
created by positive charge traps in the gate dielectric layers.
These quantum dots exhibit large charging energies, and the
spacing between the first two one-particle energy levels, of the

Figure 4. Magnetic field dependence for A1 and A2 resonances at T =
0.1 K. Left panel: The Coulomb diamonds are plotted for A1 at B = 0
T (a) and 5.5 T (b). Both the ground and the first excited states are
Zeeman split. The arrows indicate the Zeeman split levels at B = 5.5 T
and the excited state at B = 0 T. Right panel: Differential conductance
as function of B at Vd = −2 mV for A1 (c) and A2 (d). Dotted red lines
represent the Zeeman shift for a spin ± (1/2)ℏ expected for g-factor of
2. The shift of the low energy conductance line of the A1 diamond
means that the first electron is stabilized by the Zeeman effect. The
Zeeman excited state is barely visible for A (line 2) due to the
asymmetry in the tunnel rates to S−D (ΓS

A ≤ ΓD
A). The first excited line

is also Zeeman split. The upward shift of the low energy conductance
line of the A2 diamond means that the doubly occupied state is a
singlet state (the second added electron as a spin (1/2)ℏ). This line is
not split by the magnetic field. The high energy conductance line of
the A2 diamond is split by the magnetic field because the electron
which exits the edge state can have both spin orientations. The inset in
panel b shows schematically the energy diagram for the two lowest
states of dot A.
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order of 1 meV, is ascribed to the valley−orbit splitting. These
levels are consecutively filled by pairs of electrons, such that the
quantum dot spin is 1/2 or 0 for odd or even occupancy,
respectively. This filling is directly revealed by measurements in
a finite magnetic field. Single charged edge quantum dots can
thus open a promising route to spin qubits in intrinsic silicon.29
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