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ABSTRACT: A thermodynamic analysis of the forward and reverse rate constants for adiabatic and 

nonadiabatic electron transfer equilibria over an 80 K temperature range is reported.  The kinetic data were 

acquired by a spectroscopic approach that utilized excited state injection into TiO2 by sensitizers with two redox 

active groups linked through aromatic bridges that allow for intramolecular adiabatic (bridge = phenyl) or 

nonadiabatic (bridge = xylyl) electron transfer.  Two impactful results were garnered from this analysis: 1) 

Entropic barriers controlled the adiabatic electron transfer kinetics; and 2) the free energy barriers were 

unaffected by the degree of electronic coupling within experimental uncertainty.  The second result stands in 

contrast to the common expectation that enhanced electronic coupling lowers the free energy barrier.  This 

analysis provides new insights into how electronic coupling influences the free energy and barriers for electron 

transfer reactions. 

 

 

 

 

 

 

 

 

 

 

 

 

 



2 

 

Introduction: Thermodynamic activation energies ultimately underlie the population and lifetimes of 

electron transfer products of light initiated reactions in molecular excited states as well as subsequent thermal 

reactions important for energy conversion, storage, and catalysis.1-5  Despite a large body of research on the 

influence of donor-acceptor electronic coupling, HDA, on inter- and intramolecular electron transfer kinetics, a 

comparative study of activation barriers for strongly and weakly coupled electron transfer reactions remain 

elusive. Weakly coupled (non-adiabatic) electron transfer reactions have been well-studied in proteins, bridged 

c, and in bimolecular reactions with great success.6-10 In contrast, kinetic data for strongly coupled (adiabatic) 

intramolecular electron transfer reactions is rather limited, despite the existence of a sophisticated theoretical 

framework.11-12 Thus, studies of structurally similar compounds that can be synthetically modified to exhibit 

strong or weak coupling present an opportunity to elucidate the influence of coupling on the enthalpic and 

entropic barriers for electron transfer.     

A recently reported experimental approach has provided direct kinetic data on the influence of electronic 

coupling on the standard Gibbs free energy change, ΔG⁰, for some specific acceptor-bridge-donor (A-B-D) 

compounds that undergo intramolecular electron transfer on the nanosecond timescale.13  Kinetic data for four 

A-B-D compounds based on a bis(tridentate)cyclometalated RuII center covalently linked to a triphenylamine 

(TPA) through either a phenyl- or xylyl-thiophene bridge were utilized, Scheme 1. Compounds were anchored 

onto mesoporous TiO2 thin films and, following light excitation, ultrafast electron injection into TiO2 to led to 

the generation of RuIII. As a result, a quasi-equilibrium between RuIII/II and TPA+/0 was established and the 

kinetics of electron transfer between TPA and RuIII centers were measured.13  

Scheme 1: Redox equilibrium after excited state injection to TiO2. 

 

Equilibrium constants permitted the spectroscopic determination of the forward (kTPA, TPA → RuIII) 

and reverse (kRu, RuII → TPA+) electron transfer rate constants, Eq. 1.  The driving force was controlled by 

substituents on the cyclometalating ligand to either inhibit (ΔG° > 0 for 1) or promote (ΔG° < 0 for 2) electron 

transfer from TPA to the RuIII center created after excited state injection into TiO2.14   

TiO2|A-B-D + hv → TiO2(e-)|A+-B-D ⇌ TiO2(e-)|A-B-D+                                                                                                                                       (1) 

Indeed, prior  analysis of the intervalence charge transfer bands in the one-electron oxidized forms of the 

compounds and revealed that the  phenyl bridge promoted strong electronic coupling, HDA, between the RuII and 
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TPA centers and adiabatic (HDA > 1000 cm-1) electron transfer while the methyl groups of the xylyl bridge 

disrupted conjugation that presumably resulted in non-adiabatic transfer, HDA ≤ 150 cm-1.15   

Here we report Eyring analysis of these data that provides the enthalpy and entropy of activation.  For 

adiabatic electron transfer the barrier was predominantly determined by entropic factors rather than enthalpic 

contributions.  Interestingly, the free energy barriers, ΔG‡, were nearly the same for the adiabatic and non-

adiabatic electron transfer. This was in stark contrast to an experimentalists assumption that enhanced coupling 

decreases the barrier for electron transfer.16-17  The implication(s) of these experimental advances on electron 

transfer are discussed. 

Results: The kinetic data used in this study was collected from a previous report that focused on the 

change in the free energy that accompanies electron transfer in the (non-)adiabatic limits without regard to the 

barriers. Thin films of TiO2 were sensitized to visible light with compounds 1x, 1p, 2x, and 2p as surface 

coverages less than half the saturation value. The films were then immersed in 100 mM LiClO4/CH3CN 

solutions. Pulsed laser excitation resulted in rapid (kinj > 108 s-1) excited-state electron injection and a quasi-

equilibrium as described in Scheme 1 and Eq. 1. Equilibration was quantified on a nanosecond and longer 

timescales over a 220-330 K range. Additional experimental details are provided in ref. 13.13 

A van’t Hoff analysis of the kinetic data for the compounds revealed that when the bridge orbitals 

promoted strong D-A electronic coupling the reaction was adiabatic, ΔHo = 0 kJ mol-1.13  When the bridge was 

more insulating, the reaction was non-adiabatic, ΔHo ≠ 0 kJ mol-1, Figure 1 and Table 1. This analysis also 

indicated that when HDA > 1000 cm-1, the driving force for the reaction, |ΔG°|, was reduced in accordance with 

theoretical predictions.13  Standard entropies for the reaction were also garnered from the intercept of the van’t 

Hoff analysis. Interestingly, it was apparent that in the p-series a large entropy term, |ΔS°| = 18 J mol-1 K-1 was 

noted in stark contrast to the x-series which had only a marginal standard entropy change, |ΔS°| = 2 J mol-1 K-1. 

 

Figure 1. van’t Hoff plot of electron transfer equilibrium constants for the studied compounds.13 
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Table 1. Thermodynamic values for the indicated compounds in the redox equilibrium of Eq. 1. 

Cmpd ΔH°a,b ΔS°a,c ΔG°b,d 
E° 

(TPA+/0)a 

E° 

(RuIII/II)a 

1x +7.9 +1.5 +7.4 940 860 

1p 0.0 -18 +5.9 940 860 

2x -7.0 -2.6 -6.2 940 1010 

2p 0.0 +17 -5.2 940 1030 
aFrom Ref 13. bkJ mol-1 cJ mol-1 K-1 dT = 298 K. Note: thermodynamic values are defined relative to the TPA+/0 redox couple. 

 Moving away from standard thermodynamic quantities, it is clear that the kinetic barriers will also 

provide insight following theoretical predictions: 1) the activation barriers are reduced in the presence of strong 

coupling, and 2) pre-exponential factors provide quantitative insights into reaction adiabaticity through the 

entropy of activation. Initial treatment of the temperature dependent data with the Arrhenius expression revealed 

very different pre-exponential factors between the xylyl- and phenyl-bridged compounds indicative of 

dynamical differences between the two mechanisms. Arrhenius analysis provided activation energies (Ea) and 

pre-exponential factors, ln(A), while Eyring analysis provided enthalpies (ΔH‡), entropies (ΔS‡) and Gibbs Free 

(ΔG‡) energies of activation for the forward and reverse electron transfer reactions by Eq. 2.   

ln (
𝑘

𝑇
) = −

∆𝐻‡

𝑅

1

𝑇
+

∆𝑆‡

𝑅
+ ln (

𝑘𝑏

ℎ
)                                                                                                                                 (2)            

where k is the rate constant for a particular reaction, kb is the Boltzmann’s constant, and h is Planck’s constant.  

 

Figure 2. Arrhenius (top) and Eyring analysis (bottom) for the forward, TPA → RuIII, kTPA, (open shapes) and reverse, 

RuII → TPA+, kRu (solid shapes) electron transfer rate constants for 1x, 1p (red triangles) and 2x, 2p (blue circles).  
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The overlaid solid lines demonstrate a good fit of the kinetic data to the Arrhenius and Eyring models, 

Figure 2. The extracted thermodynamic activation energies for each reaction are summarized in Table 2, and 

Arrhenius analysis results are included. For clarity, kTPA is the rate constant for the reaction TPA → RuIII while 

kRu is the reverse process, RuII → TPA+. The driving force for the equilibrium reaction, as written, is uphill for 

1x and 1p and downhill for 2x and 2p. That is to say that kRu and kTPA can represent thermodynamically uphill 

or downhill reactions depending on the cyclometalating substituent. 

Table 2. Activation parameters for intramolecular electron transfer in the xylyl-bridged 

(nonadiabatic) and phenyl-bridged (adiabatic) compounds. 

 1x 2x 1p 2p 

 kTPA kRu
 kTPA

 kRu
 kTPA

 kRu
 kTPA

 kRu
 

ΔH‡a 12.3±0.6 4.3±0.6 3.2±0.3 10.2±0.7 3.2±0.2 2.7±0.2 3.6±0.7 3.8±0.7 

ΔS‡b -70±2 -70±2 -80±3 -80±1 -94±2 -75±2 -70±3 -89±1 

ΔG‡a,c 32.8±0.9 25.3±0.8 27.0±0.5 34±1 30.4±0.3 25±0.2 24±1 30±1 

Ea
a

 14.4±0.6 6.4±0.6 5.4±0.3 12.5±0.7 5.4±0.2 4.8±0.2 5.8±0.7 6.0±0.8 

ln(A) 22.0±0.3 21.8±0.3 20.5±0.3 20.8±0.2 19.1±0.1 21.3±0.3 21.7±0.3 19.6±0.4 

akJ mol-1 bJ mol-1 K-1. cT = 298 K. 

Discussion: A van’t Hoff analysis of the kinetic data afforded standard enthalpies and entropies for 

electron transfer between the RuIII/II and TPA+/0 centers. For the phenyl-bridged compounds, the electron transfer 

reaction was adiabatic, ΔHo = 0 kJ mol-1. Compounds that contained a xylyl-bridge, which disrupted 

conjugation, the reaction was non-adiabatic, ΔHo ≠ 0 kJ mol-1. The analysis also indicated that the Gibbs free 

energy, ΔGo, accompanying electron transfer was reduced in the phenyl bridged compounds relative to the 

weakly coupled xylyl-bridged compounds, i.e. |ΔGo
ad| < |ΔGo|. Further, the standard entropy change ΔSo was 

substantially different between the two kinetic limits. Spectroelectrochemical experiments and interfacial 

electron transfer recombination kinetics indicated two discrete redox reactions to either RuIII/II or TPA+/0 

regardless of the bridge structure.15, 18 This observation implies that, despite strong electronic coupling in the 

phenyl-bridged compounds, HDA > 1000 cm-1, the redox chemistry was localized and discrete minima for 

reactants and products exist. Hence, entropic and enthalpic barriers for electron transfer were measurable.18   

Many previously reported models for electron transfer partition the entropy and enthalpy of activation 

into a pre-exponential factor and a Boltzmann-weighted exponential term, respectively. The magnitude of the 

activation entropy is further dependent on the adiabaticity of the reaction and, in some cases, the kinetic model 

applied. As such, we first consider the common models of Eyring and Marcus and account for the influence of 

coupling on the pre-exponential factors. We then apply these models to the kinetic data reported herein to 

quantify entropies, enthalpies, and free energies of activation for adiabatic and non-adiabatic electron transfer. 

Determination of HDA is briefly addressed and calculations of the total reorganization energy, λ, are presented. 

Finally, the entropic barriers are discussed in the context of vibrational entropy and solvent dynamical effects 

on the electron transfer reactions.  
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Pre-exponential factors: It is critical to establish criteria for appropriate use of pre-exponential factors. 

Within this section, such criteria is presented and discussed in context of the studied compounds. Arrhenius 

analysis, ket = Aexp(-Ea/kbT), takes the ratio of forward and reverse pre-exponential factors to provide 

information on the standard entropy change, ΔSo,  through Eq. 3.19  

𝐴𝑇𝑃𝐴

𝐴𝑅𝑢
=

exp (𝑆𝑇𝑃𝐴/𝑘𝑏)

exp (𝑆𝑅𝑢/𝑘𝑏)
= exp (

∆𝑆𝑜

𝑘𝑏
)                                                                                                                              (3) 

Where ATPA and ARu are the pre-exponential factors for RuII → TPA+ and TPA → RuIII electron transfer reactions. 

In this case, however, no explicit expression is written for ΔS‡.  Analysis of the pre-exponential factors yielded 

standard entropies that were in good agreement with the results of the van’t Hoff treatment. Values extracted 

from the van’t Hoff analysis are given in Table 1 and those from Arrhenius analysis in Table 3. 

In transition state theory, the pre-exponential factor yields ΔS‡ directly as it is temperature independent, 

Eq. 4. Here, κel is the transmission coefficient, T is the temperature, and ΔG‡ = ΔH‡ - TΔS‡. Notably HDA and λ 

do not appear in the rate expression explicitly. When κel = 1 this approach is elegant and applied easily provided 

that the reaction is truly adiabatic. 

𝑘𝑒𝑡 = 𝜅𝑒𝑙
𝑘𝑏𝑇

ℎ
𝑒

(−
𝛥𝐺‡

𝑘𝑏𝑇
)

= 𝜅𝑒𝑙
𝑘𝑏𝑇

ℎ
𝑒

(−
𝛥𝐻‡

𝑘𝑏𝑇
+

𝛥𝑆‡

𝑘𝑏
)
                                                                                                          (4) 

Hence, a subtle yet important detail is properly accounting for non-adiabaticity.20-21 Adiabaticity has previously 

been accounted for through the Landau-Zener electronic transmission coefficient, κel, calculated through Eq. 5, 

which uses electronic, 𝜈el, and nuclear, 𝜈n, frequency factors22  

𝜅𝑒𝑙 =  
2[1−exp (𝜈𝑒𝑙/2𝜈𝑛)]

2−exp (𝜈𝑒𝑙/2𝜈𝑛)
=  exp (

∆𝑆𝑒𝑙
‡

𝑘𝑏
)                                                                                                                       (5) 

with 𝜈el given by Eq. 6. 

𝜈𝑒𝑙 =
2𝜋

ℏ

𝐻𝐷𝐴
2

√𝜆𝑘𝑏𝑇
                                                                                                                                                                 (6) 

Where 𝜈n is a vibrational frequency taken as kbT/h, as in transition state theory, or in some cases as high 

frequency modes if they dominate the reaction coordinate, and λ is the reorganization energy.23 This factor 

represents the probability of the reaction proceeding from the reactant surface, through the transition state, and 

ultimately to the product potential energy surface. Generally, when 𝜈el >> 2𝜈n, the reaction is adiabatic, κel = 1, 

and rate limited by 𝜈n. For λ = 1 eV and 𝜈n = kbT/h, adiabaticity is achieved at HDA = 300 cm-1 ((3/2)kbT), that is 

κel > 0.9. Of course, the additional entropic contributions from κel arise as a result of the limited orbital mixing, 

i.e. delocalization, between the redox centers which necessitates a particular electronic structure to be achieved 

in order to undergo electron transfer.  

Marcus and Sutin have derived Eq. 7 which partitions the measured activation entropy into a sum of 

nuclear and electronic entropies. In other words, ΔS‡ is a sum of nuclear and electronic entropy contributions.5, 

21  
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∆𝑆‡ = ∆𝑆𝑛
‡ + ∆𝑆𝑒𝑙

‡ =  ∆𝑆𝑛
‡ + 𝑘𝑏 ln(𝜅𝑒𝑙)                                                                                                                                                 (7) 

where ΔS‡
n is the inherent nuclear entropy arising from solvent and vibrational motion and ΔS‡

el is the entropy 

arising from the reaction (non-)adiabaticity. In principle, calculation of κel subsequently allows one to correct 

for non-adiabaticity. Electronic factors contribute to ΔS‡ when κel ≠ 1. Hence, the minimum entropic barrier is 

realized when κel = 1 and the reaction is adiabatic. On the other hand, when κel < 0.5, the factor kbln(κel) can 

become significant, on the order of -6 J mol-1 K-1.  

Turning now to Marcus theory, a continuum description for the influence of electronic coupling on the 

rate of electron transfer is given by Eq. 8.24  

𝑘𝐸𝑇 =
2𝜋

ℏ

|𝐻𝐷𝐴
2|

√4𝜋𝜆𝑘𝑏𝑇
[

1

1+𝜅𝐴
] exp (

∆𝐺‡

𝑘𝑏𝑇
)                                                                                                                                                                                (8) 

Where κA is the Rips-Jortner adiabaticity factor given by eq. 925 

𝜅𝐴 =
4𝜋𝜏𝐿𝐻𝐷𝐴

2

ℏ𝜆
                                                                                                                                                                    (9) 

Here, τL, is the longitudinal solvent reorientation lifetime which is a constant for a given solvent. This 

adiabaticity factor, κA, indicates the extent to which solvent motion influences a reaction rate. When κA >> 1, 

the electron transfer rate expression becomes independent of HDA, Eq. 10,26  

𝑘𝐸𝑇 =
1

𝜏𝐿
√

𝜆

16𝜋𝑘𝑏𝑇
exp (−

∆𝐺‡

𝑘𝑏𝑇
)                                                                                                                                      (10) 

and the adiabatic reaction is defined as solvent-controlled.27 Solvent dipole reorientation is slower than low-

frequency vibrational modes, ~200 cm-1, and becomes the rate limiting factor for the reaction discussed in more 

detail below.28  

A final point lies in the temperature dependent rate constants. Prior to linear regression analysis, rate 

constants are temperature-normalized to account for the temperature factor within the pre-exponential term. As 

a result, temperature factors in Eyring, ln(k/T), and Marcus, ln(kT1/2), analysis vs. 1/T yield different slopes (and 

intercepts). The general relationship between Marcus and Eyring models is given by Eq. 11 

∆𝐻𝑀
‡ =  Δ𝐻𝐸

‡ + 
3

2
𝑘𝑏𝑇                                                                                                                                           (11) 

where ΔH‡
M and ΔH‡

E are the Marcus and Eyring enthalpies of activation, respectively, provided they are on the 

order of kbT as is the present case. The relationship between the two kinetic models arises as a result of the 

Gibbs-Helmholtz relation. A derivation is presented in the SI analogous to the well-known relationship between 

Eyring and Arrhenius analysis where Ea = ΔH‡
E

 - kbT.29 Importantly, the total Gibbs Free energy of activation, 

ΔG‡, were model independent. When κA  >> 1, the maximum pre-exponential factor for a solvent-controlled 

adiabatic reaction, Eq. 10, is predicted to be 7×1013 s-1 with λ = 1 eV in acetonitrile. Under Eyring analysis, the 

maximum is kb/h = 2×1010 s-1 – a three order of magnitude difference that is accounted for by the difference in 

activation enthalpies and temperature factors. 
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In summary, guidelines for appropriate use of pre-exponential factors from Eyring and Marcus analysis 

were presented. Both models have a continuum expression that link non-adiabatic and adiabatic electron transfer 

reactions with known values of HDA, λ, 𝜈n, and τL. The intercepts from these data, as a result, properly account 

for the influence of non-adiabaticity on ΔS‡. Differences in ΔH‡ values between the models are accounted for 

by the Gibbs-Helmholtz relationship with the important realization that the free energy of activation, ΔG‡
, is 

conserved. This discussion allows for some comment on the physical manifestation of reaction adiabaticity. 

Adiabatic Marcus theory indicates that the reaction is limited by solvent motion, seen in the pre-exponential 

factor. However, the pre-exponential factor in the Eyring model arises from the vibrational and/or rotational 

partition functions resulting in a frequency factor of kbT/h. In the following sections, the experimental data are 

analyzed under the Eyring formalism. Emphasis is placed on differentiating the solvent-controlled adiabatic 

reactions for the phenyl-bridged compounds from the non-adiabatic reactions for the xylyl-bridged compounds. 

Results of the kinetic analysis which yield the entropies, enthalpies and free energies of activation are discussed.   

Entropy of Activation: Electron transfer reactions for the xylyl-bridged compounds were shown to be 

non-adiabatic by the results of the van’t Hoff analysis. In addition, the mixed-valent form of the xylyl-bridged 

compounds did not display significant optical data indicative of low-energy intervalence charge transfer bands, 

concomitant with the weak coupling and non-adiabatic electron transfer. The degree of coupling is, however, 

uncertain with an upper-limit of 150 cm-1 likely under the experimental conditions used.  Assuming λ = 1 eV 

(see Reorganization Energy for a detailed discussion) and 𝜈n = kbT/h, κel = 0.56 (from Eq. 5) which an upper 

estimate at 298 K. This affords an electronic entropy contribution of ΔS‡
el = -5 J mol-1 K-1. This indicates a 

reasonable value for electronic coupling of ~100 cm-1, which corresponds to κel = 0.32 and ΔS‡
el = -10 J mol-1 

K-1, doubling the electronic entropy contribution. Determination of the electronic entropy allowed the measured 

entropy of activation ΔS‡ to be partitioned into the electronic and nuclear components for the forward and reverse 

reaction in the redox equilibrium. 

Assuming λ = 1 eV with HDA = 1000 cm-1
, using Eq. 5 resulted in κel = 1 for the phenyl-bridged 

compounds. As a result, entropic factors measured arose solely from nuclear contributions, ΔS‡
n, as ΔS‡

el = 0 J 

mol-1 K-1. Inclusion of the non-adiabatic correction term allows the entropic barriers to be correctly distinguished 

between non-adiabatic and adiabatic electron transfer mechanisms. The standard entropy change, the total 

activation entropy and the deconvoluted nuclear and electronic entropy terms are presented in Table 3.  

Table 3. Standard and thermodynamic activation entropies for electron transfer. 

 1x 1p 2x 2p 

Rxn kTPA
 kRu

 kTPA
 kRu

 kTPA
 kRu

 kTPA
 kRu

 

ΔSoa 0 -18 +2 +17 

ΔS‡a,c -70 -70 -93 -75 -78 -80 -73 -90 

ΔS‡
el

a,b -10 -10 0 0 -10 -10 0 0 

ΔS‡
n
a,c -60 -60 -93 -75 -68 -70 -73 -90 

aJ mol-1 K-1. bFrom equation 6. cUsing experimental data with from equation 2. d From equation 8. 
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Of particular interest in Table 3 are the values for ΔS‡
el, and ΔS‡

n. The xylyl-bridged compounds have 

smaller ΔS‡
n contributions to ΔS‡

 than do the phenyl-bridged compounds. Further, an interesting phenomenon 

was observed by comparing the nuclear entropic barriers for the endergonic (kTPA for 1 and kRu for 2) and 

exergonic reactions of the phenyl-bridged compounds. Namely that the difference between the nuclear barriers, 

|ΔΔS‡
n| = ~20 J mol-1 K-1, is likely also the origin of the large values for ΔSo garnered from Arrhenius and van’t 

Hoff analysis. Taken together, the results of the pre-exponential factor analysis support two conclusions: 1) 

Accounting for adiabaticity properly differentiated betweenthe entropic barriers for adiabatic and non-adiabatic 

electron transfer, and 2) The barrier of the uphill reaction in the adiabatic limit is ~20 J mol-1 K-1 larger relative 

to the downhill process as was reflected through ΔSo. These results demonstrate that the product is entropically 

stabilized relative to the reactant when electronic coupling is present. This analysis, however, does not 

characterize the molecular origin of these barriers which is discussed later. 

Enthalpy of Activation: For compounds 1x and 2x, the thermodynamically uphill process displayed 

enthalpic barriers ~3 times larger than the corresponding downhill process (e.g. ΔH‡ = 12.3 kJ mol-1 and 4.3 kJ 

mol-1 for kTPA and kRu respectively). Because the reactions of interest occur thermally and are intramolecular, 

small enthalpic barriers are wholly consistent with a through bond hole-transfer mechanism where no covalent 

bonds are broken.7, 30-32 Differences in ΔH‡ between the xylyl-bridged compounds can be rationalized by the 

influence of either electron withdrawing (-CF3) or donating (-OCH3) substituents. These inductive effects 

modulate the energetic proximity of the bridge orbitals to either the TPA (1x) or RuII center (2x) causing electron 

transfer to RuIII to be downhill or uphill, relative to the TPA reduction potential.33 When RuII was 

electrochemically oxidized prior to TPA, as in 1x and 1p, an inductive influence of the oxidized metal center 

resulted in an increased energy of the bridge-centered orbitals thus leading to a larger barrier.  

Enthalpic barriers for the phenyl-bridged compounds were surprisingly similar for the forward and 

reverse adiabatic reactions. For phenyl-bridged compounds the barriers in either the forward or reverse direction 

were, within experimental error, the same (e.g. ΔH‡ = 3.0±0.3 and 3.7±0.1 kJ mol-1). When HDA > 1000 cm-1, 

the data indicate that ΔH‡ for the reverse reaction was greatly reduced, ΔH‡ = 3 kJ mol-1
, relative to the non-

adiabatic compounds, ΔH‡ = 11 kJ mol-1.  On the other hand, the downhill process barrier remained essentially 

unchanged, ΔH‡ ~3-4 kJ mol-1.  Interestingly, the barriers for the forward and reverse reactions are very similar 

to the longitudinal relaxation of CH3CN, with ΔHL
‡ = 4.9 kJ mol-1.34 In the adiabatic limit, the transient kinetics 

were similarly temperature dependent, Table 2 and a standard enthalpy change was not observed for redox 

equilibrium, ΔH° = 0 kJ mol-1. As a result the equilibrium constant, Keq, was demonstrated by the van’t Hoff 

analysis to be temperature independent, Figure 1. An important conclusion from combining the results of the 

Eyring and van’t Hoff analyses is that the equilibrium concentrations of RuIII and TPA+ were entirely dictated 

by enthalpy for the xylyl-bridged compounds while the nuclear entropy was the dominant factor for the phenyl-

bridged compounds.  
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  Free energy of Activation: Evaluating the intercepts and slopes from the Eyring analysis yielded values 

of ΔS‡ and ΔH‡. From those results, it is evident that the enthalpic barriers do not contribute significantly to the 

total free energy barrier, ΔG‡ = ΔH‡ - TΔS‡, at 298K. The main result arising from calculation of ΔG‡ is that the 

free energy barriers were independent of the electronic coupling. For the uphill reactions ΔG‡ = 30 kJ mol-1 

across the series while for the downhill reaction ΔG‡ = 25 kJ mol-1. Indeed, the independence of the free energy 

barriers with respect to (non-)adiabaticity was surprising. Theory predicts, and some experiments have 

demonstrated, that a decrease in ΔG⁰ and ΔG‡ is expected with increased HDA by virtue of the energy splitting 

in the transition state, Scheme 2.11, 35-37 The scheme also demonstrates the theoretical expectation of decreases 

in the activation energy in the transition state (left panel) as the electronic coupling increases. It is recognized 

that one-dimensional reaction coordinates are likely too simplistic to capture the 3N-6 vibrational and/or solvent 

modes. The approach does, however, provide a great deal of insight into how potential energy surfaces trend 

with factors such as λ, ΔG⁰, and HDA. At a cursory level, the schematic surfaces indicate that ΔG‡ decreases 

linearly with HDA. Additionally, the splitting between the upper and lower surfaces is 2HDA for ΔG⁰ = 0 eV, and 

to a first approximation that holds for the compounds used in this study, ΔG0 < 100 mV. Higher order algebraic 

expressions for λ, ΔG⁰, and HDA are known.17 

Scheme 2. Two-dimensional potential energy surfaces for asymmetric electron transfer. 

 

Thus, with the large electronic coupling between the RuII and TPA centers the initial expectation is that 

ΔG‡ would decrease and kET would approach a maximum value. The maximum rate for a barrierless reaction 

under the Eyring formalism is 𝜈n = kbT/h, while for adiabatic Marcus theory the solvent modes ultimately 

dominate the reaction, 1/τL ~ 5×1012 s-1 (for a given λ), which is the kinetic speed limit. However, the 

experimentally determined values were ~104 times slower at all temperatures investigated, even when the 

decrease in ΔG⁰ is accounted for. Clearly, the free energy barrier still must dictate the kinetics.  

Deconvolution of ΔG‡ into its enthalpic and entropic components indicates that ΔH‡ comprises 10-40% 

of ΔG‡ for the xylyl-bridged compounds. By contrast for the phenyl bridged compounds, ΔH‡ is just 10-15% of 

ΔG‡. More specifically, for all compounds studied herein, |TΔS‡| is >17 kJ mol-1 on average at 298K,  similar to 

values measured for bimolecular electron transfer in CH3CN.8 Careful analysis revealed that electronic entropy 

did not influence the barriers for the phenyl-bridged compounds, while the opposite was observed for the xylyl-
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bridged compounds: non-adiabaticity effectively increased the entropic barrier. From Table 3, it is clear that the 

nuclear entropy of activation is critical in explaining the differences between the two mechanisms. Lastly, the 

observation that the free energy barrier was independent of the vastly different electronic coupling elements was 

unexpected.  In order to compare the results directly with electron transfer models described above, we turn now 

to calculations of the rate constants and reorganization energies for the adiabatic and non-adiabatic regimes.  

A priori rate calculations: Theoretical expectations allow for rate constants for electron transfer to be 

predicted using the previously presented Marcus theory continuum expression, Eq. 8, using only spectroscopic 

and electrochemical data with an assumed reorganization energy of λ = 1 eV. Because electronic coupling 

through the xylyl-bridge was taken as 150 cm1, and τL = 0.2×10-12 s-1 for neat CH3CN, the Jortner adiabaticity 

parameter begins to contribute, at room temperature κA = 1.3.  For example, Figure 3 shows calculated electron 

transfer rate constants using Eqs. 8 and 10 as a function of electronic coupling when ΔG‡ = 24 kJ mol-1. These 

simulated data demonstrate the parabolic dependence of the rate constants when κA = 0. More interesting is the 

situation when κA > 0. Here, an initially non-adiabatic rate constant accelerates with HDA
2 for 0 < HDA < 100 cm-

1, followed by a transition into a mixed (non-)adiabatic regime, 100 < HDA < 350 cm-1, after which the rate 

constant becomes coupling-independent, HDA > 350 cm-1 and κA >> 1. The so-called ‘speed limit’ is calculated 

from Eq. 10, and is shown as the blue dashed line in Figure 3. 

 

Figure 3. Electron transfer rates as a function of electronic coupling for a purely non-adiabatic reaction (Eq. 8, κA = 0, black), a 

non-adiabatic reaction with the adiabaticity parameter (Eq. 8, κA > 0, red) and a solvent-controlled adiabatic reaction (Eq. 10, 

dashed blue line). Parameters used in these calculations: T = 298 K, λ = 1 eV, τL = 0.2 ps, ΔG‡ = 24 kJ mol-1. 

Thus, Eq. 8 is applicable to the xylyl-bridged compounds. Indeed, calculated rate constants for 1x and 2x show 

good agreement with experiment. If κA is ignored for the non-adiabatic electron transfer reactions, the pre-

exponential term was indeed larger than would be allowed by τL.  

Moving now to the phenyl-bridged compounds, κA = 53 which places the kinetics firmly in the limit κA 

>> 1, and the reaction is adiabatic (see SI, Table S2).  In this limit, the electron transfer rate was expected to be 

independent of the coupling and limited instead by the frequency with which the reactant approaches the 

transition state which depends on properties of the solvent.38-39 As a result, eq. 10 becomes solely applicable. If 

the adiabaticity factor were ignored, predicted rate constants were found to differ by factors of 40-100 from 
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experiment.25, 27 The pre-exponential term in Eq. 5 represents the kinetic speed limit for electron transfer between 

strongly coupled redox centers with kET governed by solvent reorientational motion, 1/τL, (5×1012 s-1 for 

CH3CN).40 Equations 8 and 10 accurately reproduced experimental rate constants to within factors of 1 to 3.  

Selected rate constants are presented in Table 4, with the remainder of the rate constants as well as the calculation 

methodology presented in the SI. 

Table 4. Calculated and observed rate constants of intramolecular electron transfer at 293 K. 

Rate (x107 s-1)  1xa 2xa 1pb 2pb 

kTPA 
Obs.c 0.45 8.5 2.1 23 

Calc.d 0.35 4.5 1.4 22 

kRu 
Obs.c 1.0 .65 23 2.8 

Calc.d 0.94 .25 18 1.8 

aUsing Eq. 8. bUsing Eq. 10. cExperimentally determined. dCalculated from Eqs. 8 or 10. 

Reorganization Energy: The total reorganization energy was calculated by Eq. 12, which relates the 

activation free energies to the standard free energy and reorganization energy for an electron transfer reaction. 

∆𝐺‡ =
(∆𝐺⁰+𝜆)

2

4𝜆
                                                                                                                                                    (12) 

By definition, the reorganization energy corresponds to the vertical energy difference between the 

reactants and products potential energy surfaces, Scheme 2.17 The total reorganization energy, λ, is generally 

partitioned into the outer-sphere (λo) and inner-sphere (λi) reorganization energies for solvent reorganization and 

bond length changes, respectively, so λ = λo + λi. Temperature dependent values of ΔG0 and ΔG‡ provided the 

necessary quantities to calculate λ. Solutions to Eq. 12 provided two values, λ = 0.004 eV or 1.2 eV. It is clear 

that the larger of the two values is a more physically appropriate number as the intramolecular reactions are well 

within the Marcus normal region and are certainly not activationless. Apart from Eq. 12, a value for λ at room 

temperature has been determined by three additional methods: the dielectric continuum approximation, 

spectroscopic data on intervalence charge transfer transitions, and generalized Mulliken-Hush theory.   

For brevity and clarity, the dielectric continuum estimation is presented in the SI and predicts λ ~ 0.9 

eV, close to the standard literature value for electron transfer reactions in acetonitrile.41 Note that the dielectric 

continuum estimation provides a value only for λo. A key value for calculation of the reorganization energy is 

the geometric distance, rDA, between the Ru and TPA centers which was taken as rDA = 14 Å from density 

functional theory calculations. It is acknowledged that the geometric distance is an upper-limit for the true charge 

transfer distance. Analysis of intervalence charge transfer optical data for the phenyl-bridged compounds that 

allowed for HDA to be calculated utilize band shape parameters that ultimately relate to the total reorganization 

energy through Eq. 13, 

 𝜆 =
(∆𝜈1/2)2

16 ln(2)RT
                                                                                                                                                      (13) 
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where Δ𝜈1/2 is the full-width at half-maximum of the intervalence charge transfer band.42-43 This analysis gave 

λ = 0.9-1.1 eV with Δ𝜈1/2 = 4100-4500 cm-1.15 Generalized Mulliken-Hush theory, which accounts for 

delocalization-induced reduction of rDA from the geometric distances uses computationally calculated changes 

in dipole moments. This analysis provided λ = 0.7 eV.13, 44  These three independent measures of the 

reorganization energy are in reasonably good agreement with each other and are similar to commonly accepted 

values of for electron transfer in transition metal compounds in CH3CN.45-47 This supports the value of 1 eV 

used in the previous calculations. 

The inner-sphere contribution is often assumed to be zero as RuII polypyridyl complexes display the 

experimentally indistinguishable Ru-N bond length distortions between the 3+ and 2+ formal oxidation states.48 

It is acknowledged that the covalent cyclometalating bond is unaccounted for under this assumption and 

literature searches for crystal structure data, to the best of our knowledge, are notably absent. Additionally, λi for 

a series of substituted TPA+/0 redox couples have been predicted to range from 0.1 and 0.25 eV.49 Thus, the 

calculations of λ are reasonable even when including a non-zero inner-sphere reorganization. 

Standard Thermodynamics: A critical advantage in addressing the influence of electronic coupling 

on the activation and reorganization energies for the compounds lies in the inherent energetic asymmetry of the 

RuIII/II and TPA+/0 redox centers, which have non-zero standard thermodynamic quantities. In self-exchange 

model systems, ΔG° = 0 kJ mol-1 so moving between nonadiabatic to adiabatic regimes results in equal 

stabilization of the product and reactant surfaces relative to one another and critical details are lost.17 Thus, 

revisiting the standard thermodynamic quantities may provide some insight into the apparent thermodynamic 

activation parameters. Standard entropies for the xylyl-bridged compounds were ΔS° ≈ -2 ± 2 J mol-1 K-1, a 

negligible entropic contribution, with a predominant enthalpic incentive of +7 and -8 kJ mol-1. The opposite was 

true in the adiabatic limit due to the apparent thermodynamically favorable entropy changes, ΔS° = +18 ± 2 J 

mol-1 K-1 and a negligible enthalpic contribution. While the necessary extrapolation to infinite temperature can 

raise uncertainty in the physical nature of the van’t Hoff model, this analysis nevertheless provides self-

consistent values to those extracted from the Eyring model and are independent of reaction adiabaticity over the 

range of temperatures investigated.  After accounting for electronic entropy, a direct comparison between the 

non-adiabatic and adiabatic barriers implicates that electronic coupling manifests as nuclear entropy which is 

the origin of the stabilizing entropic incentive. Ultimately, the larger entropy term in the adiabatic limit result in 

the similar values of ΔG‡. However, the molecular origin of the nuclear entropy is not easily distinguishable. 

Origin of Entropic Barriers: With the underlying activation barriers resolved and reaction adiabaticity 

properly accounted for the following question arises: what do the standard thermodynamic quantities ultimately 

indicate regarding adiabatic and nonadiabatic electron transfer? At a minimum, the large change in ΔS⁰ between 

the xylyl- and phenyl-bridged compounds cannot adequately be explained by electronic coupling effects. 

Enthalpic barriers, while partially indicative of HDA contributions, do not satisfactorily characterize the 

molecular origin, either. Comparison of the kinetic and thermodynamic data herein with prior work is helpful in 



14 

 

defining a reasonable molecular picture. Results from this study indicated that entropic contributions to electron 

transfer rate constants manifest as ‘nuclear’ entropic terms, ΔS‡
n, when in an adiabatic regime. A logical starting 

point for discussion is the structure of the transition state. 

For non-adiabatic processes the transition state structure is often invoked as the main contributor to the 

entropy of activation, ΔS‡.50 Measurement and interpretation of such barriers has been performed on Diels-Alder 

or condensation-type exemplar reactions, and many indicated that the loss of translational and rotational degrees 

of freedom are the sources of ΔS‡.51-52 Compounds anchored to TiO2 are assumed to be stationary. As such, a 

covalent and rigid bridge likely minimizes translational and rotational motion. Such conclusions are justifiable 

through comparison with enzymatic catalysis, where a bound substrate removes translation and rotational 

degrees of freedom and the entropic contributions have been ‘paid’ prior to any chemistry occurring.53-54  

Beyond rotational and translation motion, intermolecular electron transfer reactions between 

neighboring RuII-B-TPA compounds could have occurred on a similar timescale with unusual entropic factors.55 

However, in this study intermolecular electron transfer was minimal in these studies that were performed below 

a critical percolation threshold – inhibiting lateral electron transfer pathways.56-57 Solvent structure or polarity 

also influences rates of electron transfer at a surface. The carboxylate derivatized compounds anchored onto 

TiO2 are nearly insoluble in acetonitrile and may give rise to solvent exclusion effects.58-59 Thus one may expect 

the reorganization energy to vary. Previous work has demonstrated that intermolecular and/or intramolecular 

reactions for the compounds anchored onto a metal oxide surface are similar to those reported in acetonitrile 

fluid solution.46-47 Finally, electric fields generated by electrons injected into TiO2 are known to transiently 

induce a Stark-like effect on the ground state absorption spectra of compounds anchored onto the surface.60-61 

Charge screening by 100 mM Li+ efficiently dampens the field and thus effects are expected to be minimal for 

the pendant TPA located nearly 20 Å away from the surface.62 Furthermore, calculation of equilibrium constants 

from electrochemical data for the xylyl-bridged compounds indicated that ΔG0 did not change. In turn, the 

electric field effect created by injected electrons did not significantly perturb the redox equilibrium. 

Finally, significant literature precedent exists for vibrational entropic factors in transition metal 

complexes of Fe, Co, and Ru undergoing bimolecular (proton-coupled) electron transfer reactions. For Ru-based 

reactants, ΔS⁰ = 25 J mol-1 K-1. The origin of the barriers were ascribed to low-frequency vibrational modes, Evib 

≤ 200 cm-1. Careful control experiments ruled out solvent effects as well as translational and rotational 

entropy.63,64 Indeed, the importance of vibrational factors have been experimentally demonstrated for many 

transition metal half reactions which displayed large positive standard entropy changes and is garnered from 

summation over all available modes.65 Considering that for the xylyl-bridged compounds ΔS⁰ ~ 0 J mol-1 K-1 

and implies that, even if vibrational frequencies do change, the net effect is zero.  

More applicable to the adiabatic limit are bridged mixed-valent compounds with positive standard 

entropies. The origin of these entropic factors was a result of decreases in vibrational frequencies resulting from 

charge delocalization through the intervening bridge and charge balance between redox centers.66   In this limit, 
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solvent reorientation occurs over a larger volume which necessitates a more ordered solvation shell around the 

compound, effectively reducing the number of available solvent configurational microstates.67-68 The results 

presented here seemingly indicate that the ‘product state’ of the reaction becomes entropically stabilized, ΔS‡ = 

-90 J mol-1 K-1 while the initial state remains relatively unchanged, ΔS‡ = -70 J mol-1 K-1, consistent with 

previous work.66 Ultimately, this provides the standard entropy change garnered from the van’t Hoff analysis.  

As a final point, electron transfer reactions that are adiabatic contain a unique set of theoretical 

challenges. Under adiabatic assumptions, solvent-controlled electron transfer rates represent exceptions to the 

traditional Born-Oppenheimer approximation as the electronic structure dynamics, rate-limited by solvent, exists 

in a steady-state with the solvent dielectric as it traverses the potential energy surface.69-71 The fact that such 

violations occur, and as a consequence solvent-controlled rates begin to arise, may explain the origin of the 

enthalpic barriers observed for the adiabatic reactions closely matching the barrier for solvent longitudinal 

motion, ΔHL
‡.34 An additional concern for an adiabatic electron transfer reaction is that motion through the 

transition state is repeated or initial crossing of the barrier fails as a result of solvent influence – an effect not 

typically observed for non-adiabatic electron transfer.72 This would also manifest through a more negative 

activation entropy as a specific local solvent arrangement of orbitals facilitates the reaction, an entropically 

unfavorable event. 

Conclusion: In summary, the kinetics for electron transfer reactions in a strong (adiabatic) and weak 

(non-adiabatic) electronic coupling regime were analyzed with Eyring and Marcus continuum theories. Placed 

into context, the results indicate that even though coupling accelerates the electron transfer rate constant by 

allowing a rapid approach to the transition state, a substantial entropic penalty is imposed despite smaller ΔH‡ 

for thermodynamically uphill reactions. Entropies of activation were dissected into nuclear and electronic 

components and the degree of (non-)adiabaticity was accounted for through the transmission coefficient (κel, 

Eyring) or Jortner adiabaticity parameter, (κa, Marcus). Free energy barriers were found to be independent of 

the coupling, despite a theoretical expectation that HDA reduces the barrier. Finally, ΔS‡ was found to be a 

significant contributor to the activation energy. The thermodynamic quantities were placed into context using 

previous studies on bimolecular, biological, and bridged inter- and intramolecular electron transfer. The work 

presented here is an early example of explicit characterization of both forward and reverse rates of thermal 

electron transfer reactions that lie in extreme regimes of electron transfer theory and which are relevant to energy 

conversion schemes.   
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