
Université catholique de Louvain

Institut de recherche en
mathématique et physique

Double coverings of racks and quandles

François Renaud

Thesis submitted in partial fulfilment of the requirements for
the degree of Docteur.e en Sciences

Examination board

Prof. Marino Gran (Supervisor) UCLouvain
Prof. Tim Van der Linden (Supervisor) UCLouvain

Prof. Marcelo Fiore University of Cambridge
Prof. George Janelidze University of Cape Town
Prof. Pedro Vaz (Secretary) UCLouvain
Prof. Michel Willem (President) UCLouvain

June 2021



Email address, François Renaud: francois.renaud@uclouvain.be

Institut de Recherche en Mathématique et Physique, Univer-
sité catholique de Louvain, chemin du cyclotron 2 bte L7.01.02,
B–1348 Louvain-la-Neuve, Belgium



2020 Mathematics Subject Classification. 18E50; 57K12; 08C05; 55Q05;
18A20; 18B40; 20L05; 47B47; 18N99; 20F12; 18G50; 57M10

Key words and phrases. Two-dimensional covering theory of racks and
quandles, categorical Galois theory, double central extension,

commutator theory, centralization, fundamental groupoid, homotopy
classes of paths

The author is a Ph.D. student funded by Formation à la Recherche
dans l’Industrie et dans l’Agriculture (FRIA) as part of Fonds de la

Recherche Scientifique - FNRS
The main aims of this Ph.D. were reached during a research visit at the

University of Cape Town, which was funded by the Concours des
bourses de voyage 2018 awarded by the Fédération Wallonie-Bruxelles.

Abstract. In this Ph.D. thesis we lay down the foundations of a
higher covering theory of racks and quandles. This project is rooted
in M. Eisermann’s work on quandle coverings, and the categorical
perspective brought to the subject by V. Even, who characterizes
quandle coverings as those surjections which are central, relatively
to trivial quandles. We revisit and extend this work by applying
the techniques from higher categorical Galois theory, in the sense
of G. Janelidze. In particular we extend the study of quandle cov-
erings to the more general context of racks, we consolidate the un-
derstanding of their relationship with central extensions of groups
on the one hand and topological coverings on the other. We further
identify and study a meaningful two-dimensional centrality condi-
tion defining our double coverings of racks and quandles. We also
introduce the definition of a suitable commutator which describes
the zero, one and two-dimensional concepts of centralization in this
context.



iii

Acknowledgements

Many thanks to my supervisors Marino Gran and Tim Van der Linden for
their support, wise advice, contributions and careful proofreading of this
work. The combination of their respective qualities as supervisors was a
great success for me. When I was down, their comforting and friendly
presence would cheer me up. When I was working hard, their contagious
excitement and enthusiasm would keep me going. They both nurture a
generous passion for mathematics, and their desire to share it with others
kept me inspired and included in this rather peculiar microcosm. Their
professionalism and pragmatic understanding of academia provided me
with a solid and trustworthy safeguard against my naiveness. Their
availability as caring human beings is what remains most valuable to
me. Even though every Ph.D. student should have access to such quality
supervision, I am well aware that it is not the case. Thank you for having
me as your apprentice.

Besides Tim Van der Linden and Marino Gran’s teaching, I had the
chance to learn from other skilful mathematicians during these four years,
at the IRMP for instance, such as during our weekly gatherings of the
Junior Category Theory Seminar. By launching this seminar, Vasileios
Aravantinos, gave us the opportunity to meet and appreciate all the
talents in our team which was priceless. Also at conferences, I got the
chance to meet so many fascinating characters. I am extremely happy
to have met Michael Johnson with whom it was an immense pleasure
to work on bidirectional transformations. It was very important to me
to broaden my perspectives and work on something different. Michael
Johnson’s interest in our humble collaboration has meant a lot to me. I
am also very grateful to George Janelidze for our weekly conversations
and lunches on the University of Cape Town campus. His request for the
definition of a commutator and his encouragements and advice for the
completion of the main results of my Ph.D. project during my stay in
South-Africa had a significant influence on the outcomes of my research.
I must also thank him and the other members of my examination board
for taking the time to read this Ph. D. thesis. Many thanks to Marcelo
Fiore, George Janelidze, Pedro Vaz and Michel Willem for their insightful
comments.

As for what is not related to mathematics, I have an intense need for
human contact which is not particularly helpful in this somewhat lonely



Acknowledgements iv

profession (and during lockdown). I am thus particularly appreciative of
the everyday and other more special quality time spent with people at
work and elsewhere. At the IRMP, let me thank Carine Baras, Cathy
Brichard, Martine Furnémont and Élodie Hannoy for taking care of us
all up there in la tour B. Thank you Florence Sterck for tolerating me
in your office, it was such a blessing to become friends with you and
all the others. Thank you to Elia Rizzo, Antonin Monteil, Gilles Parez,
Corentin Vienne and all the others for adventuring with me outside of
work. Even with my friends, and especially at the beginning, I have
sometimes felt shy about sharing my work related struggles. The go-to
companion for Ph.D. life chats has always been Ulla Heede, whom has
helped me greatly to enjoy the accomplishments and overcome the pains
of it.

None of this thesis would make sense to me if it wasn’t for the people
that I have met and loved during these four years, whether I have always
known them or shared a single beautiful afternoon with them. All these
wonderful human beings that are part of my life, with whom I have
climbed, danced, lived, laughed and cried. My warmest gratitude goes
to them, to Laura for being a sunshine in my life, to my parents and
family, to my beloved friends, for being the source of joy and purpose
that feeds everything.





pour mon frère



Contents

Acknowledgements iii
Introduction 1
0.1. Context 1
0.2. Content 10

Part I 15
1. The point of view of categorical Galois theory 15
2. An introduction to racks and quandles 33
2.1. Axioms and basic concepts 33
2.2. From axioms to geometrical features 38
2.3. The connected component adjunction 43
2.4. The group of paths 50
2.5. Working with quandles 61
3. Covering theory of racks and quandles 70
3.1. One-dimensional coverings 71
3.2. Characterizing central extensions 75
3.3. Comparing admissible adjunctions by factorization 77
3.4. Centralizing extensions 80
3.5. Weakly universal covers & fundamental groupoid 85
3.6. The fundamental theorem of categorical Galois theory 94
3.7. Relationship to groups and abelianization 95

Part II 99
0.1. Towards higher dimensions 99
0.2. Content 100
1. An admissible Galois structure in dimension 2 101
1.1. Basic properties of double extensions 103
1.2. Beyond Barr exactness, effective descent along double

extensions 106
1.3. Strongly Birkhoff Galois structure 109
1.4. Towards higher covering theory 111
2. Double coverings 116

vii



Acknowledgements viii

2.1. Thinking about a commutator 118
2.2. The case of conjugation quandles 122
2.3. A concept of primitive trail in each dimension: from

membranes to volumes. 125
2.4. Normal Γ1-coverings and rigid horns 127
2.5. Symmetric paths for double extensions 132
3. The Γ1-coverings (or double central extensions of racks and

quandles) 141
3.1. Double coverings are reflected and preserved by pullbacks 141
3.2. Double coverings are Γ1-coverings 144
3.3. Centralizing double extensions 146
4. Further developments 149
4.1. Galois structure with abstract commutator 149

Bibliography 153



1

Introduction

Abstract. In this Ph.D. thesis we lay down the foundations of a
higher covering theory of racks and quandles. This project is rooted
in M. Eisermann’s work on quandle coverings, and the categorical
perspective brought to the subject by V. Even, who characterizes
quandle coverings as those surjections which are central, relatively
to trivial quandles. We revisit and extend this work by applying
the techniques from higher categorical Galois theory, in the sense
of G. Janelidze. In particular we extend the study of quandle cov-
erings to the more general context of racks, we consolidate the un-
derstanding of their relationship with central extensions of groups
on the one hand and topological coverings on the other. We further
identify and study a meaningful two-dimensional centrality condi-
tion defining our double coverings of racks and quandles. We also
introduce the definition of a suitable commutator which describes
the zero, one and two-dimensional concepts of centralization in this
context.

0.1. Context. We like to describe racks as sets equipped with a
self-distributive system of symmetries, each attached to a given point
(element). More precisely, a rack is a set A equipped with a binary
operation / : A × A → A such that for each a ∈ A, the function − /

a : A→ A (which is called the symmetry at a) admits an inverse (denoted
− /−1 a : A→ A, which is the other symmetry at a) and it is compatible
with the operation / (self-distributivity), i.e. for all x, a and b in A:

(R1) (x / a) /−1 a = x = (x /−1 a) / a;
(R2) (x / a) / b = (x / b) / (a / b).

A morphism of racks is a function between (the underlying sets of two)
racks that preserves the operation / (see Section 2.1 for more details).
The term wrack was introduced by J.C. Conway and G.C. Wraith, in an
unpublished correspondence of 1959. Their curiosity was driven towards
the algebraic structure obtained from a group, when only the operations
defined by conjugation are kept, and one forgets about the multiplication
of elements. Sending a groupG to its so defined “wreckage” (the rack with
underlying set G and operation defined by conjugation x / a ..= a−1xa),
defines the conjugation functor Conj : Grp → Rck, from the category of
groups Grp to the category of racks Rck. We use the more common
spelling rack (instead of wrack) as in [55] and [100]. Other names in the
literature are automorphic sets by E. Brieskorn [15], crossed G-sets by
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P.J. Freyd and D.N. Yetter [58], and crystals by L.H. Kauffman in [84].
The former is (as far as we know) the first detailed published study of
these structures.

The image of the conjugation functor Conj : Grp → Rck actually lands
in the category Qnd, which is the full subcategory of Rck whose objects
are racks Q such that for each a ∈ Q,

(Q1) a / a = a,

i.e. the symmetries (− / a) of Q are required to fix the point (a) which
they are attached to. Such algebraic structures were introduced and ex-
tensively studied by D.E. Joyce in his Ph.D. thesis [82], under the name
of quandles. Around the same time (1980’s), S. Matveev was studying
the same structures independently (with comparable results), under the
name of distributive groupoids [91]. D.E. Joyce describes the theory of
quandles as the “algebraic theory of group conjugation” since the freely
generated quandle on a set of generators X is a subquandle of the image
by Conj of the freely generated group on that set X.

a1

a2

a3

a1

a3 / a1 = a2

a3

a2

a2

a1 / a2 = a3

a1

a3

a3

a2 / a3 = a1

a2

a1

Figure 1. Oriented trefoil knot
Crossings “define” a /-operation on the set of arcs

Most importantly for the development of this subject, which is largely
due to its applications in knot theory, D.E. Joyce describes how to asso-
ciate to each oriented knot diagram its knot quandle [83]; a construction
which provides a complete knot invariant for oriented knots. The knot
quandle resembles the earlier concept of knot group [94] (see Remark
3.5.7.1), but the knot quandle distinguishes itself as a complete invariant.
In particular, computing whether two oriented knot diagrams represent
the same oriented knot (up to isotopy) amounts (exactly) to computing
whether their associated knot quandles coincide (up to isomorphism). As
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it has been done for the knot group, given an oriented knot diagram, a
presentation of the associated knot quandle, in terms of generators and
relations, is easily obtained using the arcs of the diagram as generators
and using the crossings to describe relations on these generators. This
construction exhibits an obvious parallel between the three axioms defin-
ing the theory of quandles ((R1), (R2) and (Q1)) and the Reidemeister
moves [93, 1] from knot theory (these characterize the possible ways to
modify a knot diagram without changing the knot it represents).

Given an oriented knot diagram K, such as in Figure 1, consider its set
of arcs A = {a1, a2, . . . , an}, and identify that each crossing in K is
either as on the left or as on the right of Figure 2. Each of these crossings
thus gives rise to a corresponding identity as depicted in Figure 2. The

y x / y = z

x

z

y x /−1 y = z

z

x

Figure 2. “Acting on x, with (the symmetry at) y, gives z”

knot quandle Q(K) of the oriented knot diagram K is then obtained as
the freely generated quandle on this set of arcs “modulo these identities”
(a detailed construction for the free quandle on a set is given in Section
2.5.12). Using this translation from knot diagram crossings to algebraic
identities, each Reidemeister move corresponds to an axiom from the
algebraic theory of quandles as in Figure 3. Note that in order to obtain
the proof that the knot quandle is an oriented knot invariant, one needs
to study a few more possible choices of orientations for the strands in
the Reidemeister moves of Figure 3. Each such choice of orientation
similarly corresponds to an identity which is deducible from the axioms
in the theory of quandles – see [82, Section 4.7] and Section 2.1.

Over the last decades, racks and quandles have been applied to knot
theory and subsequently to physics in various works – see for instance
[83, 15, 55, 32, 56, 29, 28, 84, 38] and references there. More his-
torical remarks are made in [55], including references to applications in
computer science. In geometry, the earlier notion of symmetric space, as
studied by O. Loos in [86], gives yet another context for applications –
see [5, 63] for up-to-date introductions to the field. This line of work goes
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a

a

(R1)

x

(x / a) /−1 a

=

a

a

x

x

x

(x /−1 a) / a

and

a

a

=

x

x

a

a

—————————————————————————————
b

(x / a) / b

(R2)

a

a / b

x

b

=

b

(x / b) / (a / b)

a

a / b

x

b

—————————————————————————————

a

a / a

=(Q1)

a

a

Figure 3. Reidemeister moves and axioms

back to 1943 with M. Takasaki’s abstraction of a Riemannian symmetric
space: a kei [103], which would now be called an involutive quandle. As
a basic example consider the real plane R2, where each point (a, b) can
act on any other point (x, y) using the central symmetry of R2 at (a, b).

(a, b)(x, y)

(x, y) / (a, b)

More recently (2007) M. Eisermann worked on a covering theory for
quandles (published in [38]). He defines quandle coverings as those sur-
jective morphisms of quandles c : A → B such that for each x, a and
a′ ∈ A, if c(a) = c(a′) then x/a = x/a′, i.e. those elements a and a′ that
are identified by c act in the same way on any other element of A. M. Eis-
ermann studies these coverings of quandles in analogy with topological
coverings. Recall that a topological covering c : X → Y is a surjective
and continuous function such that there exists an open cover {Ui}i∈I of
Y such that for each index i ∈ I, the preimage c−1(Ui) of Ui is a disjoint
union of opens of X, each of which is mapped homeomorphically onto
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Ui by c (see for instance [62, Section 1.3] for an easy introduction to
the subject). In particular, M. Eisermann derives several classification
results for coverings of quandles, in the form of Galois correspondences
as in topology (or Galois theory of field extensions). In order to do so,
he works with some suitable constructions such as a (weakly) universal
covering or a fundamental group(oid) of a quandle. Even though the
link with quandle coverings is unclear a priori, these constructions use
the left adjoint of the conjugation functor, which is justified a posteriori
by the fact that the theory produces the aforementioned classification
results.

Note that in topology, it is convenient to view the category of sets (Set)
as the category of discrete topological spaces. The functor sending a
topological space to its set of connected components is then obtained
as the left adjoint to the inclusion of Set in the category of topological
spaces.

Top

π0
(/

⊥ Set

I

ho

As it is explained by F. Borceux and G. Janelidze in [9, Section 6.3], the
covering theory of locally connected topological spaces arises from the
study of this connected component adjunction using categorical Galois
theory (in the sense of G. Janelidze [65], see Section 1). In particu-
lar, the concepts of covering and fundamental group(oid) of a space can
be defined abstractly from the data of this adjunction. Moreover, the
aforementioned classification theorem for topological coverings can be de-
rived from the fundamental theorem of categorical Galois theory which
describes, in this context, an equivalence between the category of cov-
erings above a pointed space, and the internal pre-sheaves (think group
actions) above the fundamental group of that space (see Subsection 1.0.8
below).

Now the category Set is also isomorphic to the category of trivial quandles
where a trivial quandle Q is a quandle such that its binary operations
simply return the first term (first product projection): x/y = x/−1y = x

for all x and y ∈ Q. The inclusion of Set in Qnd has a left adjoint
π0 : Qnd → Set which is thus also a connected component functor (in
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this sense).

Qnd

π0
(/

⊥ Set

I

ho (1)

The resulting notion of connectedness was first introduced by D.E. Joyce.
Two elements x and y of a quandle A are said to be connected if there
exists a primitive path from x to y, i.e. a sequence of elements, a1, . . .,
an in A, and a choice of exponents δi ∈ {−1, 1} such that

y = (· · · (x /δ1 a1) · · · ) /δn an.

In his Ph.D. thesis [40], V. Even applies categorical Galois theory (in the
sense of G. Janelidze, see for instance [71] or Section 1), to the context
of quandles. By doing so, he establishes that M. Eisermann’s coverings
arise from the admissible adjunction between trivial quandles (i.e. sets)
and quandles, in the same way that topological coverings arise from the
admissible adjunction between discrete topological spaces (i.e. sets) and
locally connected topological spaces (see Section 6.3 in [9] and Section
1 below). He also derives that M. Eisermann’s notion of fundamental
group of a connected, pointed quandle coincides with the corresponding
notion from categorical Galois theory. This, in turn, makes the bridge
with the fundamental group of a pointed, connected topological space.
Thus, V. Even clarifies the analogy with topology, even though his results
still rely on some constructions such as M. Eisermann’s weakly universal
covers.

Note that racks and quandles have recently received a lot of attention
from experts in categorical algebra, not only in relation to quandle cover-
ings [39, 41, 42, 43] but also for the development of the notion Σ-local
properties [11, 14, 12].

In this thesis, we further develop the covering theory of quandles (and
racks) from the perspective of (higher) categorical Galois theory. Our
main objective is to develop the theory in higher dimensions in order
to access more sophisticated information. In order to do so, we need to
show that higher categorical Galois theory applies in this context. The
development of the higher-dimensional theory also requires to further
clarify the foundations of the covering theory in dimension zero and one.

In order to understand and motivate these developments, it is useful to
make the analogy with yet another important application of categorical
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Galois theory, which is the theory of central extensions of groups.

Grp

ab
'.

⊥ Ab

I

ho
(2)

In the category of groups Grp, the adjunction of interest is ab a I, the
abelianization adjunction (Diagram (2)), where ab: Grp→ Ab is the left
adjoint of the inclusion functor to groups I : Ab → Grp, and sends a
group B to the abelian group B/[B,B]Grp, constructed by quotienting
out the commutator subgroup [B,B]Grp of B. Recall that for any normal
subgroups X and Y of B, the normal subgroup [X,Y ]Grp ..= 〈xyx−1y−1 |
x ∈ X, y ∈ Y 〉 ≤ X ∩ Y ≤ B denotes the classical commutator from
group theory. Note that from the point of view of homological algebra the
abelianization of B is the first homology group with integer coefficients
H1(B,Z).

In this context, the Galois-theoretic concept of covering coincides with
the concept of a central extension from group theory. Recall that an
extension in Grp is merely a surjective group homomorphism, and a
central extension c : A → B is an extension such that the kernel Ker(c)

of c is in the center Z(A) of the group A, i.e. the elements g ∈ A

that are sent to the neutral element c(g) = e ∈ B commute with any
other element in A. In other words, c is a central extension if and
only if [Ker(c), A]Grp = {e} is the trivial subgroup in A. Moreover,
given any extension of groups f : A → B, it can universally be made
central by taking the quotient of A by the so-called centralizing subgroup
[Ker(f), A]Grp.

Whereas in the topological context categorical Galois theory relates to
homotopy theory, its applications in group theory led to strong results in
homological algebra. As we will not recall the necessary material for dis-
cussing homological algebra, we merely illustrate the arguments behind
certain of these results on the simple example of a perfect group B. Re-
call that a perfect group is a group whose abelianization (first homology
group) is trivial, i.e. H1(B,Z) ..= B/[B,B]Grp = {e}. A perfect group
B admits a universal central extension e : E → B, for which there is a
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unique factorization through any other central extension c : A→ B.

E

e

��

∃! factorization
#+
A

cw�

B

The fundamental Galois groupoid of B is then equivalent to the abelian
group given by the kernel of e, which also describes the second homology
group with integer coefficients H2(B,Z). The fundamental theorem of
categorical Galois theory then gives an equivalence between the central
extensions above B and the slice category whose objects are the mor-
phisms with codomain H2(B,Z) in the category of abelian groups Ab.
In other words, the second integral homology group of B can be presented
as a “Galois group” (see [65, Remark 5.4], [9, Section 5.2.(10-17)] and
[69]). For a general group B, and a projective presentation p : F → B of
B with kernel Ker(p) (see Paragraph 1.0.11), the classical Hopf formula
(Equation (3)) and its independence from the choice of presentation p

can be obtained by similar arguments.

H2(B,Z) ∼=
Ker(p) ∩ [F, F ]Grp

[Ker(p), F ]Grp
(3)

Now observe that the denominator of the Hopf formula is obtained as
the aforementioned centralizing subgroup of the presentation p of B. Ex-
panding on the fact that extensions of groups can be centralized, the
inclusion of the category of central extensions of groups CExtGrp in the
category of extensions of groups ExtGrp admits a left adjoint called the
centralization functor. This functor ab1 : ExtGrp → CExtGrp sends a
surjective group homomorphism f : A → B to the central extension of
groups

ab1(f) : A/[Ker f,A]Grp → B

obtained from the quotient A/[Ker f,A]Grp of the domain A of f .

ExtGrp

ab1

)0

⊥ CExtGrp

I

ip
(4)

The key observation is that the resulting adjunction satisfies the con-
ditions under which categorical Galois theory can be applied. This led
G. Janelidze to the concept of double central extension [67], which is the
induced notion of covering in this two-dimensional context. The Hopf
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formula for the third homology group of a group B and for a presentation
of B

F

��

,2 F/K2

��

F/K1
,2 B

(5)

(where F , F/K1 and F/K2 are free groups andB is isomorphic to F/(K1·
K2)) can then be obtained via categorical Galois theory as in [69].

H3(B,Z) ∼=
K1 ∩K2 ∩ [F, F ]Grp

[K1,K2]Grp · [K1 ∩K2, F ]Grp
(6)

Note that the denominator in Equation (6) then describes the centraliz-
ing subgroup for a double extension of the form of Diagram (5) (see also
Paragraph 1.0.9), leading to the same developments in dimension three.
By iterating this procedure, and abstracting away from the category of
groups, powerful generalizations of the higher-dimensional Hopf formulae
of R. Brown and G. Ellis [18] were found, leading to a whole new ap-
proach to homological algebra developed by M. Duckerts, A. Duvieusart,
T. Everaert, M. Gran, G. Janelidze, J. Goedecke, D. Rodelo, C. Simeu,
T. Van der Linden, and others [68, 50, 61, 45, 48, 49, 99, 35, 37, 101].

As it is the case for central extensions of groups, the category of quandle
coverings CExtQnd is reflective in the category of extensions of quandles
ExtQnd which was shown by M. Duckerts, V. Even and A. Montoli in
[36].

ExtQnd

F1
*0

⊥ CExtQnd

I

ip
(7)

This is the first requirement for obtaining the analogous higher- dimen-
sional theory which we just decribed in the group-theoretic case. Note
that higher categorical Galois theory has also been applied in topology
where higher homotopical information of spaces can be studied via the
Galois-theoretic higher fundamental groupoids. A detailed survey about
the study of higher-dimensional homotopy group(oid)s can be found in
[16], see also [19]. Some insights are given in [21] where higher Galois
theory is used to build a homotopy double groupoid for maps of spaces
(see also [20]).

The covering theory of racks and quandles is a particularly interesting
instance of categorical Galois theory since it combines intuitive, “geomet-
rical” interpretations, inspired by the topological example with strong
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connections to the group theoretic case. The study of the covering the-
ory of racks and quandles and the development of its higher-dimensional
aspects will thus be an opportunity to derive both homotopical and ho-
mological results in this context.

0.2. Content. In analogy with the aforementioned developments
in Grp, we show in this thesis (Section 1) that categorical Galois theory
applies to the adjunction between the category of central extensions and
the category of extensions of racks and quandles (Diagram (7)). Note
that, as it is the case in Grp, most instantiations of higher categorical
Galois theory in the literature are such that the base category, and sub-
sequently the higher-dimensional categories of extensions, are Mal’tsev
categories (see [26, 27, 25] and Subsection 1.0.10). The categories of
racks and quandles are not Mal’tsev categories. An important contribu-
tion of this thesis thus consists in the refinement and generalization of
the techniques for the application of higher categorical Galois theory in
new contexts. Note that the (lower- and higher-dimensional) covering
theory of racks and quandles is an enlightening instantiation of Galois
theory which exhibits some of its more geometric/topological aspects in
an algebraic context. We are interested in studying the covering theory
of racks and quandles by using categorical Galois theory, but we are also
interested in what this instance of Galois theory teaches us about the
general theory.

The main results of the thesis (Section 3) consist in the characteriza-
tion of the induced Galois-theoretic concept of covering in this two-
dimensional context, via the definition and study of double coverings,
also called algebraically central double extensions of racks and quandles
(Section 2). Moreover, we define a suitable and well behaved commutator
which captures the zero, one and two-dimensional concepts of central-
ization in the category of quandles (Subsection 2.1). We keep track of
the links with the corresponding concepts in the category of groups and
hint at possible developments inspired by this analogy (see for instance
Section 4). Note that we recall all the necessary concepts of categorical
Galois theory in the first section of the thesis (Section 1).

In order to achieve these objectives, a lot of work has been put to-
wards re-working the material about one-dimensional coverings (see for
instance [38, 39, 40, 42, 36]). The generalization of the covering theory
to higher dimensions is far from trivial and the existing literature on the
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lower-dimensional theory was not aimed at facilitating such a develop-
ment. In the first part of this thesis (which is based on [95]), and after
introducing the categorical Galois-theoretic prerequisites, we provide a
detailed introduction to racks and quandles which is inspired by the per-
spective of the covering theories of interest. We then develop our refined
understanding of these covering theories, and provide interesting new
results, definitions and proofs in the lower-dimensional theory (leading
to the higher-dimensional outcomes).

As a first step, the generalization of the covering theory of quandles to a
covering theory of racks, and the study of the free/forgetful adjunction
rFq a I between racks and quandles participates in clarifying the key
ingredients of both covering theories. In particular, we derive the desired
results comparing the covering theories in racks and quandles from the
study of the commutative diagram of admissible adjunctions below (see
Section 3.3). As we will show in Section 2.5, categorical Galois theory
also applies to the free/forgetful adjunction rFq a I.

Rck

rFq

)/

π0

�)

⊥ Qnd

I

io

π0

�


Set.

I

AJ

I

`i

aa

As we mentioned before, M. Eisermann makes use of the left adjoint of
the conjugation functor Conj : Grp→ Rck between groups and racks (or
quandles) in order to produce weakly universal coverings and a notion
of fundamental group(oid) which are crucial to his theory and the subse-
quent contributions of V. Even. We identify a meaningful construction
of this left adjoint, based on the axioms of racks and study its crucial
role for the covering theories of interest (in Section 2.4 and beyond). We
rename it as the paths functor Pth and explain in which sense it sends
a rack A to its group of homotopy classes of paths Pth(A).

Rck

Pth
(/

⊥ Grp

Conj

ho (8)

Recall the definition of a primitive path of a rack A, i.e. a signed sequence
of elements a1, . . ., an in A, which is used to link elements x and y that
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are connected in A:

y = (· · · (x /δ1 a1) · · · ) /δn an.

We may easily find a different primitive path with b1, . . ., bm in A and
γj ∈ {−1, 1} such that

y = (· · · (x /γ1 b1) · · · ) /γm bm.

As in topology, this other path linking x and y may or may not provide
interesting extra information about how to reach y from x. A study of
the axioms of racks provides a notion of equivalence between primitive
paths in a given rack A. Intuitively speaking, this equivalence identifies
those ways to go from one point to another in A which “provide the
same information” about the rack A. The resulting equivalence classes
of primitive paths organize themselves into a group. The group of paths
Pth(A) is then seen to be a group of representatives of these equivalence
classes of primitive paths. Similarly the study of the idempotency axiom
(Q1) exhibits a construction of a group of representatives of homotopy
classes of primitive paths for an object of Qnd.

Based on this refined understanding of the algebraic ingredients at play,
we provide new characterizations for coverings, relative centrality, and
the centralization of an extension using Pth (see Section 3). Using our
study of what the elements in the group of paths represent, we develop
a more visual “geometrical” understanding of the whole theory, which
is particularly helpful in expressing its higher-dimensional equivalents.
Note that such visual representations also permitted the characteriza-
tion (in full generality) of the fundamental groupoid of a rack (or quan-
dle) and subsequently the application of the fundamental theorem of
categorical Galois theory in this context (Sections 3.5 and 3.6). Most
importantly, for the second part of the thesis, we were able to produce
new, alternative, generalizable and visual proofs for the characteriza-
tion of the Galois-theoretic coverings (or central extensions) of racks and
quandles, which do not require the construction of a weakly universal
covering (Section 3.2).

In short, given a surjective morphism of racks (or quandles) f : A→ B,
the idea is to look at primitive paths as (ai, δi)1≤i≤n and (bi, δi)1≤i≤n that
are identified by f , i.e. such that f(ai) = f(bi) for each i ∈ {1, . . . , n}.
Think of it as a sort of (f -induced) surface linking the two given paths.
We then have that f is a covering if and only if such “surfaces” (called
membranes) actually “retract” as on the picture below. In dimension two,
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these membranes are organised into four-faced cones and the conditions
of centrality expressed in terms of such cones.

x

w�

a1
a2

a3
�'

b1
b2

b3

f
f

x · (a1 a2 a3)
f

x · (b1 b2 b3)

x

��

a1

a2

a3

��

b1

b2

b3

f
f

f

aM = bM

x

��

a1
a2
a3

��

b1
b2
b3

aM = bM

As we develop this refined understanding of the subject in Part I, we
lay down the ideas and results that lead to our main objective: the
higher-dimensional theory developed in Part II (see also [96, 98]). The
forthcoming generalization to arbitrary dimensions is not included in this
thesis, and it will be developed in [97].





Part I

1. The point of view of categorical Galois theory

In this first Section we recall and motivate what we need to know about
categorical Galois theory in order to study the covering theory of racks
and quandles.

Categorical Galois theory (in the sense of [65], see also [71]) is a very
general theory with rich and various interpretations depending on the nu-
merous contexts of application. On a theoretical level, Galois theory ex-
hibits strong links with, for example, factorization systems, commutator
theory, homology and homotopy theory (see for instance [73, 24, 70]).
Looking at applications, it unifies, in particular, the theory of field exten-
sions from classical Galois theory (as well as both of its generalizations
by A. Grothendieck and A. R. Magid), the theory of coverings of lo-
cally connected topological spaces, and the theory of central extensions
of groups. The covering theory of racks and quandles [38] is yet another
example [39], which combines intuitive interpretations inspired by the
topological example with features of the group-theoretic case. A detailed
historical account of the developments of Galois theory is given in [9] and
[70] gives an overview of the developments of categorical Galois theory
(from the perspective of universal algebra).

We consider a convenient particular instance of the general theory which
was developed in [65]. The axiomatic framework in which categorical
Galois theory takes place is that of a Galois structure (see [66]). For
our purposes, a Galois structure, say Γ, mainly consists in the data of
a category C (for instance the category of locally connected topological
spaces Top), a full subcategory X in C (for instance the category of dis-
crete topological spaces Set), together with a reflection of C on X , i.e. a
left adjoint F : C → X to the inclusion I : X → C (e.g. π0 : Top → Set;
note that we often omit the inclusion functor I from our notation in

15
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what follows). The “bigger” context C is understood to be more “so-
phisticated”, more difficult to study, whereas the “smaller” context X is
supposedly more “primitive”, or merely better understood. In order to
obtain a Galois structure from such a reflection, we also need to specify
a class of morphisms in C, whose “elements” will be called extensions.
We define Galois structures more precisely in Convention 1.0.1. For the
connected component adjunction in topology, an example of a suitable
Galois structure (which we denote ΓT ) is described more precisely in [9,
Section 6.3]. The class of extensions in ΓT is given by the class of surjec-
tive étale maps. Another example of Galois structure, say ΓQ, is given
by the connected component adjunction between Qnd and Set, for which
the class of extensions is given by the class of surjective morphisms of
Qnd.

Given a Galois structure Γ, the purpose of categorical Galois theory is to
study special classes of extensions in C which are naturally associated to
those extensions which lie in the subcategory X . In this work, we call an
extension which is a morphisms in X a primitive extension. Note that
both in the example from topology, and in the example in Qnd, a prim-
itive extension is just a surjective function in Set. These special classes
of extensions in C which are associated to primitive extensions measure
a “sphere of influence” of X in C (with respect to the chosen concept of
extension). In particular, the most important special class of extensions
is the class of coverings (sometimes called central extensions) defined be-
low. Since we will be discussing different notions of coverings arising from
different Galois structures, we sometimes use the terminology Γ-covering
in order to avoid any confusion between the different contexts Γ. For the
aforementioned Galois structure ΓT , the induced concept of ΓT -covering
coincides with the classical concept of covering defined in topology. As
we mentioned before, V. Even showed in [40] that in the Galois structure
ΓQ, the induced Galois-theoretic concept of ΓQ-covering coincides, with
the coverings defined by M. Eisermann in [38]. In the category of groups
Grp, the abelianization adjunction adjunction ab a I gives rise to a Ga-
lois structure, say ΓG. Recall that the left adjoint ab: Grp→ Ab sends a
groupG to the abelian groupG/[G,G]Grp, constructed by quotienting out
the commutator subgroup [G,G]Grp of G. For any subgroups X and Y of
G, the subgroup [X,Y ]Grp ..= 〈xyx−1y−1 | x ∈ X, y ∈ Y 〉 ≤ X ∩ Y ≤ G

defines the classical commutator from group theory. In this context, the
extensions are chosen to be the regular epimorphisms, which are merely
the surjective group homomorphisms. Given this Galois structure ΓG,
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the concept of a ΓG-covering coincides with the concept of a central ex-
tension from group theory.

In general, given a suitable Galois structure Γ one defines three different
special classes of extensions, the simplest of which is the class of trivial
coverings (or more explicitly trivial Γ-coverings). A trivial covering is
defined as an extension t which is the pullback of a primitive extension
p in X , along the unit morphism η (see Figure 4). In a suitable Galois
structure, the category of trivial coverings above an object E ∈ C is
equivalent to the category of primitive extensions above F (E) in X . In
topology, this Galois-theoretic definition of trivial ΓT -covering coincides
with the classical definition of trivial covering.

Figure 4. A kid’s drawing of categorical Galois theory

The class of coverings (or more explicitely Γ-coverings) is then defined
as the class of those extensions c : A → B in C, for which there exists
another extension e : E → B, which is said to split c, i.e. such that the
pullback t of c along e is a trivial covering. In certain contexts, such
as in [71], coverings describe a relative notion of centrality [59, 88],
hence the alternative terminology of central extension, borrowed from the
aforementioned group-theoretic example. The remaining special class of
extensions is the class of normal coverings (or more explicitly normal Γ-
coverings), which are those extensions which are split by themselves. We



1. The point of view of categorical Galois theory 18

will come back to these for the statement of the fundamental theorem of
categorical Galois theory (see Paragraph 1.0.8).

Convention 1.0.1. For our purposes, a Galois structure (see [66])

Γ ..= (C,X , F, I, η, ε, E),

is the data of an inclusion I, of a full ( replete) subcategory X in a
category C, with left adjoint F : C → X , unit η, counit ε and a chosen
class of extensions E within the morphisms of C. The class E is subject
to the following conditions:

(1) E contains all isomorphisms, and E is closed under composition;
(2) the image of an extension by the reflection F yields an exten-

sion;
(3) pullbacks along extensions exist, and the pullback of an extension

is an extension.

For our purposes, E will always be a class of regular epimorphisms.
Moreover, we require the components of the unit η to be extensions,
i.e. for each object X in C, ηX : X → IFX is an extension. Such a
category X is said to be E-reflective in C. Finally, taking pullbacks along
extensions should be a “well behaved algebraic” operation i.e. we require
our extensions to be of effective E-descent in C (see [79, 78] and Section
1.2 below).

As mentioned before, we call primitive extensions, those extensions p
which lie in X . A trivial covering (sometimes called trivial extension),
is an extension t : T → E which is the pullback of a primitive extension
p : X → F (E) in X , along the unit morphism ηE : E → F (E) (see
Paragraph 1.0.3 for more details).

X
p
��

T
t
��

lr ,2 A
c
��

F (E) E
ηE
lr

e
,2 B

(9)

A covering (sometimes called central extension), is an extension c : A→
B such that there is another extension e : E → B such that the pullback
t of c along e is a trivial covering. A normal covering (sometimes called
normal extension), n, is such that the projections of its kernel pair are
trivial coverings, i.e. n is split by itself.

Remark 1.0.2. Given such a Galois structure Γ, observe that I creates
finite limits which exist in C. The subcategory X is thus closed under
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finite limits in C. Moreover since η is an extension, and thus in particular
a regular-epimorphism, any subobject i : A� X in C of an object X in
X factors as i = fηA for some f in C, by the universal property of the
unit. But then ηA is monic and thus it is an isomorphism. Since X is
replete in C, one concludes that X is then also closed under subobjects.

These observations can be found in [71] where an important class of
examples is studied in depth (see also Section 1.0.10). In particular
G. Janelidze and M. Kelly observe that if C is a variety of algebras,
and X is a subvariety of C in the sense of universal algebra [6, 23], the
inclusion I : X → C always admits a left adjoint F : C → X , such that
if we define E to be the class of regular epimorphisms in C, then this
data satisfies the conditions of Convention 1.0.1. The Galois structure
for groups ΓG and the Galois structure for quandles ΓQ are examples of
such Galois structures of varieties of algebras. In Part I, we prefer to use
the terminology trivial extension (for trivial covering), normal extension
(for normal covering) and central extension (for covering), as it is the
case in [71], since the Galois structures we study are examples of the
Galois structures considered in [71].

Note that not all examples of a subvariety of algebras in a variety of
algebras give rise to a meaningful covering theory, or to a relative notion
of central extension using categorical Galois theory. For the definitions
provided in Convention 1.0.1 to be meaningful, the Galois structure Γ

must satisfy the additional admissibility condition described below – see
for instance [71]. Admissibility (in the sense of G. Janelidze) describes
the fact that pullbacks of unit morphisms along extensions are unit mor-
phisms. It can be understood as an exactness condition on the left
adjoint F which implies in particular that trivial, central and normal
extensions are pullback stable. Most importantly, this condition implies
that Γ-coverings (central extensions) above a given object can be classi-
fied using data which is internal to X – in a form which is often called a
Galois correspondence, as in the theory of coverings in topology. In short,
admissibility is the condition on a Galois structure (or an adjunction) for
Galois theory to be applicable and its fundamental theorem classifying
coverings (or central extensions) to hold. We give more details about
this fundamental theorem after the definition of admissibility.

1.0.3. Admissibility. With the definition of trivial covering in mind,
let us observe that a Galois structure Γ induces an adjunction between
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the slice categories of extensions above an object in C, which consists
in taking quotients (left-adjoint) and pullbacks (right-adjoint) along the
unit morphisms of the reflection F a I. Given an object E in C, the slice
category Ext(E) is the category whose objects are extensions e : T → E

with codomain E. A morphism with domain e and codomain h : C → E

in Ext(E) is given by a morphism f : T → C in C such that e = hf .
Similarly define PExt(X) as the slice category of primitive extensions
with codomain X, object of X .

Given a Galois structure Γ = (C,X , F, I, η, ε, E), it induces an adjunction
FE a IE for each object E in C,

Ext(E)

FE
*1

⊥ PExt(F (E))

IE

ip

where the left adjoint FE : Ext(E) → PExt(F (E)) is defined by tak-
ing the image of objects and morphisms by F – for instance an ob-
ject e : T → E is sent to F (e) : F (T )→ F (E); and the right adjoint
IE : PExt(F (E)) → Ext(E) is defined on p : X → F (E) by pulling back
p along the unit ηE : E → F (E) in C (see Diagram (10) below).

We are interested in the components ηEe and εEp of the unit and counit
of the adjunction FE a IE for each extension e : T → E and each primi-
tive extension p : X → F (E). Define the reflection square at a morphism
e : T → E in C (with respect to Γ) to be the outer commutative (nat-
urality) square of morphisms FE(e)ηT = ηEe on the left-hand side of
Diagram (10). The map 〈e, ηT 〉 induced by the universal property of the
pullback P ..= E ×F (E) F (T ) of F (e) and ηE is called the comparison
map of this reflection square at e (see Paragraph 1.0.9). This comparison
map is also the unit ηEe of the adjunction FE a IE which measures how
far e is from being a trivial covering. Recall that we omit the inclusion
I : X → C from our notation.

T
ηT

,2

ηEe
..=〈e,ηT 〉
#+

e

��

F (T )

FE(e)

��

P
π2

3:

IE FE(e)..=π1
w�

E
ηE

,2 F (E)

P ′
πX

,2

ηP ′
&-

IE(p)..=πE

��

X

p

��

F (P ′)
εEp

3;

FE IE(p))
�'

E
ηE

,2 F (E)

(10)
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The counit εEp of the adjunction FE a IE at a given primitive extension
p : X → F (E) is obtained by the universal property of ηP ′ as in the right-
hand side of Diagram (10). It essentially measures how far the pullback
P ′ ..= E ×F (E) X of p and ηE is from being the reflection square at
IE(p). If εEp is an isomorphism, then the outer square on the right-hand
side of Diagram (10) is isomorphic to the reflection square at IE(p), and
this reflection square is then a pullback. A trivial covering is defined in
most references to be an extension t : T → E such that the reflection
square at t is a pullback. An admissible Galois structure is a Galois
structure such that the pullback of a primitive extension in X along a
unit morphism (see trivial covering in Convention 1.0.1) always gives a
trivial covering in the usual sense (such as in [71]). Admissibility thus
describes a form of compatibility of the reflection F a I with pullbacks
along primitive extensions – “the pullback of a unit morphism, along a
primitive extension, is still a unit morphism”.

Definition 1.0.4. A Galois structure Γ ..= (C,X , F, I, η, ε, E) as in Con-
vention 1.0.1 is said to be admissible if for each E, object of C, the
induced right adjoint IE : PExt(F (E)) → Ext(E) is fully faithful i.e. for
each primitive extension p : X → F (E), the component εEp of the couinit
of FE a IE is an isomorphism.

If we define TExt(E) to be the full subcategory of Ext(E) whose ob-
jects are trivial coverings, we may restrict the adjunction FE a IE to
trivial coverings, which gives an equivalence of categories TExt(E) '
PExt(F (E)). Paraphrasing from [71] we conclude that in an admissible
Galois structure Γ, “trivial extensions are nothing more than primitive
extensions (but over an object in C !) and one moves back and forth be-
tween the two concepts via (pullbacks and respectively quotients along)
the reflection of C on X ”. Note that the image of the monad IE FE is
exactly TExt(E), and the restriction TrvE ..= IE FE : Ext(E)→ TExt(E)

provides a left adjoint to the inclusion of TExt(E) in Ext(E).

As it is said in [71], “Admissibility may be seen as a kind of exactness
condition on F – the preservation by F of some pullbacks (but not of
all, which would make X a localization of C)”. Observe that in Diagram
10, εEp is an isomorphism if and only if the commutative triangle pεEp =

idF (E) F
E IE(p) is a pullback square in C (the pullback of p and idF (E)).

Now this triangle is the image by F of the outer square pπX = ηE IE(p)

(on the right-hand side of Diagram (10)) which is the pullback of p and
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ηE . Hence admissibility is characterized by the preservation of such
pullback squares. It is then convenient to extend this characterization
to the preservation by F of pullbacks of primitive extensions along any
morphism.

Proposition 1.0.5. Given Γ ..= (C,X , F, I, η, ε, E), a Galois structure as
in Convention 1.0.1, the following conditions are equivalent:

(1) Γ is admissible in the sense of Definition 1.0.4;
(2) the reflection F preserves pullbacks of primitive extensions along

the unit morphisms;
(3) the reflection F preserves pullbacks of primitive extensions along

any morphism.

Proof. See [71]; the second condition implies the third one because
any pullback of x in X and f in C can be decomposed as the composite
of two pullbacks which are both preserved by F (using the fact that X
is closed under pullbacks in C – Remark 1.0.2):

P
πX
,2

πE
��

X
x
��

E
f
,2 Y

factors into

P ,2

πE
��

X̄ ,2

��

X
x
��

E
ηE
,2 F (E)

f̄

,2 Y.
�

Using this characterization, another easy consequence of admissibility is
the pullback stability of trivial coverings. Given a morphism f : E′ → E,
the pullback functor f∗ : Ext(E) → Ext(E′) is defined on an object
e : T → E by f∗(e) ..= πE′ : E

′ ×E T → E′ where πE′ is the pullback of
e along f . The definition of f∗ on morphisms follows by the universal
property of these pullbacks along f .

Proposition 1.0.6. Given a morphism f : E′ → E, we have a pullback
functor f∗ : TExt(E)→ TExt(E′) sending trivial coverings to trivial cov-
erings.

Proof. See [71]; use the naturality of η and the fact that F pre-
serves pullbacks of primitive extensions. �

The pullback stability of normal coverings and coverings then follows
easily. Write CExt(B) for the full subcategory of Ext(B) whose objects
are coverings (sometimes called central extensions).
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Corollary 1.0.7. Given a morphism g : B′ → B, we have a pullback
functor g∗ : CExt(B)→ CExt(B′) sending coverings above B to coverings
above B′. Similarly for normal coverings.

Proof. See [71]; use the pullback stability of extensions and trivial
coverings. �

As we will discuss below, we are not only interested in admissible Ga-
lois structures, but in towers of admissible Galois structures of arbitrary
dimension. We thus actually work with another property of Galois struc-
tures which is stronger than admissibility – see Section 1.0.10.

1.0.8. The fundamental theorem of categorical Galois theory. In or-
der to state the classification theorem for coverings, we recall the concept
of internal groupoid. In the category Set, an (internal) groupoid is the
data of a small category such that all its morphisms are isomorphisms.
More generally in any category C (with enough pullbacks), an internal
groupoid G in C is given by:

G2

p1
,2

p2
,2

m ,2 G1

−1
��

c
,2

d
,2
G0ilr

• an object of objects G0 in C;
• an object of morphisms G1 in C;
• a domain morphism and a codomain morphism c, d : G1 ⇒ G0;
• an identity morphism i : G0 → G1 which is the splitting of c
and d (i.e. such that di = ci = idG0), making the preceding
data into a reflexive graph in C;
• an object of composable morphisms G2

..= G1 ×G0 G1 which is
the pullback of c and d with projections π1, π2 : G2 ⇒ G1 such
that in particular cπ1 = dπ2;
• an inverse morphism (−1) : G1 → G1 such that c(−1) = d, and
d(−1) = c;
• and finally a composition morphism m : G2 → G1, such that
the following diagrams commute in C:
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– associativity of composition:

G1 ×G0 G1 ×G0 G1

idG1
×G0

m
,2

m×G0
idG1

��

G2 = G1 ×G0 G1

m

��

G2 = G1 ×G0 G1 m
,2 G1

– domain and codomain of the composite of two morphisms:

G2
π1
,2

m ��

G1

d��

G1
d
,2 G0

G2
π2
,2

m ��

G1

c��

G1 c
,2 G0

– unit laws for composition (where G0×G0G1 is the pullback
of idG0 and d; and G1×G0G0 is the pullback of c and idG0):

G0 ×G0 G1

i×G0
idG1
,2

πG1 #+

G2

m
��

G1 ×G0 G0

idG1
×G0

i
lr

πG1s{
G1

– (−1) produces the inverse of a morphism;

G1

〈(−1),idG1
〉
,2

c
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G2

m
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G0
i

,2 G1

G1

〈idG1
,(−1)〉

,2

d
��

G2

m
��

G0
i

,2 G1

where the morphisms 〈(−1), idG1〉 and 〈idG1 , (−1)〉 are the
morphisms induced by (−1) and idG1 from G1 to the pull-
back G2 of c and d.

Recall moreover that the kernel pair p1, p2 : Eq(f) ⇒ A of a morphism
f : A→ B in C determines an internal groupoid G(f) in C (with the same
underlying reflexive graph) such that A is its objects of objects, Eq(f)

is its object of morphisms, the multiplication of internal morphisms is
obtained by transitivity of Eq(f) and the inverse of an internal morphism
(x, y) ∈ Eq(f) is obtained by symmetry (y, x) ∈ Eq(f).

Given an admissible Galois structure Γ, a normal Γ-covering n : A→ B

(see Conventions 1.0.1) is such that the image G of the internal groupoid
G(n) (in C) by the reflector F : C → X is an internal groupoid in X . This
groupoid G is called the Galois groupoid of n. When n is not a normal
extension, but merely an extension, the image G of the internal groupoid
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G(n) (in C) by the reflector F : C → X is an internal pregroupoid (see for
instance [71]).

The fundamental theorem of categorical Galois theory then says that
internal presheaves over that (pre)groupoid G (think “groupoid actions
in X ”) yield a category which is equivalent to the category of those
extensions above B which are split by n. Internal groupoids and in-
ternal actions are well explained in [81], a standard reference for the
use of groupoids is [17]. In certain contexts, the category of internal
presheaves over G is easy to describe, keeping in mind that the category
X is well understood. This theorem can then be used to easily classify
those extensions which are split by n.

In order to classify all Γ-coverings above an object B, it is convenient to
work with extensions n : A→ B that split any covering above B. When
projective presentations exist, such an extension n can be easily obtained
as a projective presentations of B as in Section 1.0.11. These projective
presentations are not normal coverings in general (and thus require the
concept of a Galois pregroupoid as we mentioned earlier). In varieties
of algebras, one can centralize a projective presentation of an object B
in order to obtain a weakly universal covering of B as we describe in
Paragraph 1.0.11. In general, and in order to obtain a normal covering
which splits any covering of its codomain B, it is convenient to work with
objects B above which there exists a weakly universal covering, i.e. a
covering e : E → B which factors through any other covering c : A→ B

above B (see Diagram (11) and Section 1.0.11).

E

e

��

∃ factorization
#+
A

cw�

B

(11)

In certain contexts, such a weakly universal covering e : E → B splits
any other covering above B. It is the case in ΓT [9, Section 6.6-7], ΓG
[9, Proposition 5.2.9], when coverings and normal coverings coincide [71,
Section 4.3], but also more generally as we will see in Proposition 3.5.3.
In these contexts, a weakly universal cover is split by itself, and thus
it is actually a normal covering. Its Galois groupoid G is then called
the fundamental groupoid of B. Since two weakly universal covers above
an object B factor through each other, they induce an equivalence be-
tween the corresponding fundamental groupoids of B. The concept of
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fundamental groupoid is thus independent (up to equivalence) from the
aforementioned choice of weakly universal cover. Note that the condi-
tions – connectedness, local path-connectedness and semi-local simply-
connectedness – on the space X, in the classical Galois correspondence
for topological coverings [62, Theorem 1.38], are there to guarantee the
existence of a weakly universal covering above X [9, Section 6.6-8].

In the context of ΓG for instance, any weakly universal covering of an
object B splits any other covering above B. The reader can check this
by using the fact that central extensions and normal extensions coin-
cide in this context. As we did in the introduction, let us consider the
easier case when B is a perfect group. Recall that a perfect group is a
group whose abelianization B/[B,B]Grp (which from the point of view of
homological algebra is the first homology group with integer coefficients
H1(B,Z)) is trivial, i.e. H1(B,Z) ..= B/[B,B]Grp = {e}. A perfect group
B admits a universal central extension e : E → B, for which there is a
unique factorization through any other central extension c : A→ B as in
Diagram (11). The fundamental Galois groupoid of B is then equivalent
to the abelian group given by the kernel of e, which also describes the
second homology group with integer coefficients H2(B,Z). The funda-
mental theorem of categorical Galois theory then gives an equivalence
between the central extensions above B and the slice category whose
objects are the morphisms with codomain H2(B,Z) in the category of
abelian groups Ab. In other words, the second integral homology group
of B can be presented as a “Galois group” (see [65, Remark 5.4], [9,
Section 5.2] and [69]).

This example hints at how the fundamental theorem of categorical Ga-
lois theory can be used to better understand the classical cohomology
theories for central extensions of groups and the other classical contexts
described in [71, Section 1.5]. A variety of homological and cohomo-
logical results in new contexts relies on this perspective brought by a
general notion of central extension and pure Galois theory in categories
[65, 67, 71, 68, 50, 45, 48, 35, 49, 99, 37, 101]. Most of these gen-
eralizations rely on higher-dimensional categorical Galois theory which
we introduce in Paragraph 1.0.9. The main objective of this thesis is
to apply this higher-dimensional perspective in the context of racks and
quandles, with potential applications to cohomology and homology (and
also homotopy) theories in this context ([56, 28], see also [38, Section 9]).
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1.0.9. Higher-dimensional applications. From the example in the cat-
egory of groups, and the aforementioned observation about links with ho-
mology, the development of Galois theory led for instance to a generalisa-
tion [50] of the Hopf formulae for the (integral) homology of groups [18]
to other non-abelian settings, leading to a whole new approach to non-
abelian homology, by the means of higher central extensions [67, 50, 45].
This approach is compatible with settings such as the cotriple homol-
ogy of Barr and Beck [3, 51], including, for instance, group homology
with coefficients in the cyclic groups Zn. In order to access the rele-
vant higher-dimensional information, as in [50], one actually “iterates”
categorical Galois theory. The increase in dimension consists in shifting
from the context of C to the category of extensions of C: ExtC defined
as the full subcategory of the arrow category ArrC with objects being
extensions. A morphism α : fA → fB in such a category of morphisms
is given by a pair of morphisms in C, which we denote α = (α>, α⊥) (the
top and bottom components of α), such that these form an (oriented)
commutative square (on the left).

A>

α>
,2

fA
��

(→)

B>

fB
��

A⊥ α⊥
,2 B⊥

A>

α>
,2

p !*

fA

��

B>

fB

��

P
π2
18

π1
{�

A⊥ α⊥
,2 B⊥

We call the comparison map of such a morphism (or commutative square)
the unique map p : A> → P induced by the universal property of P ..=

A⊥ ×B⊥ B>, the pullback of α⊥ and fB. Now from the study of the ad-
missible adjunction F a I (within the Galois structure Γ), Galois theory
produces the concept of a Γ-covering (central extension), and thus we
may look at the full subcategory CExtC of ExtC whose objects are Γ-
coverings. The category of Γ-coverings CExtC is not reflective, even less
so admissible, in the category of extensions ExtC in general (see [72]).
In groups, extensions can be universally centralized, along a quotient of
their domain, and the category of central extensions of groups CExtGrp
is actually a full replete (regular epi)-reflective subcategory of ExtGrp.
The centralization functor ab1 : ExtGrp → CExtGrp sends a surjective
group homomorphism f : G → H to the central extension of groups
ab1(f) : G/[Ker f,G]Grp → H obtained from the quotient of the domain
A of f : G/[Ker f,G]Grp where Ker f is the kernel of f .
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When such a reflection exists, one may further wonder whether there is
a Galois structure behind it, and whether it is admissible. What is the
“sphere of influence” of central extensions in extensions, and with respect
to which class of extensions of extensions, i.e. can we re-instantiate Galois
theory in this induced (two-dimensional) context?

An appropriate class of morphisms to work with, in order to obtain
an admissible Galois structure in such a two-dimensional setting, is the
class of double extensions (see for instance [67, 60, 52, 45]). A double
extension is a morphism α = (α>, α⊥) in ExtC such that both α> and α⊥
are extensions and the comparison map of α is also an extension. Note
that double extensions are indeed a subclass of regular epimorphisms in
ExtC, provided C is a regular category (see [4]). Double central extensions
of groups were described in [67], and higher-dimensional Galois theory
developed further [68, 50, 45], leading to the aforementioned results in
homology and cohomology.

Similarly in topology, higher homotopical information of spaces can be
studied via the higher fundamental groupoids in the higher-dimensional
Galois theory of locally connected topological spaces. A detailed sur-
vey about the study of higher-dimensional homotopy group(oid)s can be
found in [16], see also [19]. Some insights are given in [21] where higher
Galois theory is used to build a homotopy double groupoid for maps of
spaces (see also [20]).

In Part I we consolidate the understanding of the 1-dimensional covering
theory of racks and quandles, and introduce all the necessary ideas to
start a higher-dimensional Galois theory in this context. In Part II we
obtain an admissible Galois structure Γ1 for the inclusion of the category
of rack and quandle coverings in the category of extensions; we define
and study double coverings of racks and quandles, which are shown to
describe the Γ1-coverings or say double central extensions of racks and
quandles as in [67]. In Part III (which is not included in this thesis) we
generalize to arbitrary dimensions.

1.0.10. Admissibility via the strong Birkhoff condition, in two steps.
Note that in the literature, most instantiations of higher categorical Ga-
lois theory are such that the “base” category C is a Mal’tsev category
(with the exception of [20, 21]), and such that moreover all the induced
higher-dimensional categories of extensions (ExtC, ExtExtC, and so on)
are also Mal’tsev categories (see [26, 27, 25]). Admissibility conditions
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as well as computations with higher extensions are easier to handle in
such a context. The categories we are interested in are not Mal’tsev cat-
egories. Showing how higher categorical Galois theory can apply in this
more general setting thus requires some refinements on the arguments
which are used in the existing examples – see for instance [40] for the
most general example of a tower of admissible adjunctions known to the
author.

The difficulty is in the induction for higher dimensions: the study of a
given Galois structure is one thing, the study of which properties of a Ga-
lois structure induce good properties of the subsequent Galois structures
in higher dimensions, is another. In this thesis, we present the (≤ 2)-
dimensional covering theory of racks and quandles in such a way that can
be generalized to arbitrary dimensions. This generalization to arbitrary
dimensions will be detailed in a separate article [97] (in preparation and
not included in this thesis), which is the continuation of [95, 96]. Let
us sketch here, without technical details, what are these key ingredients
in lower dimensions that are generalized to higher dimensions.

In Part I, our context is that of [71] which we refer to for more details.
We look at the inclusion I : X → C of X , a full, (regular epi)-reflective
subcategory of a finitely cocomplete Barr-exact category C, such that X
is closed under isomorphisms and quotients. In short Barr exactness
means that C has finite limits; every morphism factors uniquely, up to
isomorphism, into a regular epimorphism, followed by a monomorphism,
and these factorizations are stable under pullbacks; and, moreover, every
equivalence relation is the kernel pair of its coequalizer [2]. Here (regular
epi)-reflectiveness refers to the fact that the unit η of the adjunction
F a I (with left adjoint F : C → X ) is a regular epimorphism (surjection),
as in Convention 1.0.1. As we mentioned in remark 1.0.2, X is thus also
closed under subobjects and finite limits in C.

The fact that X is closed under quotients is then the remaining condition
for X to be called a Birkhoff subcategory of C [23, 71]. Given a more
general Galois structure Γ = (C,X , F, I, η, ε, E) as in Convention 1.0.1,
we say that Γ is Birkhoff if X is closed in C under quotients along
extensions. In the Galois structures of interest (see for instance [71]),
this condition is shown to be equivalent to the fact that the reflection
squares of extensions are pushouts. Given f : A→ B in C, the reflection
square at f (with respect to Γ) is the morphism (ηA, ηB) with domain f
and codomain IF (f) in Arr(C). Finally, X is said to be strongly Birkhoff
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in C if moreover these reflection squares of extensions are themselves
double extensions.

A
ηA

,2

p  )

f

��

IF (A)

IF (f)

��

P
π2
18

π1
|�

B
ηB

,2 IF (B)

(12)

Proposition 2.6 in [50] implies that if Γ is strongly Birkhoff, then it is in
particular admissible.

Now observe that in the Barr-exact context from above, Proposition 5.4
in [25] implies that if Γ is Birkhoff, it is strongly Birkhoff if and only if,
for any object A in C, the kernel pair of ηA commutes (in the sense of
the composition of relations) with any other equivalence relation on A

(see [90, 25]). For instance, in the category of groups, any two equiva-
lence relations commute with each other (see Mal’tsev categories [25]).
Hence since Ab is a Birkhoff subcategory of Grp, it is actually strongly
Birkhoff in Grp, which implies the admissibility of ab a I (see [71, The-
orem 3.4]). However, working in a Mal’tsev category is not necessary,
as it was already known (see for instance [71]), and observed again by
V. Even in [39] and [40], where he uses the permutability property of
the kernel pairs of unit morphisms to conclude the admissibility of his
Galois structure. In Part I, we briefly re-discuss these results and illus-
trate the argument on a new adjunction. In higher dimensions, we shall
also aim to obtain strongly Birkhoff Galois structures by splitting the
work in two steps: (1) closure by quotients along higher extensions and
(2) the permutability condition on the kernel pairs of (the non-trivial
component of) the unit morphisms.

1.0.11. Splitting along projective presentations and weakly universal
covers. Remember that in any category, an object E is projective – with
respect to a given class of morphisms, which we always take to be our
extensions – if for any extension f : A� B and any morphism p : E → B,
there exists a factorization of p through f i.e. g : E → A such that f ◦g =

p. A projective presentation of an object B is then given by an extension
p : E � B such that E is projective (with respect to extensions). For
instance, in varieties of algebras (in the sense of universal algebra [23]),
there are enough projectives, in particular each object has a canonical
projective presentation given by the counit of the “free-forgetful” monadic
adjunction with sets [89]. Given a group B in Grp for instance, the
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counit morphism εgB : Fg(B)→ B with domain the free group Fg(B) on
the underlying set of B, is the canonical projective presentation of B. It
sends an element g ∈ Fg(B), represented by the formal word b1b2 · · · bn
(for some elements b1, b2, . . ., bn ∈ B), to the corresponding product in
B. The free object Fg(B) is a projective object in Grp as one can easily
deduce from the universal property of ηB : B → Fg(B) in Set and the
fact that (by the axiom of choice) any surjective morphism of groups
f : A→ B admits a splitting s : B → A in the category of sets.

In the Galois structures Γ we assume that the base category C has enough
projectives. Then any Γ-covering (central extension) f is in particular
split by any projective presentation p of its codomain. We have the
following diagram

E ×B A
pA

,2

t
&-

pE

��

A

f

��

T ×B A
pT

��

3;

E
p

,2

p′
&-

B

T

3:

(13)

where p′ is induced by E being projective, t is induced by the universal
property of T ×B A and pT is a trivial covering by assumption. Then
with no assumptions on C, the left hand face is a pullback since the back
face and the right hand face are. Assuming that the Galois structure Γ

is admissible, trivial coverings, normal coverings and coverings are pull-
back stable (see Paragraph 1.0.3), and thus pE is a trivial covering, since
it is the pullback of a trivial covering. Hence if C has enough projectives,
then for any object B in C the category of coverings (central extensions)
CExt(B) above B is the same as the category of those extensions which
are split by one given morphism such as the foregoing projective presen-
tation p of B. Such a projective presentation p : E → B is not a normal
covering in general, however, the classification of Γ-coverings above B
can still be obtained using its (fundamental) Galois pregroupoid instead
of its Galois groupoid (see Paragraph 1.0.8).

In the contexts of interest, the category of coverings (central extensions)
is reflective in the category of extensions, and thus a weakly universal
covering of an object B can always be obtained from the centraliza-
tion of a projective presentation of B. One can for example recover
this idea from [92]. Consider a group B in Grp, and its canonical pro-
jective presentation εgB : Fg(B) → B described above. The image of
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εgB by the centralization functor ab1 : ExtGrp → CExtGrp is the cen-
tral extension of groups ab1(εgB) : Fg(B)/[Ker εgB,Fg(B)]Grp → B ob-
tained from the quotient Fg(B)/[Ker εgB,Fg(B)]Grp of the domain of εgB.
Note that (as before) the kernel of this map can be computed to be
Ker εgB ∩ [Fg(B),Fg(B)]Grp/[Ker εgB,Fg(B)]Grp which is the second inte-
gral homology group of B (see [69]).

In our “general” Galois structure Γ such that CExtC is reflective in ExtC,
consider an extension f : A→ B, and the centralization (i.e. the reflec-
tion in CExtC) of a projective presentation of B.

E

p

��

centralization unit
v�

a
�(

E′

p′ �#

b
3; A

f|�

B

We get a since E is projective and b by the universal property of p′. We
will see that in the contexts of interest, a covering (central extension)
is necessarily split by each weakly universal covering of its codomain
(Proposition 3.5.3). Such weakly universal covers above an object B are
then split by themselves which makes them normal coverings. The reflec-
tion of the kernel pair of such is then the fundamental Galois groupoid
of B, which classifies all coverings (central extensions) above B.

1.0.12. General strategy for characterizing central extensions. Finally
we describe our general strategy, suggested by G. Janelidze, when it
comes to identifying a property which characterizes the Γ-coverings (cen-
tral extensions), given an admissible Galois structure Γ (as in Convention
1.0.1) such that C has enough projectives. Observe that if a covering f
is split by a split epimorphism p, then it is a trivial covering.

A $,
s̄
$,

f

��

A

f

��

E ×B A
f

��

p̄

2:

B %,
s %,

B

E p
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Indeed, if the pullback f of f along p is a trivial covering by assump-
tion, then the pullback of f along the splitting s of p is again a trivial
covering and isomorphic to f . As a consequence, split epimorphic nor-
mal coverings are trivial coverings. Also, those coverings that have a
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projective codomain are trivial coverings. Now suppose one has identi-
fied a special class of extensions, called candidate-coverings, such that
candidate-coverings are preserved and reflected by pullbacks along ex-
tensions. Provided primitive extensions are candidate-coverings, then
all trivial coverings are candidate-coverings and also Γ-coverings are.
Moreover, given a candidate-covering f : A→ B, pulling back f along a
projective presentation p of B yields a candidate-covering with projec-
tive codomain. Since f is a covering if and only if it is split by such a p,
we see that candidate-coverings are coverings (central extensions) if and
only if all candidate-coverings with projective codomains are actually
trivial coverings, which is usually easier to check.

2. An introduction to racks and quandles

We introduce all the ingredients of the theory of racks and quandles
needed for this work, which we describe and develop from the perspective
inspired by the covering theory of interest.

2.1. Axioms and basic concepts.

2.1.1. Racks and quandles as a system of symmetries. Symmetry is
classically modeled or studied using groups. Informally speaking: given
a space X, one studies the group of automorphisms Aut(X) of X. In
his PhD thesis [82], D.E. Joyce describes quandles as another algebraic
approach to symmetry such that, locally, each point x in a space X
would be equipped with a global symmetry Sx of the space X. Groups
themselves always come with such a system of symmetries given by con-
jugation and the definition of inner automorphisms. Quandles, and more
primitively racks, can be seen as an algebraic generalisation of such.

2.1.2. Describing the algebraic axioms. Consider a set X that comes
equipped with two functions

X
S
,2

S−1
,2 X

X ,

which assign functions Sx and S−1
x in XX (the set of functions from X

to X) to each element x in X. Each element x then acts on any other
y in X via those functions Sx and S−1

x . By convention we shall always
write actions on the right:

y · Sx ..= Sx(y) y · S−1
x

..= S−1
x (y)
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The functions Sx and S−1
x at a given point x ∈ X are required to be

inverses of one another, in particular for all y in X we have

(y · S−1
x ) · Sx = y = (y · Sx) · S−1

x .

Note that, under this assumption, S−1 and S determine each other. Now
we want to call such bijections Sx symmetries (or inner automorphisms)
of X. But observe that the set X is now equipped with two binary
operations

X ×X
/
,2

/−1
,2 X,

defined by x / y ..= x · Sy and x /−1 y ..= x · S−1
y for each x and y in

X. Read “y acts on x (positively or negatively)”. Automorphisms of X
should then preserve these operations. In particular we thus require that
for each x, y and z in X:

(x / y) / z = (x / y) · Sz = (x · Sz) / (y · Sz) = (x / z) / (y / z).

2.1.3. Defining a rack. Any set X equipped with such structure,
i.e. two binary operations / and /−1 on X such that for all x, y and
z in X:

(R1) (x / y) /−1 y = x = (x /−1 y) / y;
(R2) (x / y) / z = (x / z) / (y / z);

is called a rack (as we already mentioned in the introduction). We write
Rck for the category of racks with rack homomorphisms defined as usual
(functions preserving the operations).

We refer to the axiom (R2) as self-distributivity. For each x inX, the pos-
itive (resp. negative) symmetry at x is the automorphism Sx (resp. S−1

x )
defined before. A symmetry, also called right-translation, of X is Sx or
S−1
x for some x in X. The symmetries of X refers to the set of those.

2.1.4. Racks from group conjugation. One crucial class of examples
is given by group conjugation. D.E. Joyce describes quandles as “the
algebraic theory of conjugation” [82]. We have the functor:

Grp
Conj

,2 Rck ,

which sends a group G to the rack Conj(G) with same underlying set,
and whose rack operations are defined by conjugation:

x / a ..= a−1xa and x /−1 a ..= axa−1,



35 Part I

for a and x in G. Group homomorphisms are sent to rack homomor-
phisms by just keeping the same underlying function. The forgetful
functor U: Grp→ Set thus factors through U: Rck→ Set via Conj. How-
ever the functor Conj is not full, since given groups G and H, there are
more rack homomorphisms between Conj(G) and Conj(H) than there
are group homomorphisms between G and H.

This peculiar “inclusion” functor consists in “forgetting an operation”
in comparison with subvarieties which are about “adding an equation”.
When forgetting an operation, an obvious question is to ask: what equa-
tions should the remaining operations satisfy? Racks form one candidate
theory. We will see that quandles (Subsection 2.1.10) give another op-
tion. In which sense is one different/better than the other? Can we
characterize (as a subcategory) those racks which arise from groups? An
important ingredient for answering those questions and understanding
the relationship between groups, racks and quandles is the left adjoint
of Conj (Subsection 2.4). The thorough study and understanding of this
left adjoint (first defined by D.E. Joyce who denoted it Adconj , referred
to as Adj in [38]) is central to this piece of work, also with respect to its
crucial role in the covering theory of racks and quandles.

In what follows, we often consider groups as racks without necessarily
mentioning the functor Conj.

2.1.5. Other identities. Note that for the symmetries Sx to define
automorphisms of racks, one needs distributivity of / on /−1, distribu-
tivity of /−1 on /, and self-distributivity of /−1. All these identities are
induced by the chosen axioms. Besides, it suffices for a function f to
preserve one of the operations in order for it to preserve the other. We
do not give a detailed survey of rack identities here. Bear in mind that in
the theory of racks, the roles of / and /−1 are interchangeable. Swapping
them in a given equation, gives again a valid equation. Finally we focus
on an important characterization of (R2) using (R1):

2.1.6. Self-distributivity.

Lemma 2.1.7. Under the axiom (R1), the axiom (R2) is equivalent to

(R2’) x / (y / z) = ((x /−1 z) / y) / z.
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Proof. Given (R1), we formally show that

(R2)⇒ (R2’): x / (y / z) = ((x /−1 z) / z) / (y / z) (by (R1))

= ((x /−1 z) / y) / z (by (R2))

(R2’)⇒ (R2): (x / z) / (y / z) = (((x / z) /−1 z) / y) / z (by (R2’))

= (x / y) / z (by (R1))�

Similarly (R2) is also equivalent to (R2”): x/(y/−1z) = ((x/z)/y)/−1z.
From the preceding discussion we also have

x /−1 (y /−1 z) = ((x / z) /−1 y) /−1 z,

and finally
x /−1 (y / z) = ((x / z) / y) /−1 z.

Considering these as identities between formal terms in the language of
racks (see for instance Chapter II, Section 10 in [23]), we say that the
term on the right-hand side is unfolded, whereas the term on the left
hand side isn’t.

2.1.8. Composing symmetries – inner automorphisms. By construc-
tion (see Paragraph 2.1.5), given a rack X, the images of S and S−1

(defined as above) are in the group of automorphisms of X. Define the
group of inner automorphisms as the subgroup Inn(X) of Aut(X) gen-
erated by the image of S. For each rack X, we then restrict S to the
morphism

X
S
,2 Inn(X).

An inner automorphism is thus a composite of symmetries. Remember
that we write our actions on the right, and thus we use the notation
z·(Sx ◦ Sy) ..= Sy(Sx(z)) for x, y, and z inX, such that “◦” means “before”
rather than “after”. We use the same notation S for different racks X
and Y . Note that the construction of the group of inner automorphisms
Inn does not define a functor from Rck to Grp. It does so when restricted
to surjective morphisms (see for instance [22]).

Observe that if z = x/y inX, then Sz = S−1
y ◦ Sx ◦ Sy by self-distributivity

(R2’). The function S is actually a rack homomorphism from X to
Conj(Inn(X)). Again this describes a natural transformation in the re-
stricted context of surjective morphisms.
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Of course inner automorphisms of a group coincide with the inner au-
tomorphisms of the associated conjugation rack. However, observe that
for a group G, a composite of symmetries is always a symmetry, whereas
in a general rack, the composite of a sequence of symmetries does not
always reduce to a one-step symmetry. Indeed, given a and b in a group
G, then for all x ∈ G:

(x / a) / b = b−1a−1xab = x / (ab) and, moreover, x /−1 a = x / a−1.

So, given a group G, the morphism G
S
,2 Conj(Inn(G)) = Inn(G) is

surjective.

2.1.9. Acting with inner automorphisms – representing sequences of
symmetries. Given a rack X, we have of course an action of Inn(X) on
X given by evaluation. Elements of the group of inner automorphisms
Inn(X) allow for a “representation” of successive applications of symme-
tries, seen as a composite of the automorphisms Sx.

More explicitly, any g ∈ Inn(X) decomposes as a product g = Sδnx1 ◦ · · · ◦
Sδ1xn for some elements x1, . . . , xn in X and exponents δ1, . . . , δn in
{−1, 1}. Such a decomposition is not necessarily unique, but for any x
in X the action of g on x is well defined by

x · g ..= x · (Sδnx1 ◦ · · · ◦ Sδ1xn) = x /δ1 x1 /
δ2 x2 · · · /δn xn,

where we omit parentheses using the convention that one should always
compute the left-most operation first.

2.1.9.1. As we shall see, we need these successive applications of
symmetries in order to study connectedness in racks. For our purposes,
using the group of inner automorphisms for their study is not satisfac-
tory. Note that given x 6= y in a rack X, two symmetries Sx and Sy are
identified in Inn(X) if they define the same automorphism. Motivated by
the covering theories of interest, we study different ways to organize the
set of symmetries {Sx, S−1

x }x∈X into a group acting on X. Note that,
for those who know the definition of augmented quandles or augmented
racks (in the sense of [82], see also Paragraph 2.4.5), we may under-
stand these as a tool to abstract away from “representing” sequences of
symmetries via composites of such (in the sense of the group of inner
automorphisms).

2.1.10. Quandles, the idempotency axiom. As explained in [82] by
D.E. Joyce, it is reasonable (in reference to applications) to require that
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a symmetry at a given point fixes that point. If for each x in a rack X
we have moreover that

(Q1) x / x = x;

thenX is called a quandle. We have the category of quandles Qnd defined
as before. Again, (Q1) is equivalent to (Q1’): x /−1 x = x, under the
axiom (R1).

For the purpose of Part I, we shall mainly be working in the more gen-
eral context of racks since these exhibit all the necessary features for
the covering theory of interest. Actually all concepts of centrality and
coverings remain the same whether one works with the category of racks
or of quandles. Directions for a systematic conceptual understanding of
these facts will be provided. The addition of the idempotency axiom
still has certain consequences on ingredients of the theory such as the
fundamental groupoid or the homotopy classes of paths. We shall always
make explicit these differences and similarities, also using the enlighten-
ing study of the “free-forgetful” adjunction between racks and quandles.

2.1.11. Idempotency in racks. An essential observation to make is
that, even though (Q1) does not hold in each rack, a weaker version of
the idempotency axiom still holds in all racks as a consequence of self-
distributivity. Indeed, racks and quandles are very close – which we shall
illustrate throughout Part I. The axiom (Q1) requires the / operations to
be idempotent: x / x = x. Now observe that in a rack X, such identities
can be deduced by self-distributivity in “the tail of a term”: given any y
and x ∈ X, we have

x / (y / y) = x /−1 y / y / y = x / y.

The symmetries Sy and S(y/y), at y and y / y are always identified in
Inn(X), even when y 6= (y / y) in X. Similarly, for x and y in X any
chain y /k y (for k ∈ Z, the action of y on y, repeated |k| times – use /−1

when k < 0) is such that x / (y /k y) = x / y. For more details, the left
adjoint rFq : Rck→ Qnd to the inclusion I : Qnd→ Rck will be described
in Section 2.5.1. In what follows, the present comment translates in
several different ways, such as in Example 3.1.6 for instance.

2.2. From axioms to geometrical features.
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We informally highlight two additional elementary features of the
axioms which play an important role in what follows. We then illustrate
them in the characterization of the free rack on a set A.

2.2.1. Heads and tails – detachable tails. Observe that on either side
of the identities defining racks, the head x of each term is the same and
does not play any role in the described identifications.

(R1) x / y /−1 y = x = x /−1 y / y (R2’) x / (y / z) = x /−1 z / y / z

Now consider any formal term in the language of racks (built inductively
from atomic variables and the rack operations – see Chapter II Section
10 in [23]), such as for instance

(x / y) /−1 (· · · ((a / b) /−1 c) / d) · · · / z. (14)

Remember that roughly speaking, the elements of the free rack on a
set A can be constructed as equivalence classes of such formal terms,
built inductively from the atomic variables in A, where two terms are
identified if one can be obtained from the other by replacing subterms
according to the axioms, or according to any provable equations derived
from the axioms.

Given any term such as above, we shall distinguish the head x of the term
from the rest of it which is called the tail of the term. The informal idea
is that the “behaviour” of the tail is independent from the head it is
attached to. It thus makes sense to consider the tails (or equivalence
classes of such) separately from the heads these tails might act upon.

Observe that the idempotency axiom plays a slightly different role in that
respect since, although the heads of terms are left unchanged under the
use of (Q1), the identifications in the tails of terms might depend on the
heads these are attached to. We shall however see that the discussion
about racks still lays a clear foundation for understanding the case of
quandles which we discuss in Section 2.5.

2.2.2. Tails as sequences of symmetries. By Paragraph 2.1.6, acting
with a symmetry of the form S(x/y) translates into successive applications
of S−1

y ,Sx,Sy from left to right.

• ,2
S−1
y

��Sx/y

•
�� Sx

• •lr
Sy
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Now consider any formal term such as in Equation (14) for instance.
Using (R2’) repeatedly, we may unfold the tail of a term into a string of
successive actions of the form

x / y /−1 c / c /−1 b /−1 a / b /−1 c / c / d · · · / z.

We can then interpret the tail as a path of successive actions of the
symmetries which are applied to the head x. Using (R1) repeatedly
again, we may also discard all possible occurrences of the successive
application of a symmetry and its inverse

x / y /−1 b /−1 a / b / d · · · / z.

It is then possible to show that such unfolded and reduced terms provide
normal forms (unique representatives) for elements in the free rack. The
elements of a free rack on a set A are thus described with this architec-
tural feature of having a head in A and an independent tail, such that the
tail is a sequence of “representatives” of the symmetries which organize
themselves as the elements of the free group on A.

2.2.3. The free rack. The following construction can be found in [55].
It was also studied in [85].

Given a set A, the free rack on A is given by

Fr(A) ..= Ao Fg(A) ..= {(a, g) | g ∈ Fg(A); a ∈ A},

where Fg(A) is the free group on A and the operations on Fr(A) are
defined for (a, g) and (b, h) in Ao Fg(A) by

(a, g) / (b, h) ..= (a, gh−1bh) and (a, g) /−1 (b, h) ..= (a, gh−1b−1h).

In order to distinguish elements x in A from their images under the
injection ηgA : A→ Fg(A), we shall use the convention to write

a ..= ηgA(a).

Looking for the unit of the adjunction, we then have the injective function
sending an element in A to the trivial path starting at that element,
i.e. ηrA : A→ Fr(A) : a 7→ (a, e), where e is the empty word (neutral
element) in Fg(A).

Note that since any element g ∈ Fg(A) decomposes as a product g =

g1
δ1 · · · gnδn ∈ Fg(A) for some gi ∈ A and exponents δi = 1 or −1, with

1 ≤ i ≤ n, we have, for any (a, g) ∈ Fr(A), a decomposition as

(a, g) = (a, g1
δ1 · · · gnδn) = (a, e) /δ1 (g1, e) /

δ2 (g2, e) · · · /δn (gn, e).
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As we discussed before, if we have moreover that gi = gi+1 and δi =

−δi+1 for some 1 ≤ i ≤ n, then

(a, e) /δ1 (g1, e) · · · /δi−1 (gi−1, e) /
δi (gi, e)

/δi+1 (gi+1, e) /
δi+2 (gi+2, e) · · · /δn (gn, e) =

= (a, g1
δ1 · · · gi−1

δi−1gi
δigi+1

δi+1gi+2
δi+2 · · · gnδn)

= (a, g1
δ1 · · · gi−1

δi−1gi+2
δi+2 · · · gnδn)

= (a, e) /δ1 (g1, e) · · · /δi−1 (gi−1, e) /
δi+2 (gi+2, e) · · · /δn (gn, e)

which expresses the first axiom of racks, using group cancellation.

From there we derive the universal property of the unit of the adjunction:
given a function f : A → X for some rack X, we show that f factors
uniquely through ηrA. Given an element (a, g) ∈ Fr(A), we have that for
any decomposition g = g1

δ1 · · · gnδn as above, we must have

f(a, g) = f(a, g1
δ1 · · · gnδn)

= f
(
(a, e) /δ1 (g1, e) · · · /δn (gn, e)

)
= f(a) /δ1 f(g1) · · · /δn f(gn)

which uniquely defines the extension of f along ηrA to a rack homomor-
phism f : Fr(A)→ X. This extension is well defined since two equivalent
decompositions in Fr(A) are equivalent after f by the first axiom of racks.

The left adjoint Fr : Set→ Rck of the forgetful functor U: Rck → Set

with unit ηr is then defined on functions f : A→ B by

Fr(f) ..= f × Fg(f) : Ao Fg(A)→ B o Fg(B).

This is easily seen to define a rack homomorphism. Functoriality of Fr

and naturality of ηr are immediate.

2.2.3.1. Terminology and visual representation. In order to empha-
size its visual representation, we call an element (a, g) ∈ Fr(A) a trail.
We call g the path (or tail) component and a the head component of
the trail (a, g). It is understood that the path g formally acts on a to
produce an endpoint of the trail (see Paragraph 2.2.3). Formally (a, g)

stands for both the trail and its endpoint:

a ,2
g

(a, g).

The action of a trail (b, h) on another trail (a, g) consists in adding, at
the end of the path g, the contribution of the symmetry associated to the
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endpoint of (b, h) (see Subsection 2.2.4 and further). We say that a trail
acts on another by endpoint, as in the diagram below, where composition
of arrows is computed by multiplication in the path component:

a

��g /

b

��h =

a
�� g

(a, g)
�� h−1bh

(a, g) (b, h) (a, gh−1bh)

(15)

2.2.4. Canonical projective presentations. Since Rck is a variety of
algebras, any object X can be canonically presented as the quotient

Fr FrX

Fr εrX
,2

εrFrX

,2 FrXFr ηrX
lr

εrX
,2 X

where we have omitted the forgetful functor U: Rck→ Set (understand
X alternatively as a rack or a set), and εrX is the counit of the “free-
forgetful” adjunction Fr a U. This counit εrX is the coequalizer of the
reflexive graph on the left. This canonical presentation of racks allows
us to capture a sense in which the geometrical features of free objects
are carried through to any general rack. We shall illustrate this on the
important functorial constructions of the Galois theory of interest. Let
us make explicit these objects and morphisms to exhibit some of the
mechanics at play. Think of what this right-exact fork represents for
groups, where the operation is associative.

First of all we may exhibit heads and tails and rewrite this right-exact
fork as

(X o Fg(X)) o Fg(X o Fg(X))

εrX×Fg[εrX ]
,2

εrFrX

,2 X o Fg XFr ηrX
lr

εrX
,2 X

Then it is immediate from Paragraph 2.2.3 that the counit εrX should
send a pair (x, g) = (x, g1

δ1 · · · gnδn) for gi ∈ X to the element in the
rack X given by:

εrX(x, g) = x · g ..= x /δ1 g1 · · · /δn gn.

Hence the canonical projective presentation εrX of a rack X covers each
element x ∈ X by all possible formal decompositions (x0, g) of that ele-
ment x, such that x is the endpoint of the trail (x0, g), i.e. the result of
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the action of a path on a head : x = x0 ·g. Now this head x0 and each “rep-
resentative of a symmetry” giδi in the path component g = g1

δ1 · · · gnδn
may itself be expressed as the endpoint of some trail (i.e. x0 = x00 · h,
and gi = yi · ki for h and ki in Fg X). This is what is captured by the
object Fr Fr(X) on the left of the fork.

Then from the definition of the counit, we may derive the two projections.
These may be understood as expressing two things:

First observe that an element t = [(a, g); e] in Fr Fr(X) (i.e. an element
which has a trivial path component, but an interesting head) is sent to
((a · g), e) by the first projection and to (a, g) by the second projection.
The two projections thus allow us to move part of the tail of a trail
towards the head of that trail and part of the head towards the tail.

Then an element [(a, e); (b, h)] – i.e. an element with a trivial head com-
ponent and a non trivial (but simple) tail – is sent by the first projection
to (a, (b · h)), and by the second projection to (a, h−1bh). Coequalizing
these two projections expresses self-distributivity (see Paragraphs 2.1.6
and 2.2.2). In other words it illustrates how to compute the represen-
tative of the symmetry associated to the endpoint of a trail. This is
already part of the definition of the rack operation in the free rack. We
have the rack homomorphism on the left

X o Fg(X)
iX
,2 Fg(X)

(x, g) � iX
,2 g−1xg

X
ηgX

,2

ηrX �'

Conj(Fg(X))

Fr(X)
iX

3;

which sends a path to the symmetry associated to its endpoint. It is
actually induced by the universal property of free racks as displayed in
the diagram on the right.

2.3. The connected component adjunction.

2.3.1. Trivial racks and trivializing congruence. Another important
theoretical example of racks is given by the so-called trivial racks (or
trivial quandles) for which each symmetry at a given point is chosen to
be the identity. Each point acts trivially on the rest of the rack. This
may be expressed as an additional axiom:

(Triv) x / y = x.
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Since each set comes with a unique structure of trivial rack and each func-
tion between trivial racks is a homomorphism, we get an isomorphism
between the category of sets (Set) and the category of trivial racks. The
category of sets is thus a subvariety of algebras within racks.

The inclusion functor I : Set→ Rck sends a set to the trivial rack on that
set. Now this inclusion functor should have a left adjoint which sends
a rack to the freely trivialized rack. Since trivial racks are those which
satisfy (Triv), a good candidate for the trivialization of a rack X is thus
by quotienting out the congruence C0X generated by the pairs

(x, x / y).

Using the comments of Section 2.2, it is not too hard to show that
it actually suffices to consider the transitive closure of the set of pairs
{(x, x), (x, x / y), (x, x /−1 y) | x, y ∈ X} which gives the congruence
C0X when endowed with the rack structure of the cartesian product.
Symmetry and compatibility with rack operations are obtained for free.
This further yields the concepts of connectedness and primitive path of
Paragraph 2.3.3.

Convention 2.3.2. For the purpose of this work, understand sets, or
trivial racks, to be the zero-dimensional coverings of the covering the-
ory of racks (and quandles), in the same way that abelian groups and
central extensions of groups are respectively the zero-dimensional cover-
ings and one-dimensional coverings in groups. Similarly C0 is the cen-
tralizing relation in dimension 0. In Section 3 we study the subsequent
one-dimensional covering theory of racks and quandles.

2.3.3. Connectedness and primitive paths. Two elements x and y in
a rack A are said to be connected ([x] = [y]) if there exists n ∈ N and
elements a1, a2, . . ., an in A such that

y = x /δ1 a1 /
δ2 a2 · · · /δn an,

for some coefficients δi ∈ {−1, 1} for 1 ≤ i ≤ n.

Such a sequence of elements together with the choice of coefficients is
viewed as a formal sequence of symmetries (see Paragraph 2.1.9.1). Bear-
ing in mind Paragraphs 2.2.1 and 2.2.2, we call such a formal sequence of
symmetries (ai, δi)1≤i≤n a primitive path of the rack A. In particular this



45 Part I

specific primitive path connects x to y but may be applied to different el-
ements in the rack. We call the data of such a pair T = (x, (ai, δi)1≤i≤n)

a primitive trail in X, where x is the head of T and y the endpoint of T .

We have that (x, y) is in C0A if and only if there exists a primitive path
which connects x to y. For the sake of precision, and following the point
of view of [82], let us take this as definition for C0A.

2.3.4. Left adjoint π0. Then any rack homomorphism f : A→ X for
some trivial rack X is such that C0A ≤ Eq(f) since given y = x /δ1

a1 · · · /δn an in A we must have in X:

f(y) = f(x) /δ1 f(a1) · · · /δn f(an) = f(x).

Hence we define the functor π0 : Rck→ Set such that

π0(A) ..= A/(C0A)

is the set of connected components of A (i.e. the set of C0A -equivalence
classes) and π0 a I with unit

A
ηA
,2 π0(A),

sending an element a ∈ A to its connected component ηA(a) (also de-
noted [a]) in π0(A). For any f : A→ X as before, there is a unique
function f ′ : π0(A)→ X defined on a connected component by the im-
age under f of any of its representatives.

2.3.5. From free objects to all – definition as a colimit. Observe that
the composite

Set
I
,2 Rck

U
,2 Set

gives the identity functor. As a consequence, the composite of left ad-
joints π0 Fr also gives the identity functor. More precisely we may de-
duce from the composite of adjunctions that, given a set X, the unit
ηFr(X) : X o Fg(X)→ X is “projection on X”, i.e. the connected compo-
nent of a trail (x, g) ∈ Fr(X) is given by projection on its head x.

Since π0 is a left adjoint, it preserves colimits, hence π0(X) should be
the coequalizer, in Set, of the pair:

π0((X o Fg(X)) o Fg(X o Fg(X)))

π0(εrX×Fg[εrX ])
,2

π0(εrFr UX)
,2 π0(X o Fg X),
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which indeed reduces to being the coequalizer of

X × Fg(X)
p1

,2

p2
,2 X

where
p1(x, g1

δ1 · · · gnδn) = x /δ1 g1 · · · /δn gn;

p2(x, g1
δ1 · · · gnδn) = x.

See also adjoint triangle theorems in [33].

2.3.6. Equivalence classes of primitive paths. The term primitive path
is used to express the idea that it is the most unrefined way we shall use
to acknowledge that two elements are connected. Literally it is just a
formal sequence of symmetries.

As explained in Paragraph 2.1.9, inner automorphisms also “represent”
sequences of symmetries. Again, each primitive path naturally reduces
to an inner automorphism simply by composing all the symmetries in
the sequence. We also have that (x, y) is in C0A if and only if there
exists g ∈ Inn(A) such that x ·g = y. In other words, C0A is the congru-
ence generated by the action of Inn(A). We call it the orbit congruence
of Inn(A) (see Paragraph 2.3.9). In what follows, we like to view inner
automorphisms as equivalence classes of primitive paths. As mentioned
earlier we shall consider other such equivalence classes of primitive paths
which lie in between formal sequences of symmetries and composites of
such. Each of these represent different witnesses of how to connect ele-
ments in a rack A. All of these generate the same trivializing congruence
C0A.

2.3.7. Conjugacy classes. Observe that for a group G, the set of con-
nected components of Conj(G) is given by the set of conjugacy classes
in G. In this case the congruence C0(Conj(G)) is characterised as fol-
lows: (a, b) ∈ C0(Conj(G)) if and only if there exists c ∈ G such that
b = c−1ac. Again, any primitive path, or sequence of symmetries, can
be described via a single symmetry obtained as the symmetry of the
product of the elements in the sequence.

Note that if H is an abelian group, then Conj(H) is the trivial rack
on the underlying set of H. More precisely the restriction to Ab of the
functor Conj yields the forgetful functor to Set:

Ab
Conj restricts to U

,2 Set.
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2.3.8. Racks and quandles have the same connected components. The
functor π0 may be restricted to the domain Qnd and is then left adjoint
to the inclusion functor I : Set→ Qnd by the same arguments as above.
More precisely we have for any rack X that π0 rFq(X) = π0(X), where
rFq(X) is the free quandle on the rack X.

2.3.9. Orbit congruences permute. In order to obtain the admissi-
bility of Set in Qnd, V. Even shows that certain classes of congruences
commute with all congruences. As for quandles, we define orbit congru-
ences [22] as the congruences induced by the action of a normal subgroup
of the group of inner automorphisms. More precisely, if X is a rack, and
N a normal subgroup of Inn(X) we shall write ∼N for the N -orbit con-
gruence defined for elements x and y in X by: x ∼N y if and only if
there exists g ∈ N such that x · g = y. As it is explained in [40] (see
Proposition 2.3.9), this is well defined and yields a congruence (also in
Rck).

We then have the following – see [41] and [40, Lemma 3.1.2] for the
proof, which also holds in Rck.

Lemma 2.3.10. Let X be a rack, R a reflexive (internal) relation on
X and N a normal subgroup of Inn(X), then the relations ∼N and R
permute:

∼N ◦R = R◦ ∼N .

2.3.11. Admissibility for Galois theory. Of course the kernel pair of
the unit ηX : X → π0(X) is an orbit congruence, since by Paragraph
2.3.6, two elements are in the same connected component if and only if
they are in the same orbit under the action of Inn(X).

As it was recalled in Section 1.0.10 (see also [71]), this yields Theorem
1 of [39]:

Proposition 2.3.12. The subvariety Set is strongly Birkhoff and thus
admissible in Rck. Similarly for Set in Qnd.

The Galois structure Γ ..= (Rck,Set, π0, I, η, ε, E) (respectively Γq ..=

(Qnd,Set, π0, I, η, ε, E)) (see [71]) where E is the class of surjective mor-
phisms of racks (respectively quandles), is thus admissible, i.e. the study
of Galois theory is relevant in this context and gives rise, in principle, to
a meaningful notion of relative centrality.
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2.3.13. Connected components are not connected. Given an element
a in a rack A, we may consider its connected component Ca, i.e. the
elements of A which are connected to a. The set Ca is actually a subrack
of A as it is closed under the operations in A. We may construct the
rack Ca as a pullback in Rck:

Ca
,2

��

1

[a]
��

A
ηA
,2 π0(A),

(16)

where 1 = {∗} is the one element set, which is the terminal object in
Rck and also the free quandle on the one element set. Note that if A is
connected, then by definition π0(A) = {∗} and thus Ca = A. However
if Ca ⊂ A, then Ca might have more than one connected component
itself (i.e. π0(Ca) has cardinality |π0(Ca)| > 1), since the existence of a
primitive path between some c and b in Ca, might depend on elements
which are not connected to a. The same comments apply in the context
of Qnd.

Example 2.3.14. A rack A is called involutive if the two operations /
and /−1 coincide. The subvariety of involutive racks is thus obtained by
adding the axiom

(Inv) x / y / y = x.

We define the involutive quandle Qab? with three elements a, b and ? such
that the operation / is defined by the following table (see Q(2,1) from [38,
Example 1.3]).

/ a b ?

a a a b

b b b a

? ? ? ?

The connected component of a is the trivial rack Ca = {a, b} which has
itself two connected components {a} and {b}.

We like to say that, for racks (and quandles) the notion of connectedness
is not local. In categorical terms, we may say that the functor π0 is not
semi-left-exact [30, 24]. This property is indeed characterised, in this
context, by the preservation of pullbacks such as in Equation (16) above,
i.e. π0 is semi-left-exact if and only if any such connected component (Ca)
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is connected (π0(Ca) = {∗}) (see for instance [9] and [104, Theorem
2.1]). This is an important difference with the case of topological spaces
for instance, where the connected components are connected and thus
the corresponding π0 functor is semi-left-exact. See also [41] for further
insights on connectedness.

Finally, with [31, Corollary 2.5] in mind, we compute the set of connected
components π0(Fr(1)×Fr(1)) = Z and thus we have that π0 : Rck→ Set

does not preserve finite products; wheareas π0 : Qnd→ Set does, as was
shown in [39, Lemma 3.6.5].

2.3.15. Towards covering theory. Knowing that Γ is admissible, we
may now wonder what is the “sphere of influence” of Set in Rck, with re-
spect to surjective maps, and start to develop the covering theory. Since
Set is strongly Birkhoff in Rck, trivial extensions (first step influence) are
easy to characterize as those surjections which are “injective on connected
components”:

Proposition 2.3.16. (See also [39, 40]) Given a surjective morphism
of racks t : X → Y , the following conditions are equivalent:

(i) t is a trivial extension;
(ii) Eq(t) ∩ C0X = ∆X ;
(iii) if a and b in X are connected, then t(a) = t(b) implies a = b.

Recall that the construction of inner automorphisms (Inn) induces a
functor on surjective morphisms: given a surjective morphism t : X → Y ,
we write t̂ or Inn(t) : Inn(X)→ Inn(Y ) for the induced homomorphism
between the inner automorphism groups (see first two sections of [22]).

We may then also describe a trivial extension as an extension which
reflects loops: trivial extensions are those extensions such that for any a
in A, if g in Inn(A) is such that t(a) · t̂(g) = t(a), then a · g = a.

(a ,2
g

a · g) � t
,2 t(a) = t(a · g)

,2
t̂(g)

⇒ a = a · g

,2
g

In what follows, we shall use such geometrical interpretations to make
sense of the algebraic conditions of interest for the covering theory. How-
ever, the non-functoriality of Inn on general morphisms appears as a se-
rious weakness (see for instance the need for Remark 2.4.7 in the proof
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of Proposition 3.2.1). It will become clear from what follows that a more
suitable way to represent sequences of symmetries is needed. This is
achieved by the group of paths which we motivate and describe in the
next section. It is not a new concept, but our name for the left ad-
joint of the conjugation functor, which was described by D.E. Joyce and
then used by M. Eisermann to construct weakly universal covers and a
fundamental groupoid for quandles. However, we provide a hopefully
enlightening description of the construction and the role of this functor,
which naturally arises from the geometrical features described in Section
2.2.

2.4. The group of paths.

2.4.1. Definition. Consider a rack X and two elements x and y in X
which are connected by a primitive path Sδ1x1 , . . . , Sδnxn :

x · (Sδ1x1 , . . . , Sδnxn) ..= x /δ1 x1 · · · /δn xn = y.

Because of (R1), we discussed that it makes sense to identify such formal
sequences so as to obtain elements of the free group on X. Now in the
same way that we used Paragraph 2.1.6 to unfold formal terms, we still
have that whenever xi = b / c for 1 ≤ i ≤ n and b, c in X, acting with
Sxi amounts to successively acting with S−1

c , Sb and Sc. From a rack X
we may thus build the quotient:

Fg(X)
qX
,2 Pth(X) ..= Fg(X)/〈c−1a−1x a | a, x, c ∈ X and c = x / a〉

which is understood as a group of equivalence classes of primitive paths.
Two primitive paths are identified in the group of paths if and only if
one can be formally obtained from the other, using the identities induced
by the graph of the rack operations (such as c = x / a), as well as the
axioms of racks (or more precisely the axiom-induced identities between
tails of formal terms).

2.4.2. Unit and universal property. The composition of the function
ηg : X → Fg(X) with this quotient qX : Fg(X)→ Pth(X) yields a rack
homomorphism

X
pthX

,2 Conj(Pth(X))

which sends each element x of X to pthX(x) in Pth(X), such that
pthX(x) “represents” the positive symmetry at x in the same way Sx
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does in Inn(X) (see Paragraph 2.4.5). As for the inclusion in the free
group, we shall use the convention

x ..= pthX(x).

Now given a rack homomorphism f : X → Conj(G) for some group G,
there is a unique group homomorphism f ′ induced by the universal prop-
erty of the free group, which, moreover, factors uniquely through the
quotient

qX : Fg(X)→ Fg(X)/〈(x / a)−1a−1x a | a, x ∈ X〉,

since for any a and x in X, f(x / a) = f(a)−1f(x)f(a) in G:

X
ηgX
,2

f
�'

Fg(X)

∃!f ′
��

qX
,2 Pth(X)

∃!f̄
u~

G

Hence, the construction Pth uniquely defines a functor which is the
left adjoint of Conj with unit pth: 1Rck → Conj Pth. As usual, given
f : X → Y in Rck, there is a unique morphism Pth(f), such that the
square

X
pthX

,2

f
��

Conj(Pth(X))

∃! Conj(Pth(f))
��

Y
pthY

,2 Conj(Pth(Y )),

commutes and this defines the functor Pth on morphisms.

Notation 2.4.3. In what follows, we write ~f for the image Pth(f) of a
morphism f from Rck.

2.4.4. From free objects to all – construction as a colimit. Again, ob-
serve that the composite Pth Fr is left adjoint to the forgetful functor
U: Grp→ Set, i.e. Pth(Fr(X)) = Fg(X). More precisely, we may inter-
pret pth as the extension to all objects of the functorial construction on
free objects

iX : X o Fg(X)→ Fg(X) : (x, g) 7→ g−1xg

which sends a trail to the “representative of the symmetry” associated
to its endpoint (Subsection 2.2.4). Indeed, by the composition of ad-
junctions, as before, this i is easily seen to define the restriction to free
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objects of the unit pth of the Pth a Conj adjunction:

X
ηgX

,2

ηrX
$,

Conj(Fg(X))

∃! Conj(f ′′)

��

Fr(X)

∀f $,

iX=pthFr(X)
2:

Conj(G)

(17)

where iX(x, e) = iXη
r
X(x) = ηgX(x) = x.

Then since Pth is a left adjoint, qX : Fg(X)→ Pth(X) should be the
coequalizer of the pair

Pth((X o Fg(X)) o Fg(X o Fg(X)))

Pth(εrX×Fg[εrX ])
,2

Pth(εrFr UX)
,2 Pth(X o Fg X)

which, using i above, we compute to be

Fg(X × Fg(X))
p1

,2

p2
,2 Fg(X)

where p1 and p2 are defined by

p1(x, g) = iX(x · g, e) = ηgX(x · g) = x · g

and
p2(x, g) = iX(x, g) = g−1xg.

The universal property of the unit and definition on morphisms then
follows easily as before. See also adjoint triangle theorems in [33].

We insist on the tight relationship between the left adjoint Pth of the
conjugation functor Conj, and the geometrical features of the free racks
as described in Subsection 2.2. We also use this detailed construction of
Pth as a colimit, in the proof of Proposition 2.4.16.

Finally, note that this pair p1, p2 is reflexive and thus from the coequalizer
qX we also get the pushout qX , qX : Fg(X) ⇒ Pth(X) of p1 and p2. Even
though the original fork in Rck is not necessarily a double extension,
the resulting fork in Grp is a double extension (because Grp is an exact
Mal’tsev category [25]) i.e. the comparison map

p : Fg(X × Fg(X))→ Eq(qX)

to the kernel pair of the coequalizer qX , is a surjection.
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2.4.5. Action by inner automorphisms. It is already clear from the
construction of Pth that the group of paths Pth(X) acts on the rack X
“via representatives of the symmetries”. For any x and y in X we have

x · (y) = x / y,

which uniquely defines the action of any element in Pth(X).

Compare this action with the action by inner automorphisms: for each
rack X, the universal property of pthX on S: X → Inn(X) (defined in
Subsection 2.1.8) gives

X
pthX

,2

S !)

Pth(X)

s
��

Inn(X),

(18)

where we have omitted Conj, and s is the group homomorphism which
relates the representatives of symmetries in Pth(X) to those in Inn(X).
Then the action of g ∈ Pth(X) on X is also uniquely described by the
action of the inner automorphism s(g). If preferred, the reader may use
this as the definition of action by the group of paths. The morphism s

is called the excess of X in [55]. It is shown to be a central extension
of groups in [38, Proposition 2.26]. Note that if N /Pth(X) is a normal
subgroup of Pth(X), then s(N) is a normal subgroup of Inn(X). Hence
the congruence ∼N induced by the action of N on X always defines an
orbit congruence (∼N = ∼s(N)) in the sense of Paragraph 2.3.9.

We extend the concept of a trail from Paragraph 2.2.3.1.

Definition 2.4.6. Given a rack X, a trail (in X) is the data of a pair
(x, g) given by a head x ∈ X and a path g ∈ Pth(X). The endpoint of
such a trail is then the element obtained by the action x · g, of g on x.

In some sense, Pth(X) is the initial such group containing representatives
of the symmetries of X and acting via those symmetries on X – whereas
Inn(X) is the terminal such. This can be described via the notion of an
augmented rack (see for instance [83, 55]). Those are given by a group
G and a rack homomorphism ι : X → G together with a right action of
G on X such that for g, h in G and x, y in X,

(1) if e is the neutral element in G, then x · e = x;
(2) x · (gh) = (x · g) · h;
(3) (x / y) · g = (x · g) / (y · g);
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(4) ι(x · g) = g−1ι(x)g.

Looking at augmented racks on a fixed rack X, a morphism between
augmented racks ι : X → G and ι′ : X → G′ is given by a group homo-
morphism f : G→ G′ such that fι = ι′. An example of such is given by
s : Pth(X)→ Inn(X) from Diagram (18). It is then easy to derive that
pthX : X → Pth(X) is initial amongst augmented racks (on X) whereas
S: X → Inn(X) is terminal. This describes why Inn can be used as the
reference to define such actions by representatives of the symmetries, de-
scribed as actions by inner automorphisms. On the other hand, it also
exhibits Pth(A) as the freest way to produce an augmented rack.

Remark 2.4.7. As mentioned before, Pth has the crucial advantage of
functoriality, i.e. for any morphism of racks f : X → Y (including non-
surjective ones), and for any x ∈ Y , g = g1

δ1 · · · gnδn ∈ Pth(X), we have
that

x · (~f(g)) = x · (~f(g1
δ1 · · · gnδn)) = x · (f(g1)δ1 · · · f(gn)δn)

= x /δ1 f(g1) · · · /δn f(gn).

In the next paragraph, we observe that in the case of free objects Fr(X),
these two constructions coincide (Pth(Fr(X)) = Inn(Fr(X)) is Fg(X))
and, most importantly for what follows, they act freely on Fr(X) (also
see [55, 85], where these results were first discussed). Our hope is that,
in view of the preceding discussion, these results do not take the reader
by surprise any more.

2.4.8. Free actions on free objects. By Paragraph 2.4.4, and for any
set X, the group of paths Pth(Fr(X)) ∼= Fg(X) is freely generated by
the elements

pthFr(X)[η
r
X(x)] = pthFr(X)[(x, e)] = (x, e)

for x ∈ X. Using the identification (x, e) ↔ x, for any element (x, g)

of Fr(X) and any word h = h1
δ1 · · ·hnδn in Pth(Fr(X)) = Fg(X), with

hi ∈ X and δi ∈ {−1, 1} for each 1 ≤ i ≤ n, we have that

(x, g) · h = (x, g) · (h1
δ1 · · ·hnδn) = (x, g) /δ1 (h1, e) · · · /δn (hn, e)

= (x, gh).

Proposition 2.4.9. The action of Fg(X) = Pth(Fr(X)) on Fr(X) =

X o Fg(X) corresponds to the usual Fg(X) right action in Set

(X × Fg(X))× Fg(X)→ X × Fg(X) : ((a, g), h) 7→ (a, g) · h = (a, gh),
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given by multiplication in Fg(X). Such an action is free, since if (a, hg) =

(a, g), then hg = g and thus h = e.

Observe that Inn(Fr(X)) is generated as a group by the elements in the
image of S ηrX . Indeed for each

(a, g) = (a, gδ11 · · · g
δn
n ) = (a, e) /δ1 (g1, e) · · · /δn (gn, e) = (a, e) · g,

in Fr(A), as before, we have

S(a,g) = S−δn(gn,e)
· · · S−δ1(g1,e)

S(a,e) Sδ1(g1,e)
· · · Sδn(gn,e);

see identity (4) from page 53: S(a,e)·g = g−1 S(a,e) g.

We conclude that Inn(Fr(X)) is actually freely generated. Indeed, the
group homomorphism

s : Pth(Fr(X)) = Fg(X)→ Inn(Fr(X))

defined in Subsection 2.4.5, is such that:

• it is surjective, since the generating set s(X) = {S(x,e) | x ∈
X} ⊂ Inn(Fr(X)) is the image of X ⊂ Fg(X) by s;
• it is injective, since s(h1

δ1 · · ·hnδn) = e for some hi ∈ X and
δi ∈ {−1, 1} for 1 ≤ i ≤ n, if and only if

(x, g) = (x, g) · (Sδ1(h1,e)
· · · Sδn(hn,e)) = (x, g) · (h1

δ1 · · ·hnδn),

for all (x, g) ∈ Fr(X), which implies that h1
δ1 · · ·hnδn = e since

the action of Fg(X) is free.

Proposition 2.4.10. We may always identify Inn(Fr(X)), Pth(Fr(X))

and Fg(X) as well as their action on Fr(X), which is free. We refer to
them as the group of paths of Fr(X).

2.4.11. The kernels of induced morphisms ~f . In this section we in-
troduce the results which we use to describe the relationship between
the group of paths Pth, and the central extensions (coverings) and cen-
tralizing relations of racks and quandles.

Our Lemma 2.4.13 is only a slight generalization of a lemma in [7]. We
further generalize to higher dimensions in Part II.

Definition 2.4.12. Given a group homomorphism f : G→ H, and a
chosen subset A ⊆ G, we define (implicitly with respect to A)
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(i) two elements ga and gb in G are f -symmetric (to each other) if
there exists n ∈ N and a sequence of pairs (a1, b1), . . ., (an, bn)

in (A×A), such that

f(ai) = f(bi), ga = aδ11 · · · a
δn
n , and gb = bδ11 · · · b

δn
n ,

for some δi ∈ {−1, 1}, where 1 ≤ i ≤ n. Alternatively say that
ga and gb are an f -symmetric pair.

(ii) Kf is the set of f -symmetric paths defined as the elements g ∈
G such that g = gag

−1
b for some ga and gb ∈ G which are f -

symmetric to each other.

Observe that the elements of Kf are in the kernel of f . The idea is to
understand when Kf actually describes all the elements in the kernel of
f . For instance if the chosen subset A is the whole group, or if it contains
Ker(f) (the kernel of f), then we easily derive that Kf = Ker(f). For
a general f : G→ H as in Definition 2.4.12, the condition Kf = Ker(f)

expresses the fact that the kernel of f in Grp is entirely described by the
restriction f : A → f(A) of the underlying function f in the category
Set. This is for instance the case when f : G → H = Fg(h) : Fg(A) →
Fg(B) is the group homomorphism induced by a function h : A → B

in Set (where the chosen subset of G = Fg(A) is A – see Proposition
2.4.15). Even though in the examples of interest, the chosen subset A
is a generating set of G (i.e. such that the subgroup 〈a | a ∈ A〉G of G
generated by the elements of A is equal to G), it is neither sufficient, nor
necessary, for A to be such a generating set of G in general. For instance,
consider the quotient map f : Fg({a})→ {e, a} where f(an) = e if n is
even and f(an) = a if n is odd. The element a2 is in Ker(f). However,
if {a} is our chosen set (of generators) of Fg({a}), the element a2 is not
an f -symmetric path. Conversely, Definition 2.4.12 and the condition
Kf = Ker(f) still make sense when A is merely a subset of G which is
not generating. For instance, consider the product Fg(h)×idG′ : Fg(A)×
G′ → Fg(B) × G′ of Fg(h) : Fg(A) → Fg(B) with the identity function
on some other group G′. Then Ker(Fg(h)× idG′) = Ker(Fg(h))× {e} =

KFg(h)×idG′
with chosen subset A × {e}. However, we need A to be a

generating set of G for our proof of the following lemma.

Lemma 2.4.13. Given the hypotheses of Definition 2.4.12 and assuming
that A is a generating set of G, the set of f -symmetric paths Kf ⊆ G

defines a normal subgroup in G. More precisely it is the normal subgroup
generated by the elements of the form ab−1 such that a, b ∈ A, and



57 Part I

f(a) = f(b):

Kf = Gf ..= 〈〈ab−1 | (a, b) ∈ A×A, f(a) = f(b)〉〉G.

Proof. First we show that Kf is a normal subgroup of G. Let ga
and gb be f -symmetric (to each other). Observe that g−1

b and g−1
a are

also f -symmetric, and thus Kf is closed under inverses. Moreover, if ha
and hb are f -symmetric, and g = gag

−1
b , h = hah

−1
b , then gh = kak

−1
b ,

with ka = hah
−1
a ga and kb = hbh

−1
a gb which are f -symmetric. Finally

since A generates G by assumption, for any k ∈ G, kga and kgb are
f -symmetric to each other, and thus kgk−1 ∈ Kf is an f -symmetric
path.

Since the generators of Gf are in the normal subgroup Kf , it suffices to
show that Kf ≤ Gf . Given an f -symmetric pair ga and gb, we show that
g = gag

−1
b ∈ Gf by induction, on the minimum length ng of the sequences

(ai, bi)1≤i≤n in the set (A × A) ∩ Eq(f) such that ga = aδ11 · · · aδnn and
gb = bδ11 · · · bδnn for some δi ∈ {−1, 1}. If ng = 1, then g is a generator
of Gf . Suppose that g = gag

−1
b ∈ Gf for all such f -symmetric pair with

ng < n for some fixed n ∈ N. Then given a pair ga = aδ11 · · · aδnn and
gb = bδ11 · · · bδnn for some (a1, b1), . . ., (an, bn) in the set (A×A)∩Eq(f),
and δi ∈ {−1, 1}, we have that ha ..= a−δ11 ga and hb ..= b−δ11 gb are such
that h = hah

−1
b ∈ Gf by assumption. Moreover, g = aδ11 ha

−δ1
1 aδ11 b

−δ1
1

which is a product of elements in Gf . �

Observation 2.4.14. Consider a function f : A→ B, and a word ν =

aδ11 · · · aδnn with ai ∈ A and δi ∈ {−1, 1}, for 1 ≤ i ≤ n. This word
represents an element g in the free group Fg(A). As usual, a reduction
of ν consists in eliminating, in the word ν, an adjacent pair aδii a

δi+1

i+1 such
that δi = −δi+1 and ai = ai+1. Every element g ∈ Fg(A) represented by
a word ν admits a unique normal form i.e. a word ν ′ obtained from ν

after a sequence of reductions, such that there is no reduction possible in
ν ′, but ν ′ still represents the same element g in Fg(A).

Suppose that ν represents an element g which is in the kernel Ker(Fg(f)).
The normal form of the word f [ν] ..= f(a1)δ1 · · · f(an)δn (which repre-
sents Fg(f)(g) = e ∈ Fg(B)) is the empty word ∅, and thus there is a
sequence of reductions of f [ν] such that the end result is ∅. From this
sequence of reductions, we may deduce that n = 2m for some m ∈ N
and the letters in the word (or sequence) ν organize themselves in m

pairs (aδii , a
δj
j ) (the pre-images of those pairs that are reduced at some
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point in the aforementioned sequence of reductions) such that i < j,
f(ai) = f(aj), δi = −δj, each letter of the word ν appears in only one
such pair and finally given any two such pairs (aδii , a

δj
j ) and (aδll , a

δm
m ),

then l < i (respectively l > i) if and only m > j (respectively m < j),
i.e. drawing lines which link those letters of the word ν that are identified
by the pairing, none of these lines can cross.

aδ11 aδ22 aδ33 aδ44 aδ55 aδ66 aδ77 aδ88 aδ99 aδ1010 aδ1111 aδ1212 aδ1313 aδ1414

Given such a pairing of the letters of ν, for each k ∈ {1, . . . , n} we write
(a
δik
ik
, a
δjk
jk

) for the unique pair such that either ik = k or jk = k. Note
that, conversely, any element g in Fg(A) which is represented by a word
ν which admits such a pairing of its letters, is necessarily in Ker(Fg(f)).

Using this observation, we characterize the kernels of maps between free
groups.

Proposition 2.4.15. Given a function f : A→ B, the kernel Ker(Fg(f))

of the induced group homomorphism

Fg(f) : Fg(A)→ Fg(B)

is given by the normal subgroup KFg(f) of Fg(f)-symmetric paths (as in
Definition 2.4.12): Ker(Fg(f)) = KFg(f).

Proof. The inclusion Ker(Fg(f)) ⊇ KFg(f) is obvious. Consider
a reduced word ν = aδ11 · · · aδnn of length n ∈ N which represents an
element g in Fg(A) with δi ∈ {−1, 1}, for 1 ≤ i ≤ n and suppose
that g ∈ Ker(Fg(f)). Then the letters aδkk of the sequence (or word)
ν ..= (aδkk )1≤k≤n organize themselves in pairs (a

δik
ik
, a
δjk
jk

) as in Observation
2.4.14. Define the word ν ′ = bδ11 · · · bδnn such that for each 1 ≤ k ≤ n,
bk ..= aik . Then by construction ν ′ represents an element h which reduces
to the empty word in Fg(A), so that g = gh−1. Moreover, g and h form
an f -symmetric pair, which shows that g ∈ KFg(f). �

Finally the same characterization holds for kernels of maps

Pth(f) = ~f : Pth(X)→ Pth(Y )

induced by a surjective morphism of racks f : X → Y .
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Proposition 2.4.16. Given f : X � Y , a surjective morphism of racks,
the kernel Ker(~f) of the group homomorphism

~f : Pth(X) � Pth(Y )

is given by the normal subgroup K~f
of ~f -symmetric paths (as in Defini-

tion 2.4.12):

Ker(~f) = K~f
= 〈〈ab−1 | (a, b) ∈ Eq(f)〉〉Pth(X).

Proof. From Subsection 2.4.4, we reconstruct the image ~f as in the
following diagram, where we also draw the kernels of Fg(f) and ~f :

Fg(X × Fg(X))

����

Fg(f×Fg(f))
,2,2 Fg(Y × Fg(Y ))

����

Ker(Fg(f))

k1
��

,2
ker(Fg(f)

,2 Fg(X)

(∗)qX
��
��

Fg(f)
,2,2 Fg(Y )

qY
��
��

Ker(~f) ,2
ker(Fg(f)

,2 Pth(X)
~f

,2,2 Pth(Y ).

Since qX and qY are the coequalizers of the pairs above (see Subsection
2.4.4 for more details), and the map Fg(f × Fg(f)) is surjective, by
Lemma 1.2 in [10], the square (∗) is a double extension (regular pushout),
and thus the comparison map k1 is surjective. Then Ker(~f) coincides
with the image ker Fg(f) along of qX , by uniqueness of (regular epi)-
mono factorizations in Grp. We may compute this image to be K~f

.

Indeed, in elementary terms, any g ∈ Pth(X) such that ~f(g) = e can be
“covered” by an element h ∈ Fg(X) such that qX(h) = g and Fg(f)[h] = e

as well. Then by Lemma 2.4.15, we have that h = hah
−1
b for some ha

and hb in Fg(X) which are Fg(f)-symmetric to each other. The images
qX(ha) and qX(hb) are then ~f -symmetric to each other by commutativity
of (∗), hence the quotient g = qX(h) = qX(ha)qX(hb)

−1 ∈ K~f
is an ~f -

symmetric path. �

Notation 2.4.17. For a morphism of racks f , we often write f -symmetric
(pair or path) instead of ~f -symmetric (pair or path). An f -symmetric
trail (x, g) is a trail with an f -symmetric path g.

2.4.18. The left adjoint Pth is not faithful. Observe that given a set
A, the morphism

Fr(A)
iA=PthFr(A)

,2 Fg(A) ,
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is not injective. Indeed the elements (a, ag) and (a, g) have the same im-
age. We shall see that the kernel pair of iA yields the quotient producing
the free quandle from the free rack. Then the free quandle Fq(A) on the
set A embeds in the group Conj(Fg(A)), which is why D.E. Joyce calls
quandles the algebraic theory of conjugation. Observe, though, that not
all quandles embed in a group.

Example 2.4.19. In the involutive quandle Qab? defined in Example
2.3.14, the elements a and b are identified in Pth(Qab?). Indeed, a and b
act trivially on Qab?, hence they are in the center of the group Pth(Qab?).
Moreover, a and b are in the same connected component, and thus they
are also sent to conjugates in Pth(Qab?), which yields a = b. Note that
from there we have Pth(Qab?) = Fg({a, ?})/〈〈a−1 ?−1 a?〉〉Fg({a, ?}) =

Fab({a, ?}) = Z×Z, where Fab is the free abelian group functor, and in
Z × Z, we have a = b = (1, 0) and ? = (0, 1) (also see [38, Proposition
2.27]).

In particular, the unit of the adjuntion Pth a Conj is not injective
and Pth is not faithful (note that the right adjoint Conj is faithful,
but not full). As a consequence Qab? is not a subquandle of a quan-
dle in Conj(Grp) since this would imply that pthQab? is injective. We
may also observe that a subquandle of a conjugation quandle is such that
(x / y = x)⇔ (y / x = y).

2.4.20. Racks and quandles have the same group of paths. Observe
that we may restrict Pth to the domain Qnd. By the same argument
Pth I : Qnd→ Grp (which we denote Pth) is then left adjoint to the
functor Conj : Grp→ Qnd. We may conclude by uniqueness of left ad-
joints that if rFq is the left adjoint to the inclusion I : Qnd→ Rck, then
Pth rFq

∼= Pth: Rck→ Grp. The adjunction between racks and groups
factorizes into

Rck

rFq

)/

Pth

�$

⊥ Qnd

I

io

Pth a

��

Grp

Conj

EL

a Conj

Ze

(19)

in which all possible triangles of functors commute. Considering the
comment of Paragraph 2.1.11 about the idempotency axiom, we may
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want to rephrase this as follows: for each rack X, the quotient defining
Pth(X) always identifies generators that would be identified in the free
quandle on X.

More informally, considering the way Pth, the left adjoint of Conj, is
constructed from equivalence classes of tails in the theory of racks, we
may wonder in which sense racks could be a better context to study group
conjugation. From the perspective of their respective covering theories,
we further describe the relationship between groups, racks and quandles
in what follows (see for instance Section 3.7).

2.5. Working with quandles. We introduce the necessary mate-
rial to make the transition from the context of racks to the context of
quandles. See also the associated quandle in [55].

2.5.1. The free quandle on a rack. Remember from Paragraph 2.1.11
that the idempotency axiom is a consequence of the axioms of racks “for
elements in the tail of a term”. In order to turn a rack into a quandle
the identifications that matter are thus of the form

x /δx x /δx · · ·x /δx x /δ1 a1 · · · /δn an = x /δ1 a1 · · · /δn an,

where a use of the idempotency axiom cannot be avoided. Now by self-
distributivity of the operations, we may write y ..= (x /δ1 a1 · · · /δn an),
and then rewrite these identities as

y /δx y /δx · · · y /δx y = y.

Definition 2.5.2. Given a rack X, define QX as the relation (in Set)
defined for (x, y) ∈ X ×X by (x, y) ∈ QX if and only if x = y /k y for
some integer k (see Paragraph 2.1.11), where y /0 y ..= y.

Lemma 2.5.3. Given a rack X, the relation QX defines a congruence on
X.

Proof. (1) The relation QX is reflexive by definition.
(2) As aforementioned, for x and a in some rack, any chain a /k a

for some k ∈ Z is such that x / (a /k a) = x / a. Hence QX is
symmetric since b = a /k a implies that b /−k b = b /−k a = a.

(3) Now QX is transitive by self-distributivity.
(4) And finally it is internal since if a = b /k b and c = d /l d then

a / c = (b /k b) / (d /l d) = (b /k b) / d = (b / d) /k (b / d). �
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Lemma 2.5.4. Given a rack X, then a pair of elements (x, y) ∈ X×X is
in the kernel pair Eq(rηqX) of rηqX : X → rFq(X) if and only if y = x/nx

for some integer n, i.e. QX = Eq(rηqX).

Proof. Since Rck is a Barr-exact category [2], it suffices to show
that the quotient of X by the equivalence relation QX (on the left) is
the same as the quotient of X by Eq(rηqX) (on the right):

X
q
,2 X/QX X

rηqX
,2

rFq(X).

For this we show that X/QX is a quandle and that q has the same
universal property as rηqX . Indeed we have that q(a) / q(a) = q(a / a) =

q(a) since (a, a/a) ∈ QX for each a. Finally observe that if f : X → Q is
a rack homomorphism such that Q is a quandle, then we necessarily have
that f coequalizes the projections π1, π2 : QX ⇒ X of the congruence
QX . We then conclude by the universal property of the coequalizer. �

2.5.5. Galois theory of quandles in racks. We study the Galois struc-
ture rΓq ..=(Rck, Qnd, rFq, rηq, rεq, E) where E is the class of surjective
morphisms (see Section 1 and [71]).

Since Qnd is a Birkhoff subcategory of Rck, for rΓq to be admissible, it
suffices to show that for each rack X the kernel pair Eq(rηqX) of the unit
permutes with other congruences on X (see Section 1.0.10). Observe
that this is not a consequence of Lemma 2.3.10.

Lemma 2.5.6. Given a rack X, then the congruence QX = Eq(rηqX)

commutes with any other internal relation R on X.

Proof. We prove that a pair (a, b) ∈ X ×X is in Eq(rηqX)R if and
only if it is in R Eq(rηqX). As in Lemma 2.3.10, we show that if there
is c ∈ X such that (a, c) is in one of these relations (say for instance
Eq(rηqX)) and (c, b) in the other one (R), then there is a c′ ∈ X such
that (a, c′) is in the latter (R) and (c′, b) in the former (Eq(rηqX)). Now
observe that if (x, y) ∈ R, then (x, y) /k (x, y) = (x /k x, y /k y) is in
R for any integer k. The result then follows from reading the following
diagram for any k ∈ Z, where horizontal arrows represent membership
in Eq(rηqX) and vertical arrows represent membership in R. Indeed from
the top right corner below we construct the bottom left corner and the
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other way around:

c1 /
−k c1 = a

Ska
,2 c1 = a /k a

S−kc1

lr

b /−k b = c2

Skc2
,2 b = c2 /

k c2
S−kb

lr

where we use the fact that if x = y /k y then Sx = Sy. Algebraically we
read (a, c1) ∈ QX implies c1 /

−k c1 = a for some k ∈ Z and (c1, b) ∈ R
implies (c1 /

−k c1, b /
−k b) ∈ R, thus choosing c2 = b /−k b yields one of

the implications. The other direction translates similarly. �

Remark 2.5.7. Given a rack X, the congruence QX is not an orbit
congruence in general. For instance, observe that QFr({a,b}) contains
the pairs (a, a / a) and (b, b / b). Suppose by contradiction that there is
a normal subgroup N ≤ Inn(Fr({a, b})) = Fg({a, b}) for which ∼N=

QFr({a,b}). Then since Fg({a, b}) acts freely on Fr(X), both inner au-
tomorphisms Sa and Sb need to be in N . This leads to a contradiction
since a ∼N (a / b) but (a, a / b) 6∈ QFr({a,b}). By contrast QFr({∗}) is of
course an orbit congruence.

Corollary 2.5.8. Quandles form a strongly Birkhoff (and thus admis-
sible) subcategory of Rck.

Proof. By Proposition 5.4 in [25], the reflection squares of surjec-
tive morphisms are double extensions (see Section 1.0.10). This implies
the admissibility of the Galois structure rΓq, for instance by [50, Propo-
sition 2.6]. �

Note that the left adjoint rFq is actually semi-left-exact as we may de-
duce from the fact that “connected components are connected” (see Para-
graph 2.3.13).

Proposition 2.5.9. Any pullback of the form

Ca
p2

,2

p1
��

1

[a]
��

X
rηqX

,2
rFq(X),

in Rck, is preserved by the reflector rFq, i.e. rFq(Ca) = 1; and thus by
[104, Theorem 2.1], we conclude that rFq is semi-left-exact in the sense
of [30, 24].
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Proof. Observe that X × 1 ∼= X and thus elements of the pullback
Ca are merely elements x ∈ X such that that rηq(x) = [a] ∈ rFq(X)

i.e. all elements x and y in Ca are such that there is k ∈ Z such that
x = y /k y. Hence by Lemma 2.5.4 the image of this pullback by rFq

gives indeed 1, which concludes the proof. �

As a consequence we could use absolute Galois theory in this context [65].
We stick to the relative approach (see Section 1) since we are interested
in the composite of adjunctions as in Diagram (19) where the other two
adjunctions (of the form Pth a Conj) are not semi-left exact.

Observe that there is a limit to the exactness properties satisfied by
rFq: we already saw in Paragraph 2.3.13 that rFq cannot preserve finite
products, since π0 : Qnd → Set does but π0 rFq : Rck → Set does not.
Moreover, since Qnd is an idempotent subvariety of Rck, Proposition 2.6
of [31] induces that rFq does not have stable units (in the sense of [30]).

To conclude, we show that, besides semi-left-exactness, the rFq-covering
theory is “trivial” in the sense that all surjections are rFq-central (Propo-
sition 2.5.11). We use the general strategy which was stated in Section
1.0.12. Since the Galois structure is strongly Birkhoff, the “first step
influence” is as usual:

Lemma 2.5.10. A surjective morphism f : X → Y , in the category of
racks, is rFq-trivial if and only if QX ∩ Eq(f) = ∆X .

Proof. The morphism f is trivial if and only if the reflection square
at f is a pullback (see Section 1.0.10, Diagram (31)). Since this reflection
square is a double extension, it suffices for the comparison map to be
injective. Since the square is a pushout, the kernel pair of the comparison
map is given by the intersection QX ∩ Eq(f) of the kernel pairs of qX
and f respectively. �

Proposition 2.5.11. All surjections f : X → Y in the category of racks
are rFq-central.

Proof. In order to show this, consider the canonical projective pre-
sentation εrY : Fr(UY )→ Y , and take the pullback of f along εrY . This
yields a morphism

f̄ : X ×Y Fr(UY )→ Fr(UY ).
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Now any morphism g : X → Fr(Y ) with free codomain is rFq-trivial since
if x = x/kx in X for some integer k and if, moreover, f(x) = f(x)/kf(x)

in Fr(Y ), then f(x)k = e by the free action of Pth(Fr(Y )) on Fr(Y ).
However this can only be if k = 0, which implies that QX ∩ Eq(f) =

∆X . �

2.5.12. Towards the free quandle. Given a set A, in order to develop
a good candidate description for the free quandle on A (see also [82]),
we may now consider Fq(A) as the free quandle on the rack Fr(A). As
aforementioned and roughly speaking, the following identifications be-
tween terms:

x /δx x /δx · · ·x /δx x /δ1 a1 · · · /δk ak = x /δ1 a1 · · · /δk ak, (20)

define the relation QFr(A) such that Fq(A) = Fr(A)/QFr(A).

We want to select one representative (a, g) ∈ Ao Fg(A) for each equiv-
alence class determined by these identifications. Thinking in terms of
trails, we observe that if (a, g) and (b, h) are identified, then they must
have the same head a = b. We thus focus on the paths and use a clever
semi-direct product decomposition of Fg(A).

2.5.12.1. Characteristic of a path. We have the following commuta-
tive diagram in Set,

A
ηgA

,2

Cst
��

Fg(A)

χ..=Fg(Cst)
��

1
ηg1

,2 Z = Fg(1),

where Z is the underlying set of the additive group of integers, and the
composite ηg1 Cst is the constant function with image 1 ∈ Z. Given an
element g ∈ Fg(A), there exists a decomposition g = gδ11 · · · gδnn for some
gi ∈ A and exponents δi = {−1, 1}, with 1 ≤ i ≤ n. The characteristic
function sums up the exponents χ(g) =

∑n
i=1 δi (of course the result

does not depend on the chosen decomposition of g). We may then clas-
sify paths in Fg(A) in terms of their characteristic (i.e. their image by
χ). Looking at Equation (20), two terms with same head, and same
characteristic, that are moreover identified by QFr(A), must actually be
equal. In other words, given a fixed head a each equivalence class [(a, g)]

in Fq(A) has only one representative (a, g′) such that the path g′ is of a
given characteristic.
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2.5.12.2. Characteristic zero and semi-direct product decomposition.
The kernel of χ defines a normal subgroup F◦g(A) ≤ Fg(A) which is
characterized (see [82] and Proposition 2.4.15) by

F◦g(A) = 〈ab−1 | a, b ∈ A〉Fg(A).

Then for each a ∈ A, we may identify Z with the subgroup 〈an | n ∈
Z〉 ≤ Fg(A) which may be seen as the subgroup of Fg(A) which fixes
[(a, e)] ∈ Fq(A) ..= Fr(A)/QFr(A). This then gives a splitting for χ, on
the left, yielding the split short exact sequence on the right:

ιa : Z→ Fg(A) : k 7→ ak F◦g(A) ,2
νA
,2 Fg(A)

χ
,2,2 Z
t|

ιa
io

2.5.12.3. Characteristic zero representatives. Then given an element
a ∈ A, any g ∈ Fg(A) decomposes uniquely as aχ(g)g0, where g0 =

a−χ(g)g. This defines a function sending equivalence classes [(a, g)] ∈
Fq(A), to their representatives of characteristic zero (a, g0). Note that,
for two different a and b in A, the construction of g0 will vary, how-
ever elements of Fr(A) with different heads are always sent to different
equivalence classes in Fq(A).

2.5.12.4. Transporting structure. This function is indeed bijective,
and thus we may transport the quandle structure from the quotient
Fr(A)/QFr(A) to the set of representatives A × F◦g(A). More explicitly
we compute for (b, h) and (a, g) in Fr(A) that

(a, g0) / (b, h0) = (a, g0h
−1
0 bh0),

where w ..= g0h
−1
0 bh0 is not of characteristic zero. We then want to take

w0 = a−1g0h
−1
0 bh0 and define in Fq(A):

(a, g0) / (b, h0) ..= (a,w0).

2.5.13. The free quandle. After this analysis, we may confidently
build the free quandle (first described in [82]) as follows.

Given a set A the free quandle on A is given by

Fq(A) ..= Ao F◦g(A) ..= {(a, g) | g ∈ F◦g(A); a ∈ A},

where the operations on Fq(A) are defined for (a, g) and (b, h) in A o
F◦g(A) by

(a, g) / (b, h) ..= (a, a−1gh−1bh) and (a, g) /−1 (b, h) ..= (a, agh−1b−1h).
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As before, g is the path component and a is the head component of the
so-called trail (a, g) ∈ Fq(A) and we say that an element (b, h) acts on
an element (a, g) by endpoint. These operations indeed define a quandle
structure.

From there, we translate all main results from the construction of free
racks. Looking for the unit of the adjunction, we have the injective
function ηqA : A→ Fq(A) : a 7→ (a, e).

Moreover, since any element g ∈ F◦g(A) decomposes as a product g =

g1
δ1 · · · gnδn ∈ Fg(A) for some gi ∈ A and exponents δi ∈ {−1, 1}, with

1 ≤ i ≤ n, and
∑

i δi = 0, we have, for any (a, hg) ∈ Fq(A) with g and
h ∈ F◦g(A), a decomposition as

(a, hg) = (a, hg1
δ1 · · · gnδn)

= (a, a
∑
i−δihg1

δ1 · · · gnδn)

= (a, a−δn · · · a−δ1hg1
δ1 · · · gnδn)

= (a, h) /δ1 (g1, e) · · · /δn (gn, e).

Observing that if gi−δi = gi+1
δi+1 for some

(a, g) = (a, g1
δ1 · · · gnδn) ∈ Fq(A)

as above, then

(a, e)/δ1(g1, e) · · · /δi−1 (gi−1, e) /
δi+2 (gi+2, e) · · · /δn (gn, e) =

= (a, g1
δ1 · · · gi−1

δi−1gi+2
δi+2 · · · gnδn)

= (a, g1
δ1 · · · gi−1

δi−1gi
δigi+1

δi+1gi+2
δi+2 · · · gnδn)

= (a, e) /δ1 (g1, e) · · · /δn (gn, e),

which expresses the first axiom of racks, using group cancellation, as
before.

From there we derive the universal property of the unit: given a function
f : A→ Q for some quandle Q, we show that f factors uniquely through
ηqA. Given an element (a, g) ∈ Fq(A), we have that for any decomposition
g = g1

δ1 · · · gnδn as above, we must have

f(a, g) = f(a, g1
δ1 · · · gnδn) = f((a, e) /δ1 (g1, e) · · · /δn (gn, e))

= f(a) /δ1 f(g1) · · · /δn f(gn)
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which uniquely defines the extension of f along ηqA to a quandle homo-
morphism f : Fq(A)→ Q. This extension is well defined since equal such
decompositions in Fq(A) are equal after f by the first axiom of racks.

Finally the left adjoint Fq : Set→ Qnd of the forgetful functor U: Qnd→
Set with unit ηq is then defined on functions f : A→ B by

Fq(f) ..= f × F◦g(f) : Ao F◦g(A)→ B o F◦g(B),

where F◦g(f) is the restriction of Fg(f) to the normal subgroup F◦g(A) ≤
Fg(A), whose image is in F◦g(B). This defines quandle homomorphisms.
Also functoriality of Fq and naturality of ηq are immediate.

2.5.13.1. Free action of F◦g(A). Now remember the action by inner
automorphisms of Fg(A) = Pth(Fq(A)) defined by the commutative di-
agram in Set:

A
ηgA

,2

ηqA
&-

Fg(A)

s

��

Fq(A) pthFq(A)

18

S
&-

Inn(Fq(A)),

where s is the group homomorphism induced by the universal property
of ηgA or equivalently that of pthFq(A).

This action is not in general given by left multiplication in F◦g(A), since
in particular an h in Fg(A) is of course not always of characteristic zero.
However, from Paragraph 2.5.13 we deduce that whenever h ∈ F◦g(A),
the action of h on an element (a, g) ∈ Fq(A) gives (a, gh) as before.

Corollary 2.5.14. The action of F◦g(A) on Fq(A) given via the restric-
tion

F◦g(A)
s◦
,2 Inn◦(Fq(A)),

of s thus corresponds to the usual left-action of F◦g(A) in Set:

(A× F◦g(A))× F◦g(A))→ A× F◦g(A),

given by multiplication in F◦g(A). Such an action is free since if (a, gh) =

(a, g), then gh = g and thus h = e.

2.5.15. The group of paths of a quandle. Observe that the construc-
tion of χ for the free group Fg(A) = Pth(Fr(A)) generalizes to any rack
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X. The function Cst: X → 1 is actually a rack homomorphism to the
trivial rack 1. It thus induces a group homomorphism χ = Pth(Cst):

X
pthX

,2

Cst
��

Pth(X)

χ=Pth(Cst)
��

1
pth1

,2 Z = Pth(1).

As in the case of the free rack, we have the short exact sequence of
groups:

Pth◦(X) ,2
νX
,2 Pth(X)

χ
,2,2 Z = Pth(1),

where νX : Pth◦(X)→ Pth(X) is the kernel of χ. This construction
defines a functor Pth◦ : Rck→ Grp. Most importantly it defines a functor
Pth◦ : Qnd→ Grp which can be interpreted as sending a quandle to its
group of equivalence classes of primitive paths, such that two primitive
paths are identified if one can be obtained from the other with respect
to the axioms defining quandles. In the same way that Pth describes
homotopy classes of paths in racks, Pth◦ describes homotopy classes
of paths in quandles, as it was already explained in [38] and we shall
rediscover in the covering theory described below.

2.5.15.1. The transvection group. As in the case of free groups, given
a rack X, Proposition 2.4.16 implies that the kernel Pth◦(X) of χ is
characterized as the subgroup:

Pth◦(X) = 〈a b−1 | a, b ∈ X〉Pth(X), (21)

which is the definition that was used by D.E. Joyce in [82]. Then the
restriction of the quotient s : Pth(X)→ Inn(X) (defined in Subsection
2.1.9) yields the normal subgroup

Inn◦(X) ..= 〈a b−1 | a, b ∈ X〉Inn(X),

which was called the transvection group of X by D.E. Joyce.

This transvection group plays an important role in the literature. In
the context of this work, we understand that the construction Pth◦ has
better properties such as functoriality, and is of more significance to the
theory of coverings than its image Inn◦ within inner automorphisms.

2.5.15.2. The case of free quandles. Observe that for a set X (for
instance by Equation (21)), Pth◦(Fq(X)) = F◦g(X). As in the case of
free racks we get that:
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Proposition 2.5.16. Given a set A, we may identify Inn◦(Fq(A)) =

Pth◦(Fq(A)) = F◦g(A), and their actions on Fq(A). We refer to them
as the group of paths of Fq(A). This group acts freely on Fq(A) by
Corollary 2.5.14.

Proof. Given a set A, the morphism s◦ : F◦g(A)→ Inn◦(Fq(A)) is a
group isomorphism:

• it is surjective, since Inn◦(Fq(A)) is generated by the set

s(A)s(A)−1 = {S(a,e)(S(b,e))
−1 | a, b ∈ A} ⊂ Inn◦(Fq(A))

which is the image of AA−1 ⊂ F◦g(A) by s;
• it is injective, as before because of the free action of F◦g(A) via
s◦. �

2.5.16.1. Inner automorphism groups. In the case of quandles, the
group of inner automorphisms Inn(Fq(A)) is not isomorphic to Fg(A) in
general. However, the only counter-example is actually the case A = {1}:
Fq({1}) = {1} is the trivial quandle on one element and Inn({1}) =

{e} is the trivial group, whereas Fg({1}) is Z. Of course we do have
F◦g({1}) = {e}. Now in all the other cases Inn(Fq(A)) ∼= Fg(A). The
case A = ∅ is trivial. Then whenever

x /δx x /δx · · ·x /δx x /δ1 a1 · · · /δk ak = x /δ1 a1 · · · /δk ak,

it suffices to pick y 6= x ∈ A and then

y /δx x /δx x /δx · · ·x /δ1 a1 · · · /δk ak 6= y /δ1 a1 · · · /δk ak,

showing that in Inn(Fq(A)):

xδxxδx · · ·xδxa1
δ1 · · · akδk 6= a1

δ1 · · · akδk ,

just as in Inn(Fr(A)).

3. Covering theory of racks and quandles

In this section we study the relative notion of centrality induced by the
sphere of influence of Set in Rck, with respect to extensions (surjec-
tive homomorphisms). Remember that pullbacks of primitive extensions
(surjections in Set) along the unit η induce the concept of trivial exten-
sions, which we saw are those extensions which reflect loops. Central
extensions in Rck are those from which a trivial extension can be re-
constructed by pullback along another extension. Equivalently, central
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extensions are those extensions whose pullback, along a projective pre-
sentation of their codomain, is trivial. In Section 3.1 we thus look for a
condition (C) such that, if a surjective rack homomorphism f : A→ B

satisfies (C), then the pullback t of f along εrB : Fr(B)→ B reflects loops
(see Section 1 and references there).

3.1. One-dimensional coverings. Quandle coverings were defined
in [38], and shown to characterize Γq-central extensions of quandles in
[39]. We give the same definition for rack coverings (already suggested
in M. Eisermann’s work), which we then characterize in several ways. In
Section 3.2 we further show that these are exactly the central extensions
of racks.

Remember that in dimension zero, a rack A is actually a set, if zero-
dimensional data, i.e. an element a ∈ A, acts trivially on any element
x ∈ A : x / a = x. We saw that this may be expressed by the fact
that Pth(A) acts trivially on A or alternatively by the fact that any two
elements which are connected by a primitive path are actually equal.

Now in dimension one, an extension f : A� B is a covering if one-
dimensional data, i.e. a pair (a, b) in the kernel pair of f , acts trivially
on any element in A:

Definition 3.1.1. A morphism of racks f : A→ B is said to be a cov-
ering if it is surjective and for each pair (a, b) ∈ Eq(f), and any x ∈ A
we have

x / a /−1 b = x.

Of course a trivial example is given by surjective functions between sets
(the primitive extensions). The following implies that central extensions
are coverings:

Lemma 3.1.2. Coverings are preserved and reflected by pullbacks along
surjections in Rck.

Proof. Same proof as in [40] see also [39]. �

3.1.3. Coverings and the group of paths. Observe that given data
f , x, a and b, such as in Definition 3.1.1, we have in particular that
x /−1 a = x /−1 a / a /−1 b = x /−1 b. In fact we can easily deduce that
f is a covering if and only if for all such x, a and b as before

x /−1 a / b = x.
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This is to say that f is a covering if and only if any path of the form a b−1

or a−1b ∈ Pth(A), for a and b in A, such that f(a) = f(b), acts trivially
on elements in A. But then f is a covering if and only if the subgroup
of Pth(A) generated by those elements acts trivially on elements of A.
Now, given g ∈ Pth(A), if z · g = z for all z in A, then also x · a−1 ·
g · a = (x /−1 a) · g · a = (x /−1 a) · a = x for all a ∈ A. Hence
we conclude that f is a covering if and only if the normal subgroup
〈〈ab−1 | (a, b) ∈ Eq(f)〉〉Pth(A) acts trivially on elements of A. Finally
by Proposition 2.4.16 we get the following result which illustrates the
importance of Pth in the covering theory of racks and quandles.

Theorem 3.1.4. Given a surjective morphism f : A→ B in Rck (or in
Qnd), the following conditions are equivalent:

(1) f is a covering;
(2) the group of ~f -symmetric paths K~f

acts trivially on A (as a
subgroup of Pth(A)) – i.e. any f -symmetric trail loops in A;

(3) Ker(~f) acts trivially on A (as a subgroup of Pth(A));
(4) Ker(~f) is a subobject of the kernel Ker(s), where

s : Pth(A)→ Inn(A)

is the canonical quotient described in Paragraph 2.4.5.

Proof. The statements (1), (2) and (3) are equivalent by the previ-
ous paragraph (and thus by Proposition 2.4.16). Statement (4) is merely
a way to rephrase (3) using the fact that elements of the inner automor-
phism groups are defined by their action. �

As it was observed by M. Eisermann in Qnd, we have:

Corollary 3.1.5. A rack covering f : A→ B induces a surjective mor-
phism f̄ : Pth(B)→ Inn(A) such that ~ff̄ = s and thus induces an action
of Pth(B) on A given for gB ∈ Pth(B) and x ∈ A by x · gB ..= x · gA,
where gA is any element in the pre-image ~f−1(gb).

Observe that an easy way to obtain a rack covering is by constructing a
quotient f : A� B such that ~f is an isomorphism.

Example 3.1.6. The components of the unit rηq of the rFq adjunc-
tion are rack coverings. Indeed, we discussed in Paragraph 2.4.20 that
Pth rFq = Pth, also see Paragraph 2.1.11. In particular, we look at the
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one element set 1 and consider the map f ..= rηqFr(1) : Fr(1)→ Fq(1) = 1.

We then compute that ~f = Pth(rηqFr(1)) and Inn(f) = Inn(rηqFr(1)) are
respectively the morphisms

Pth(Fr(1)) = Z
idZ
,2 Pth(Fq(1)) = Z

and
Inn(Fr(1)) = Z3

,2 Inn(Fq(1)) = {e} ,
where Z is the infinite cyclic group, Z3 = Z/3Z is the cyclic group with
3 elements and {e} the trivial group. In this case ~f is an isomorphism,
but Inn(f) is not.

Remark 3.1.7. In the article [22], Theorem 4.2 says that quandle cover-
ings (such as in (3) of Proposition 3.1.4 above) should coincide with rigid
quotients of quandles, i.e. surjective morphisms f : A→ B which induce
an isomorphism Inn(f) : Inn(A)→ Inn(B). Looking at the proof on page
1150, the authors assume “by construction” that the map η (between the
excess of Q and R [55]) is surjective, which is equivalent to asking for
the bottom right-hand square cR Adconj(h) = Inn(h) cQ to be a pushout.
This does not seem to hold in the generality asked for in [22]. Note that
these results are presented in such a way that they should also hold in
Rck, since the idempotency axiom is never used. Then the example above
provides a counter-example to [22, Theorem 4.2] in Rck. We further give
a counter-example in Qnd, which shows that [22, Theorem 4.2] must be
incorrect.

Example 3.1.8. Consider the quandle Qab? from Example 2.3.14, which
by Example 2.4.19 is such that Pth(Qab?) = Z×Z with a = b = (1, 0) and
? = (0, 1). Moreover, observe that the trivial quandle with two elements
π0(Qab?) is also such that Pth(π0(Qab?)) = Fab({[a], [?]}) = Z×Z where
[a] = (1, 0) and [?] = (0, 1). Hence the morphism of quandles f ..=

ηQab? : Qab? → π0(Qab?) is such that ~f = idZ×Z. In particular Ker(~f) =

{e} is the trivial group, but Inn(f) : Z/2Z→ {e} is not an isomorphism.

Other such examples can be built using morphisms between quandles from
Example 1.3, as well as Proposition 2.27 and Remark 2.28 in [38].

3.1.9. Visualizing coverings. Coverings are characterized by the triv-
ial action of f -symmetric paths, which are the elements g = gag

−1
b ∈

Pth(A) such that ga and gb are f -symmetric to each other. Notice
that an f -symmetric pair ga, gb is obtained from the projections of a
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primitive path in Eq(f). We emphasize the geometrical aspect of these
2-dimensional primitive paths by defining membranes and horns. An
f -symmetric trail is a compact 1-dimensional concept which remains so
when generalized to higher dimensions. The concept of f -horn allows for
a more visual, geometrical and elementary description of these ingredi-
ents as well as their higher-dimensional generalizations.

Definition 3.1.10. Given a morphism f : A→ B in Rck (or Qnd), we
define an f -membrane M = ((a0, b0), ((ai, bi), δi)1≤i≤n) to be the data
of a primitive trail in Eq(f) (see Paragraph 2.3.3). We call such an
f -membrane M an f -horn if a0 = b0 =: x which we denote M =

(x, (ai, bi, δi)1≤i≤n). The associated f -symmetric pair of the membrane
or hornM is given by the paths gMa ..= a1

δ1 · · · anδn and gMb ..= b1
δ1 · · · bnδn

in Pth(A). The top trail is ta = (a0, g
M
a ) and the bottom trail is

tb = (b0, g
M
b ). The endpoints of the membrane or horn are given by

aM = a0 · gMa and bM = b0 · gMb .

Given an f -symmetric trail (x, g) for g = gag
−1
b ∈ Ker(~f) as before,

there is an f -horn such that its associated f -symmetric pair is given by
ga and gb (in particular the associated f -symmetric trail is then (x, g)).
Given a horn M = (x, (ai, bi, δi)1≤i≤n), we represent it (with n = 3 and
δi = 1 for 1 ≤ i ≤ 3) as in the left-hand diagram below.

Definition 3.1.11. A horn M = (x, (ai, bi, δi)1≤i≤n) is said to close
(into a disk) if its endpoints are equal aM = x · gMa = x · gMb = bM .
The horn M is said to retract if for each 1 ≤ k ≤ n, the truncated horn
M≤k ..= (x, (ai, bi, δi)1≤i≤k) closes.

x

w�

a1
a2

a3
�'

b1
b2

b3

f
f

x · (a1 a2 a3)
f

x · (b1 b2 b3)

x

��

a1

a2

a3

��

b1

b2

b3

f
f

f

aM = bM

x

��

a1
a2
a3

��

b1
b2
b3

aM = bM

Corollary 3.1.12. A surjective morphism f : A� B in Rck (or Qnd)
is a covering if and only if every f -horn retracts (or equivalently, if every
f -horn closes into a disk).

3.1.13. Visualizing normal extensions. The normal extensions of quan-
dles are described by V. Even in [39]. The same description works in
racks. We reinterpret it using our own terminology.
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Definition 3.1.14. Given a surjective morphism f : A→ B in Rck, to-
gether with an f -membrane M = (ai, bi, δi)0≤i≤n, we say that the mem-
brane M forms a cylinder if both the top and the bottom trails of M are
loops.

Proposition 3.1.15. A surjective morphism f : A→ B in Rck (or Qnd)
is a normal extension if and only if f -membranes are rigid, i.e. if and
only if given any f -membrane M = (ai, bi, δi)0≤i≤n, M forms a cylinder
as soon as either the top or the bottom trail of M is a loop.

Proof. The surjection f is normal if and only if the projections
π1, π2 : Eq(f) ⇒ A of the kernel pair of f are trivial. Such projections are
trivial if and only if they reflect loops. The π1 (resp. π2) projection of a
trail t = ((a0, b0), h) in Eq(f) loops if and only if there is an f -membrane
M = ((a0, b0), ((ai, bi), δi)1≤i≤n) such that ~π1(h) = gMa , ~π2(h) = gMb
and the top (resp. bottom) trail of M loops (see also [39, Proposition
3.2.3]). �

3.2. Characterizing central extensions. V. Even’s strategy to
prove the characterization is to split coverings along the weakly univer-
sal covers constructed by M. Eisermann. These weakly universal covers
can be understood as the centralization of the canonical projective pre-
sentations (using free objects – see Section 3.5). Their structure and
properties used to show V. Even’s result derive from the structure and
properties of the free objects we described before. Thus even though
V. Even’s proof can be translated to the context of racks, we prefer to
work directly with free objects in the alternative proof below. This ap-
proach then easily generalizes to higher dimensions without us having to
build the weakly universal higher-dimensional coverings from scratch.

Proposition 3.2.1. Any rack-covering f : A→ Fr(B) with free codomain
is a trivial extension.

Proof. In order to test whether f is a trivial extension, consider
x ∈ A and g = a1

δ1 · · · anδn in Pth(A) for n ∈ N, a1, . . ., an in A and
δ1, . . ., δn in {−1, 1}. Assume that f sends the trail (x, g) to the loop
(f(x), ~f(g)):

f(a) · (f(a1)δ1 · · · f(an)δn) = f(x) /δ1 f(a1) · · · /δn f(an)

= f(x /δ1 a1 · · · /δn an) = f(x),
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where we write f(ai) ..= pthFr(B)(f(ai)) (which does not mean that f(ai)

is in B). We have to show that (x, g) was a loop in the first place:

x · g = x /δ1 a1 · · · /δn an = x.

(∗) Since Fr(B) is projective (with respect to surjective morphisms) and
f is surjective, there is a morphism of racks

s : Fr(B)→ A

such that fs = 1Fr(B). Then s induces a group homomorphism

~s : Pth(Fr(B))→ Pth(A)

such that for each 1 ≤ i ≤ n,

~s[f(ai)] = pthA(sf(ai)) =: sf(ai)

(see Paragraph 2.4.2), and thus

e = ~s[f(a1)]δ1 · · ·~s[f(an)]δn = sf(a1)δ1 · · · sf(an)δn .

Hence in particular we have

x /δ1 sf(a1) · · · /δn sf(an) = x · (sf(a1)δ1 · · · sf(an)δn) = x · e = x.

Finally since for each 1 ≤ i ≤ n we have f(sf(ai)) = f(ai), M =

(x, (ai, sf(ai), δi)1≤i≤n) is an f -horn, which has to retract since f is a
covering:

x /δ1 a1 · · · /δn an = x /δ1 sf(a1) · · · /δn sf(an) = x. �

In this one-dimensional context, the characterization of coverings from
Proposition 3.1.4 allows for a shorter version of this proof. Since a direct
generalization of Proposition 3.1.4 in higher dimensions is not yet clear
to us, we prefer to keep the previous, more visual version of the proof as
our main reference. However, you may want to replace what follows (∗)
in the previous proof by:

Proof. [...] (∗) Now since the action of Pth(Fr(B)) on Fr(B) is free,
any loop in Pth(Fr(B)) must be trivial, and in particular

f(a1)δ1 · · · f(an)δn = e.

Hence g ∈ Ker(~f), and thus by Proposition 3.1.4, x · g = x, which
concludes the proof. �
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Note finally that the exact same proofs work for quandle coverings, using
the fact that if A is a quandle, we may then always choose ai’s and δi’s
such that

∑
i δi = 0. Then f(a1)δ1 · · · f(an)δn is in Pth◦(Fq(B)) which

acts freely on Fq(B). The rest of both proofs remain identical.

Proposition 3.2.2. If a quandle-covering f : A→ Fq(B) has a free
codomain, then it is a trivial extension.

By Lemma 3.1.2, and the previous propositions, the strategy of Section
1.0.12 yields Theorem 2 from [39], as well as:

Theorem 3.2.3. Rack coverings are the same as central extensions of
racks.

3.3. Comparing admissible adjunctions by factorization. The
notions of trivial object and connectedness, or trivialising relation C0,
coincide in racks and quandles. These are understood as the zero-
dimensional central extensions and centralizing relations. In dimension
1, the notions of central extensions in racks and quandles also coincide.
Further we also have coincidence of the centralizing relations and the
corresponding notions in dimension 2. Before we move on, we show how
these results are no coincidence and can be studied systematically as a
consequence of the tight relationship between the π0-admissible adjunc-
tions of interest.

Expanding on Paragraph 2.3.8 we get a factorization as in 2.4.20, where
all triangles commute and all the adjunctions are admissible:

Rck

rFq

)/

π0

�$

⊥ Qnd

I

io

π0

��

Set.

I

EL

I

Ze

aa

Since we are dealing here with several different Galois structures: Γ from
Rck to Set, rΓq from Rck to Qnd and say Γq ..= (Qnd, Set, π0, I, η, ε,
E); we specify the Galois structure with respect to which the concepts
of interest are discussed.
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Lemma 3.3.1. If f : A→ B is a Γ-trivial extension, then f is also rΓq-
trivial, and the image rFq(f) of f is a Γq-trivial extension in Qnd.

Proof. The Γ-canonical square of f in Rck is given on the left, and
factorizes into the composite of double extensions on the right:

A

f
��

ηA
,2 π0(A)

π0(f)
��

B
ηA

,2 π0(B),

A

f
��

rηqA
,2

rFq(A)

rFq(f)
��

η rFq(A)
,2 π0(A) = π0( rFq(A))

π0(f)
��

B
rηqB

,2
rFq(B)

η rFq(B)

,2 π0(B) = π0( rFq(B)).

Hence if f is a trivial extension, then this composite is a pullback square.
The composite of two double extensions is a pullback if and only if both
double extensions are pullbacks themselves (see for instance Part II,
Lemma 1.1.4). �

Lemma 3.3.2. An extension f : A→ B in Qnd is

(i) Γq-trivial in Qnd if and only if I(f) is Γ-trivial in Rck;
(ii) Γq-central in Qnd if and only if I(f) is Γ-central in Rck.

Proof. The first point (i) is immediate by the previous lemma, and
the fact that the π0-canonical squares of I(f) in Rck is the same as the
image by I of the Γq-canonical square of f in Qnd. Note also that I

preserves and reflects pullbacks.

For the second statement (ii), if f is Γq-central, then there is an extension
p : E → B such that the pullback of f along p is Γq-trivial. We may
conclude by taking the image by I of this pullback square. Now if I(f) is
Γ-central in Rck, there exists p : E → B in Rck such that the pullback t
of I(f) along p is Γ-trivial in Rck. Taking the quotient along rηq of this
pullback square (1) yields a factorization of (1):

E ×B A
t
��

rηqP
,2

rFq(E ×B A)

rFq(t)
��

,2 A

f
��

E
rηqE

,2
rFq(E)

rFq(p)
,2 B.

Again, since the left hand square is a double extension, and the composite
is a pullback, both squares are actually pullbacks and thus f is Γq-
central. �
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Now since the π0-adjunction is strongly Birkhoff (both in Rck and Qnd),
central extensions are closed by quotients along double extensions in
ExtRck (or ExtQnd – see also Proposition 3.4.7).

Corollary 3.3.3. The image by rFq of a Γ-central extension f : A→ B

in Rck is a Γq-central extension in Qnd.

Proof. The image rFq(f) is Γq-central extension if and only if
I( rFq(f)) is Γ-central. Since Set is strongly Birkhoff in Rck, I( rFq(f))

is the quotient of a Γ-central extension in Rck along a double extension
and thus is still Γ-central in Rck. �

Proposition 3.3.4. If the image by rFq of an rΓq-trivial extension
f : A→ B in Rck is a Γq-central extension in Qnd, then f is Γ-central
in Rck.

Proof. Consider the following commutative cube in Rck where we
omit the inclusion I : Qnd→ Rck. The back face is a pullback by con-
struction. The right hand face is a pullback by assumption, and the left
hand face is a pullback by Proposition 2.5.11. We deduce that the front
face is a pullback as well.

P1
,2

t

��

rηqP1

z�

A

f

��

rηqA
z�

rFq(P1) ,2

rFq(t)

��

rFq(A)

rFq(f)

��

Fr(B)

rηq
Fr(B)

z�

εrB
,2B

rηqBz�

Fq(B)
rFq(εrB)

,2
rFq(B)

Since rFq(f) is Γq-central by assumption, and since

rFq(εrB) : Fq(B) = rFq(Fr(B))→ rFq(B)

factorizes as

Fq(B)
Fq( rηqB)

,2 Fq( rFq(B))
Fq(εq

rFq(B)
)
,2

rFq(B),

both rFq(t) and t are Γ-trivial as the pullback of a trivial extension. �
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Example 3.3.5. Some extensions of racks which are not central, still
have central images under rFq. Define the involutive rack with under-
lying set {a, a2, b, b2, 1, 2}, and an operation / such that a, a2, b and b2

have the same action and, moreover,

/ a a2 b b2 1 2

a a2 a b2 b 1 2

1 b b2 a a2 1 2

2 b2 b a2 a 1 2

We may check by hand that the axioms (R1) and (R2) are satisfied. Then
define the morphism of racks f , with codomain the trivial rack {x, 1}
and which sends letters to x and numbers to ?. We have that a / 1 =

b 6= b2 = a / 2, and thus f is not central. However we compute the
morphism rFq(f) : Qab?? → {x, ?}, where Qab?? is as in Example 2.3.14
but with two distinct ?’s which act in the same way. This morphism
merely identifies the letters and the stars and thus it is central.

Of course some rack homomorphisms which are not rΓq-trivial are still
Γ-central: we already mentioned the important example of rηqA for any
rack A.

Before even studying the next steps of the covering theory, we can predict
that what happens in Qnd directly follows from what happens in Rck.

Corollary 3.3.6. If the full subcategory CExtRck of central extensions
of racks is reflective within the category of extensions ExtRck (see Theo-
rem 3.3.1 for details), then also CExtQnd is reflective in ExtQnd and the
reflection is computed as in ExtRck, via the inclusion I : Qnd→ Rck.

Proof. Since Qnd is closed under quotients in Rck, the centraliza-
tion of an extension in Qnd ⊆ Rck yields an extension in Qnd which is
moreover central by Lemma 3.3.2. The universality in CExtQnd directly
derives from the universality in CExtRck by the same arguments. �

3.4. Centralizing extensions. We adapt the result from [36], show-
ing the reflectivity of quandle coverings in the category of extensions, to
the context of racks. We put the emphasis on our new characteriza-
tions of the centralizing relation which works the same for racks and
for quandles. We also prepare the ingredients to show the admissibility
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of coverings within extensions, and the forthcoming covering theory in
dimension 2.

Let us define E1 to be the class of double extensions in ExtRck.

Theorem 3.4.1. The category CExtRck is an (E1)-reflective subcategory
of the category ExtRck with left adjoint F1 and unit η1 defined for an
object f : A→ B in ExtRck by η1

f
..= (η1

A, idB), where η1
A : A→ A/C1(f)

is the quotient of A by the centralizing congruence C1(f), which can be
defined in the following equivalent ways:

(i) C1(f) is the equivalence relation on A generated by the pairs
(x / a /−1 b, x) for x, a, and b in A such that f(a) = f(b),

(ii) a pair (a, b) of elements from A is in the equivalence relation
C1(f) if and only if a and b are the endpoints of a horn, i.e. there
exists a horn M = (x, (ai, bi, δi)1≤i≤n) such that x · gMa = a and
x · gMb = b,

(iii) C1(f) is the orbit relation ∼
Ker(~f)

(or equivalently ∼K~f
) induced

by the action of the kernel of ~f (i.e. the group of f -symmetric
paths).

Observing that C1(f) ≤ Eq(f), the image of f by F1 is defined as the
unique factorization of f through this quotient:

A

η1A
#+

f
,2 B

A/C1(f)
F1(f)

3;

The definition of F1 on morphisms α = (α>, α⊥) : fA → fB decomposes
into the top component F>

1(α) : A>/C1(fA)→ B>/C1(fB) defined by the
universal property of the quotients η1

A>
for fA : A> → A⊥; and the bottom

component F1
⊥(α) = α⊥ which simply returns the bottom component of

α.

Proof. Using definition (i) for the centralizing relation, the proof
of Theorem 5.5 in [36] easily translates to the context of racks. Then
given an extension f : A→ B, the unit η1

f = (η1
A, idB) is indeed a double

extension since its bottom component is an isomorphism. It remains
to show that the definitions (ii) and (i) are equivalent, since (iii) is
equivalent to (ii) by Proposition 2.4.16.
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First we show by induction on n ∈ N that C1(f), defined as in (i),
contains all pairs that are endpoints of a horn. Then we show that the
collection of such pairs defines a congruence containing the generators of
C1(f). This then concludes the proof.

Step 0 is satisfied by reflexivity of C1(f). Now assume that if (a, b)

is a pair of elements in A, which are the endpoints of a given horn
M = (x, (ai, bi, δi)1≤i≤n) of length n ≤ k, for some fixed natural number
k, then (a, b) ∈ C1(f). We show that the endpoints a ..= x · gMa and
b ..= x · gMb of any given horn M = (x, (ai, bi, δi)1≤i≤k+1) of length k + 1

are in relation by C1(f). Indeed, define a′ = a /−δk+1 ak+1 and b′ =

b /−δk+1 bk+1. Then we have that (a′, b′) ∈ C1(f) by assumption and,
moreover,(
a = a′ /δk+1 ak+1

)
C1(f)

(
b′ /δk+1 ak+1

)
C1(f)

(
b′ /δk+1 bk+1 = b

)
by compatibility of C1(f) with the rack operation, together with re-
flexivity, and further by definition (i) of C1(f). We may conclude by
transitivity of C1(f).

Now define the symmetric set relation S as the subset of A × A, given
by pairs of endpoints of f -horns. Looking at horns of length 0 and 1, S
defines a reflexive relation containing the generators of C1(f). It is also
easy to observe that it is compatible with the rack operation. Thus it
remains to show transitivity. In order to do so, for k and n in N, consider
a horn M = (x, (ai, bi, δi)1≤i≤k), and its endpoints a and b as before, as
well as a horn N = (z, (ci, di, γi)1≤i≤n) with endpoints c = z · gNa and
d = z · gNb . If b = c then also (a, d) is in S since:

a = x /δ1 a1 · · · /δk ak /−γn cn · · · /−γ1 c1 /
γ1 c1 · · · /γn cn,

d = x /δ1 b1 · · · /δk bk /−γn cn · · · /−γ1 c1 /
γ1 d1 · · · /γn dn. �

By Corollary 3.3.6, what we deduced about the functor F1 restricts to the
domain CExtQnd, and so also describes the left adjoint to the inclusion
in ExtQnd from Theorem 5.5. in [36]. In addition to Corollary 3.3.6, we
further describe how centralization behaves with respect to rFq.

3.4.2. Navigating between racks and quandles. Observe that the ad-
junction

Rck

rFq

(/

⊥ Qnd

I

ho
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induces (in the obvious way) an adjunction

ExtRck

rFq
1

)0

⊥ ExtQnd

I

ip

with unit given by r
1η
q = (rηq, rηq). Then by Corollary 3.3.3 this ad-

junction restricts to the full subcategories of central extensions:

CExtRck

rFq
1

*0

⊥ CExtQnd

I

ip

Proposition 3.4.3. We have the following square of adjunctions, in
which all possible squares of functors commute (up to isomorphism):

ExtRck

a
rFq

1

.5

F1

��

> ExtQnd

a

I
nu

F1

��

CExtRck >

I

RZ

rFq
1

.4
CExtQnd.

I
nu

I

RY

Proof. Corollary 3.4.4 gives commutativity of the square F1 I =

I F1 from the top right to the bottom left. In the opposite direction,
I rFq

1 = rFq
1 I by Corollary 3.3.3 again. Finally bottom-right to top-

left I I = I I commutes trivially, from which we can deduce, by uniqueness
of left adjoints, that rFq

1 F1 = F1 rFq
1. �

In particular we have:

Corollary 3.4.4. If f : A→ B is a morphism of racks, then the cen-
tralization

F1( rFq(f)) : rFq(A)/C1( rFq(f))→ rFq(B)

of rFq(f) is equal (up to isomorphism) to the reflection

rFq(F1(f)) : rFq(A/C1(f))→ rFq(B)

of the centralization F1(f) of f .
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3.4.5. Towards admissibility in dimension 2. A reflector such as F1,
of a subcategory of morphisms containing the identities into a larger class
of morphisms can always be chosen such that the bottom component of
the unit of the adjunction is the identity [64, Corollary 5.2]. This is
important in order to obtain higher order reflections and admissibility, for
we relate certain problems back to the first level context (which has the
advantage of being complete, cocomplete and Barr-exact). For dimension
2, we need this reflection to be strongly Birkhoff. Below we have the
results we need for the permutability condition on the kernel pair of the
unit (“strongly”) and for the closure by quotients of central extensions
(“Birkhoff”).

Proposition 3.4.6. Given a rack extension f : A→ B (or in particular
an extension in Qnd) as before, the kernel pair C1(f) of the domain-
component η1

A of the unit η1
f

..= (η1
A, idB), commutes with all congruences

on A, in Rck (and so also in particular in Qnd).

Proof. By Theorem 3.3.1, the centralizing relation C1(f) is an orbit
congruence which thus commutes with any other congruence on A. �

As we shall see in Part II (Remark 1.3.3), the following property is a
consequence of the fact that the Galois structure Γ, in dimension 0, is
strongly Birkhoff. For now we show by hand:

Proposition 3.4.7. If α = (α>, α⊥) : fA → fB is a double extension of
racks (or in particular quandles)

A>

α>
,2

p %,

fA

��

B>

fB

��

A⊥ ×B⊥ B>

π2
07

π1
v�

A⊥ α⊥
,2 B⊥

then the morphism ᾱ : C1(fA)→ C1(fB) induced between the centralizing
relations C1(fA) and C1(fB) is a regular epimorphism. Moreover, if fA
is a central extension then fB is a central extension.

Proof. Certainly if we show that ᾱ is a regular epimorphism, then
assuming that fA is central, then its centralizing relation is trivial, hence
the centralizing relation of fB is trivial, showing that fB is central (note
that in this context, it is enough to have preservation of centrality by
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quotients along double extensions in order to have surjectivity of ᾱ, see
Part II and III).

We pick a pair (x / y, x / z) amongst the generators of C1(fB) (i.e. with
fB(y) = fB(z)). Since α⊥ is surjective we get a ∈ A⊥ such that α⊥(a) =

fB(y). Now both pairs (a, y) and (a, z) are in the pullback A⊥ ×B⊥ B>

hence there exist t and s in A> such that α>(t) = y, α>(s) = z and
fA(t) = fA(s) = a, by surjectivity of p. Now there is also u ∈ A> such
that t(u) = x and the pair (u / t, u / s) is a generator of C1(fA) by
definition. It is also sent to (x / y, x / z) ∈ C1(fB) by ᾱ by construction.
All generators of C1(fB) are thus in the image of ᾱ, and this concludes
the proof. �

Corollary 3.4.8. Given a morphism α = (α>, α⊥) : fA → fB in ExtRck

such that α> and α⊥ are surjections, then the square below (where P ..=

(A>/C1(fA)) ×(B>/C1(fB)) B>) is a double extension of racks. Similarly
in ExtQnd.

A>

α>
,2

p
&-

η1A>

��

B>

η1B>

��

P
π2

/6

π1
u~

(A>/C1(fA))
F>1(α)

,2 (B>/C1(fB))

Proof. By Lemma 1.2 in [10], this square is a pushout as a con-
sequence of Proposition 3.4.7. Then by Proposition 5.4 in [25], p is a
surjection as well, making α into a double extension. �

In Part II we complete the proof that

Γ1 = (ExtRck,CExtRck,F1, I, η
1, ε1, E1)

forms an admissible Galois structure such that morphisms in E1 are of
effective E1-descent [79, 78].

3.5. Weakly universal covers & fundamental groupoid. We
insist on the importance of the new results of this section and the fol-
lowing, in achieving a precise theoretical understanding and expansion
of M. Eisermann’s covering theory of quandles (as a continuation of
V. Even’s contributions).
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3.5.1. Centralizing the canonical presentations. Weakly universal cov-
ers (w.u.c.) for quandles were described by M. Eisermann. He also in-
dicated how to adapt his theory to the case of racks. In this section, we
recover his constructions from the centralization of the canonical pro-
jective presentations as explained in the introduction. Note that the
difference between the w.u.c. in racks and in quandles is then due to the
difference between the canonical projective presentations rather than the
centralizations which are the same.

Given εrX : Fr(X)→ X, the canonical projective presentation of a rack,
we saw in Paragraph 2.4.4 that the induced morphism ~ε rX is actually the
quotient map ~ε rX = qX : Fg(X)→ Pth(X) from Subsection 2.4. Hence
the kernel of ~ε rX is given by

Ker(~ε rX) = 〈〈c−1a−1x a | a, x, c ∈ X and c = x / a〉〉Fg(X).

Since the action of Pth(Fr(X)) = Fg(X) is by right multiplication, two
elements (a, g) and (b, h) in Fr(X) are identified by the centralizing re-
lation C1(εrX) if and only if a = b and there is k ∈ Ker(~ε rX) such that
g = hk. In other words, the domain component η1

Fr(X) of the centraliza-
tion unit is given by the product

X o Fg(X)
idX ×qX

,2 X o Pth(X),

where the operation in X̃ ..= X o Pth(X) is defined as in Paragraph
2.2.3.1, Equation (15).

Definition 3.5.2. Given a rack X, we define the associated weakly uni-
versal cover of X to be the centralised map ωX ..= F1(εrX)

X̃ ..= X o Pth(X)
ωX
,2 X,

where ωX sends a trail (a, g) ∈ X̃ to its endpoint a · g, and trails in X̃

“act by endpoint” as in Fr(X). Note that this construction is functorial
in X, yielding a functor −̃ : Rck → Rck which sends a morphism of
racks f : A→ B to the morphism f̃ ..= f × ~f : Ã→ B̃; and a natural
transformation ω : −̃ → idRck, whose component at X is ωX .

Then the action of Pth(X) induced by the covering ωX on X̃ = X o
Pth(X) is by right multiplication, and is thus free. Given any other
covering f : B → X, together with a splitting function s : X → B in Set

such that fs = idX , a factorization ωf : X̃ → B of ωX through f is given
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by ωf (a, e) ..= s(a) and compatibility with the action of Pth(X) on X̃

and B (see Corollary 3.1.5).

Starting with the canonical projective presentation of a quandle

εqX : X o Pth◦(X)→ X,

the same reasoning yields a w.u.c. with the same properties

X̃◦ ..= X o Pth◦(X)
ωqX
,2 X,

such that the quandle structure on X o Pth◦(X) is as for Fq(X) (Para-
graph 2.5.13). As in the case of racks, this describes a functor as well
as a natural transformation whose component at any quandle A is ωqA.
Observe that Corollary 3.4.4 implies that X̃◦ ..= X o Pth◦(X) is actu-
ally the free quandle on the rack X̃ ..= X o Pth(X) and thus if X is a
quandle, then ωqX is merely the image of ωX by rFq.

As it was proved by V. Even [40], every covering of X is split by ωqX in
Qnd and a similar argument shows that every covering of X is split by
ωX in Rck. This derives more generally from Corollary 3.4.8:

Proposition 3.5.3. If the extension c : A → B is split by an extension
e : E → B, then it is also split by the centralization of this extension e,
namely F1(e) : E → B. As a consequence, c must be split by any weakly
universal cover above B.

Proof. Consider the reflection by F1 of the pullback P of e and
c as on the right-hand side of Diagram (22). Since the composite of
two double extensions is a pullback if and only if both double exten-
sions are pullbacks themselves, Corollary 3.4.8 implies that the commu-
tative squares t′η1

P = η1
Et and cF1(f) = F1(e)t′ are pullback squares,

where t′ ..= F>
1[(t, c)]. Hence, since ηE = η(E/C1(e))η

1
E , and similarly

ηP = η(P/C1(f))η
1
P , the F -reflection square ηEt = π0(t)ηP at t (which

is a pullback by assumption) factors through the F -reflection square
π0(t′)η(P/C1(f)) = η(E/C1(e))t

′ at t′ via the pullback square t′η1
P = η1

Et.
Since the square π0(t′)η(P/C1(f)) = η(E/C1(e))t

′ is a double extension, it
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is actually a pullback, which shows that t′ is a trivial extension.

π0(P ) rl
ηP

π0(t)

��

P
f

,2

t

��

η1P

z�

A

c

��

π0(P ) rl
η(P/C1(f))

π0(t)=π0(t′)

��

P/C1(f)
F1(f)

,2

t′

��

A

c

��

π0(E) rl
ηE

E

η1E

z�

e
,2B

π0(E) rl
η(E/C1(e))

E/C1(e)
F1(e)

,2B

(22)

We conclude by observing that a weakly universal cover above B factors
through F1(e) and trivial extensions are stable by pullbacks (see also
Diagram 13). �

Given any X in Rck (respectively Qnd), the covering ωX (respectively
ωqX) is split by itself and thus it is a normal covering. Hence its kernel pair
is sent to a groupoid by the reflection π0 (see [9, Lemma 5.1.22]) and
thus we can construct the fundamental groupoid (see Section 1 in the
introduction) yielding functors πr1 : Rck→ Grpd and πq1 : Qnd→ Grpd,
with codomain the category of ordinary groupoids Grpd (i.e. the category
of internal groupoids in Set).

Definition 3.5.4. The functor π1 : Rck→ Grpd is defined on objects by
sending a rack X to πr1(X), the image by π0 of the groupoid induced by
taking the kernel pair of ωX . Functoriality is induced by functoriality of
ω.

Similarly the functor πq1 : Qnd→ Grpd is defined by sending a quandle X
to πq1(X), the image by π0 of the groupoid induced by taking the kernel
pair of ωqX .

From there, the Galois theorem yields an equivalence of categories be-
tween the category of coverings of X and the category of internal co-
variant presheaves over π1(X) (and similarly for Qnd, see Section 1 and
references).
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3.5.5. The fundamental groupoid. We show that the fundamental
groupoid π1(X) (respectively πq1(X)) for an object X in the category
Rck (respectively Qnd) is indeed the groupoid induced by the action of
Pth(X) (respectively Pth◦(X)) on X, as suggested in M. Eisermann’s
work (see [38, Section 8]). As was mentioned in the introduction, these
results, and categorical Galois theory, give a positive answer to M. Eis-
ermann’s questions about the relevance of his analogies with topology.
Results about the fundamental group of a connected pointed quandle
were given by V. Even in [39]. We generalize these results to the non-
connected, non-pointed context in both categories Rck and Qnd. Ex-
ploiting the analogy with the covering theory of locally connected topo-
logical spaces, this result confirms the intuition that the elements of the
group Pth(X) (respectively Pth◦(X)) are representatives of the classes
of homotopically equivalent paths which connect elements in the rack
(respectively quandle) X.

Definition 3.5.6. Given a set X and a group G together with an action
of G on X, we build the ordinary groupoid (of elements) G(X,G) (in Set)

X2

p1
,2

p2
,2

m ,2 X1

−1
��

c
,2

d
,2
Xilr

where X0
..= X, X1

..= X ×G and for a ∈ X0, (a, g) ∈ X1,

d(a, g) ..= a; c(a, g) ..= a · g; i(a) ..= (a, e); (a, g)−1 ..= (a · g, g−1);

p1, p2 : X2 ⇒ X1 form the pullback of c and d; and m is the composition
function defined for 〈(a, g), (b, h)〉 in X2 by

m〈(a, g), (b, h)〉 ..= (a, g) · (b, h) ..= (a, gh).

Note that this construction actually defines a functor from the category
of group actions to the category of ordinary groupoids.

Theorem 3.5.7. Given an object X in Rck (respectively Qnd), the fun-
damental groupoid π1(X) (resp. πq1(X)) is given by the set groupoid
G(X,Pth(X)) (resp. G(X,Pth◦(X))). Moreover, the groupoid morphisms in-
duced by f : X → Y via Pth (resp. Pth◦) and G correspond to π1(f)

(resp. πq1(f)).

Proof. Given the kernel pair d1, d2 : X ′1 ⇒ X ′ of the weakly uni-
versal cover ωX : X̃ → X (resp. ωqX : X̃◦ → X), we define the groupoid
G as in Diagram (23), where X ′2 is the pullback of d2 and d1, and
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m′ is the composition function defined by the unique factorization of
d2 ◦ p′2, d1 ◦ p′1 : X ′2 ⇒ X ′ through d2, d1 : X ′1 ⇒ X ′.

X ′2

p′1
,2

p′2

,2
m′ ,2 X ′1

−1
��

d2
,2

d1

,2
X ′ulr (23)

Remember that a trail (a, g) ∈ X ′ is represented as an arrow

g : a ,2 a · g

and the action of a trail on another is as in Paragraph 2.2.3.1, Equa-
tion (15), where the composition of arrows is understood by multiplica-
tion in Pth(X) (resp. Pth◦(X)).

By definition, the elements in X ′1 are then pairs of trails with same
endpoint (diagram on the left), and the rack (resp. quandle) operation
is defined component-wise such that we have the equality on the right:

a · g = b · h

a

7Ag

b

]g h ;

a′ · h′ = b′ · g′

5

a · (hk) = b · (gk)

a′

6?h′

a · h = b · g b′
_h g′

= a · h = b · g

LRk

a

5?h

b

_i g

a

4=h

b

aj g

(24)

where k ..= (h′)−1a′h′ (resp. k ..= (a · h)−1(h′)−1a′h′). Finally observe
that X ′2 is composed of pairs of elements in X ′1 with one matching leg
(such as represented on the left), which images by m′ are given as in the
right-hand diagram:

a · g = b · h = a′ · g′

a

3;g

b

LRh

a′
dl g
′ � m′ ,2

a · g = a′ · g′

a

5>g

a′
ai g
′

Again the operation in X ′2 is defined component-wise and behaves as in
X ′1.

We compute the image π0(G) which is π1(X) (resp. πq1(X)) by defi-
nition. Working on each object separately, first observe that as for
Fr(X) (resp. Fq(X)), the unit ηX′ : X ′ → π0(X ′) = X sends a trail
(a, g) ∈ X o Pth(X) (resp. in X o Pth◦(X)) to its head a ∈ X, i.e. ηX′
is given by the product projection on X. Now for each pair of trails
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α = 〈(a, g), (b, h)〉 in X ′1, we define the trail µ(α) ..= (a, gh−1) in X ′:

α =
a · g = b · h

a

5>g

b

_i h 7→
a · g = b · h

�) h−1

a

5>g

b

=: µ(α).

Observe that this trail µ(α) is invariant under the action on α, of other
pairs β = 〈(a′, g′), (b′, h′)〉 in X ′1, since

µ(α / β) = (a, hkk−1g−1) = µ(α),

where k = (h′)−1a′h′ (resp. k = (a · h)−1 (h′)−1a′h′) is the common part
of both left and right legs as in Equation (24). Conversely suppose that α,
α′ in X ′1 have the same image by µ, we show that α and α′ are connected
in X ′1. Indeed, α and α′ must then be of the form α = 〈(a, g), (b, h)〉
and α′ = 〈(a, g′), (b, h′)〉, such that moreover gh−1 = g′h′−1. Then the
path l ..= h−1h′ = g−1g′ ∈ Pth(X) (resp. in Pth◦(X)) decomposes as
a product l = x0

δ0 · · ·xnδn , such that all the pairs 〈(xi, e), (xi, e)〉 are
in X ′1 (and we have moreover

∑n
i=0 δi = 0 in the context of Qnd). By

acting with these pairs “− /δi 〈(xi, e), (xi, e)〉” on α, we may obtain α′ as
in the diagram on the right:

α ..=

a · g = b · h

a

6@g

b

^h h

and

α′ ..=

a · g′ = b · h′

a

6?g′

b

_h h′ =

a · (gl) = a · (hl)

a · g = b · h
LRl

a

3;g

b

ck h

Hence we have the unit morphism ηX′1 = µ : X ′1 → π0(X ′1) where π0(X ′1)

is π0(Eq(ωX)) = X × Pth(X) (resp. π0(Eq(ωqX)) = X × Pth◦(X)). We
may then compute π0(d2) = c, π0(d1) = d, π0(i) = u and π0(−1) = −1,
as displayed in the commutative diagram of plain arrows,

X ′2
ηX′2

=µ×µ
��

p′1
,2

p′2

,2
m′ ,2 X ′1

ηX′1
=µ

��

−1
�� d2

,2

d1

,2
X ′

ηX′=d
��

ulr
ωX (resp. ωqX)

,2 X

X2

p1
,2

p2
,2

m ,2 X1

−1

CK

c
,2

d
,2
Xilr
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where the bottom groupoid is the inclusion in Rck (resp. Qnd) of the
groupoid G(X,Pth(X)) (resp. G(X,Pth◦(X))) from Set. Hence X1 = X ×
Pth(X) (resp. X1 = X × Pth◦(X)) has the same underlying set as X ′,
and the underlying functions of ηX′ and d are both given by “projection
on X”.

Then since ωX (resp. ωqX) is a normal covering, d1 and d2 are trivial
extensions, so that the commutative squares dd1 = dµ and dd2 = cµ are
actually pullback squares. Hence the pullback

p′1, p
′
2 : X ′2 ⇒ X ′1

of d2 and d1 and the pullback p1, p2 : X2 ⇒ X1 of c and d, induce a mor-
phism f : X ′2 → X2 which is thus the pullback of ηX′1 = µ and computed
component-wise as f = µ × µ. By admissibility of the Galois structure
Γ (see Paragraph 2.3.11 and [71]), this morphism is also the unit com-
ponent f = ηX′2 . Finally the commutativity of the square µm′ = mηX′2
is given by construction (and easy to check by hand), which concludes
the proof that π1(X) = π0(G) = G(X,Pth(X)) (resp. πq1(X) = G(X,Pth◦(X))

in Qnd). �

3.5.7.1. Remarks. Remember from Paragraph 2.3.13 that the notion
of connectedness is not local. Now relate this fact to the regularity of
the fundamental groupoid of a rack, whose domain map is the projection
map of a cartesian product: given a rack A, the set of homotopy classes
of paths of a given domain a ∈ A is always Pth(A) and thus independent
of the domain a. Since every path is invertible, the same is true for the
homotopy classes of paths of a given endpoint.

One of D.E. Joyce’s main results is to show that the knot quandle [83] is a
complete invariant for oriented knots. Now the knot group of an oriented
knot, which is the fundamental group of the ambient space of the knot
[94], is also computed as the group of paths of the knot quandle. In other
words, the knot group is the fundamental group of the knot quandle, in
the sense of the covering theory of racks (not in the sense of the covering
theory of quandles).

Finally observe that π1(X) (resp. πq1(X)) can be equipped with a non-
trivial ad hoc structure of rack (resp. quandle) making it into an in-
ternal groupoid in Rck (resp. Qnd) with internal object of objects the
rack (resp. quandle) X. Given two trails (a, g) and (b, h) in X1, define
(a, g) / (b, h) ..= (a / b, b−1gh−1bh) (note that if g, h ∈ Pth◦(X), then
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b−1gh−1bh ∈ Pth◦(X)). Unlike in X̂ (resp. X̂◦), trails act on each other
with both their heads and end-points, which means that both projec-
tions to X are morphisms in Rck (resp. Qnd). The rest of the structure
is easy to derive.

3.5.7.2. Working with skeletons. As we shall see in the next section,
we are interested in the fundamental groupoid, up to equivalence. Given
a rack A, we thus also describe a skeleton S of π1(A) (in the sense of
[89, Section IV.4]). The resulting groupoid S is not regular like π1(A),
it is totally disconnected and its vertices are the connected components
of A. With the objective of interpreting the fundamental theorem of
Galois theory, the homotopical information contained in π1(A) can be
made more explicit using its skeleton.

Definition 3.5.8. Given an object A in Rck (respectively in Qnd), we
call a pointing of A any choice of representatives I ..= {ai}i∈π0(A) ⊆ A

such that ηA(ai) = [ai] = i for each equivalence class i ∈ π0(A). Then
for any element a ∈ A, define Loopa as the group of loops l ∈ Pth(A)

(resp. l ∈ Pth◦(A)) such that a · l = a. Observe that if [a] = [b], for some
a and b in A, then there is g ∈ Pth(A) (resp. g ∈ Pth◦(A)) such that
a = b · g and thus the subgroups Loopa and Loopb are isomorphic, via
the automorphism of Pth(A) (resp. Pth◦) given by conjugation with g.

Let us fix a pointing I ..= {ai}i∈π0(A) ⊆ A of A, then we define the
groupoid π1(A, I) (resp. πq1(A, I)) as

A2

p1
,2

p2
,2

m ,2 A1

−1
�� c

,2

d
,2
π0(A),ilr

where A1
..=
∐
i∈π0(A) Loopai is defined as the disjoint union, of the

underlying sets of Loopai ’s indexed by i ∈ π0(A). The domain and
codomain maps send a loop l ∈ Loopai to the index i ∈ π0(A). The set A2

is then the disjoint union of products A2
..=
∐
i∈π0(A)(Loopai ×Loopai)

and m is defined by multiplication in Loopai ≤ Pth(A) (resp. Loopai ≤
Pth◦(A)).

From the description of the skeleton of a groupoid obtained as in Defi-
nition 3.5.6, we deduce:

Lemma 3.5.9. For each I pointing of A object of Rck (respectively of
Qnd), π1(A, I) (respectively πq1(A, I)) is a skeleton of the fundamental
groupoid π1(A) (respectively πq1(A)).
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3.6. The fundamental theorem of categorical Galois theory.
In sections 5, 6 and 7 of [38], M. Eisermann studies in detail different
classification results for quandle coverings. We will not go into so much
depth ourselves, however we show how to recover and extend the main
theorems from these sections using categorical Galois theory.

Given an object A in Rck (respectively Qnd), the category of internal
covariant presheaves over π ..= π1(A) (resp. π ..= πq1(A)) are externally
described as the category of functors from π to Set and thus as the
category of π-groupoid actions on sets Setπ. Given a pointing I of A,
define π(I) ..= π1(A, I) (resp. π(I) ..= πq1(A, I) and deduce from π(I) ∼= π

that Setπ ∼= Setπ(I). Now π(I) is totally disconnected, thus the category
of π(I)-actions is equivalent to the category

∐
i∈π0(A) Set

Loopai whose
objects are sequences of Loopai-group actions (see Definition 3.5.8), in-
dexed by i ∈ π0(A), and morphisms between these are π0-indexed sums
of group-action morphisms. From the fundamental theorem of categori-
cal Galois theory (see for instance [71, Theorem 6.2]), classifying central
extensions above an object we deduce in particular:

Theorem 3.6.1. Given an object A in Rck and given a pointing I ..=

{ai}i∈π0(A) ⊆ A of A, there is a natural equivalence of categories be-
tween the category CExt(A) of central extensions above A and the category
Setπ1(A). The latter category is then also equivalent (but not naturally)
to Setπ1(A,I) ∼=

∐
i∈π0(A) Set

Loopai . The same theorem holds in Qnd, us-
ing the appropriate definition of Loopai and using πq1(A) and πq1(A, I)

instead of π1(A) and π1(A, I).

Corollary 3.6.2. The category of central extensions above a connected
rack A is equivalent to the category of Loopa-actions (from Definition
3.5.8), for any given element a ∈ A. The same is true in Qnd.

Example 3.6.3. We illustrate this result on a trivial example, to show the
difference between the context of Rck and that of Qnd. Consider the one
element set 1. The coverings above 1 in Qnd should all be surjective maps
to 1 in Set, whereas the coverings above 1 in Rck include for instance the
unit morphism rηqFr(1) = ηFr1

: Fr(1)→ Fq(1) = 1, whose domain is not
a set. Then observe that Pth(1) = Z and thus Pth◦(1) = {e} and since
there is only one element ∗ ∈ 1, Loop∗ is the former in Rck and the
latter in Qnd. Hence the category of coverings above 1 in Qnd is Set{e}

which is indeed equivalent to Set. The category of coverings above 1 in
Rck is given by SetZ, the category of Z-actions on sets, where Z is the
additive group of integers.
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3.7. Relationship to groups and abelianization. The following
relationship between π0 a I in Rck (or Qnd) and the abelianization in
groups has played an important role in the study of the present paper,
and in the identification of the relevant centrality conditions in higher
dimensions described in Part II and III.

Let us comment first of all that the subvariety of sets is absolutely not
a Mal’tsev category, and the adjunction π0 a I does not arise from
an abelianization adjunction like, for instance, in the case of abelian
sym quandles studied in [43] (a quandle is sym if / is commutative).
For instance, the distinction with the study in [43] is clear since the
only connected sym quandle is {∗}, also the only group whose conju-
gation is sym is the trivial group {e}. The relation between central-
ity in racks/quandles and the classical notions of centrality induced by
Mal’tsev or partial Mal’tsev contexts, appears to us as more subtle than:
one being merely an example of the other.

The following comments also apply to the context of Qnd, however we
like to work in the more “primitive” context of Rck considering the role
of Pth in the comparison with groups, and its tight relationship with the
axioms of racks.

We study which squares of functors commute in the following square of
adjunctions.

Rck

a

π0

07

Pth

��

> Set

a

I
pw

Fab

��

Grp >

Conj

QX

ab

07
Ab

I
pw

U

QX

(25)

Starting with an abelian group G, conjugation in G is trivial hence
Conj(I(G)) is the trivial quandle on the underlying set of G. Since also
both composites send a morphism to the underlying function we have
Conj I = I U and thus the restriction of Conj to abelian groups gives the
forgetful functor to Set. By uniqueness of left adjoints we must also have
Fab π0 = ab Pth. A direct proof easily follows from the corresponding
group presentations.
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Now starting with a set X in Set we may consider it as a trivial quandle
by application of I. Then we compute

Pth(I(X)) ..= Fg(X)/〈(x / a)−1a−1xa|a, x ∈ X〉

= Fg(X)/〈x−1a−1xa|a, x ∈ X〉,

which shows that for each set X we have Pth(I(X)) = I Fab(X), which
then easily gives Pth I = I Fab, i.e. the restriction of Pth to trivial racks
gives the free abelian group functor.

Observe that we cannot use uniqueness of adjoints to derive that π0 Conj

is the same as U ab. Indeed we compute that (π0, Conj, U, ab) is the only
square of functors that does not commute. Given a group G, the image
π0(Conj(G)) is given by the set of conjugacy classes. The corresponding
congruence in Qnd is given by

a ∼ b⇔ (∃c ∈ G)(c−1ac = b). (26)

Then the abelianization ab(G) is the quotient of G by the congruence
generated in Grp by the identities {c−1ac = a | a, c ∈ G}. We may
show that in general the equivalence relation defined in (26) does not
define a group congruence. A counter-example is given by the group
of permutations S3. It has three conjugacy classes given by cycles, two
permutations and the unit. The derived subgroup is the alternating
group A3 which is of order 2. This shows that there are less elements in
the abelianization of S3 than there are conjugacy classes in S3.

Understand that an “image” of the covering theory in Rck, arising from
the adjunction π0 a I can be studied in groups through the functor Pth

and its restriction to sets Fab. Note that Pth is neither full, or faithful,
nor essentially surjective. The functor Fab is full and faithful. We will
not study what information to extract from this image. Yet, again, we
have been using ingredients of this image to describe centrality in Rck

such as in Theorem 3.3.1. Observe moreover that any covering in racks
induces a central extension between the groups of paths [38, Proposi-
tion 2.39]. However, certain morphisms, such as f : Qab? → {∗}, which
are not central in Rck (or Qnd) are sent by Pth to central extensions of
groups, e.g.

~f : Pth(Qab?) = Z× Z→ Z = Pth({∗}) : (k, l) 7→ k + l.

In the other direction an “image” of the theory of central extensions of
groups can be studied in Rck via the “inclusion” Conj and its restriction
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U on abelian groups. Both Conj and U are not full but faithful, U

is moreover surjective. Again we shall not develop the full potential
of this study. Observe nonetheless that, similarly to the fact that a
group is abelian if and only if its conjugation operation is trivial, a
morphism of groups is central if and only if it gives a covering in racks
[38, Example 2.34], see also [38, Example 1.2] and comments below.





Part II

In this second part of the thesis, and based on the firm theoretical
groundings of categorical Galois theory, we identify the second order cov-
erings of racks and quandles, and the relative concept of centralization,
together with the definition of a suitable commutator in this context.

0.1. Towards higher dimensions. Recall that in order to extend
the covering theory of racks and quandles to higher dimensions, we first
look at the arrow category ExtRck (or ExtQnd). Given any category
C with a chosen class of extensions E (Convention 1.0.1), ExtC refers
to the full subcategory of extensions within the category of morphisms
(arrow category) ArrC. A morphism α : fA → fB in such a category
of morphisms is given by a pair of morphisms in C, which we denote
α = (α>, α⊥) (the top and bottom components of α) as in the commutative
Diagram (27).

A>

α>
,2

p %,

fA

��

B>

fB

��

A⊥ ×B⊥ B>

π2
07

π1
v�

A⊥ α⊥
,2 B⊥

(27)

If all morphisms in this commutative diagram are in E , including α’s
so-called comparison map p, then α is said to be a double extension [67].
For our purposes, the class of double extensions E1 is the appropriate
induced class of (two-dimensional) extensions in ExtC.

The inclusion I : CExtRck → ExtRck (and similarly for the inclusion
I : CExtQnd → ExtQnd), of the full subcategory of coverings in the
category of extensions, admits a left adjoint F1 : ExtRck → CExtRck.
The functor F1 universally makes an extension into a covering (or cen-
tral extension). It is said to universally centralize an extension (one-
dimensional centralization) in the same way that π0 universally trivializes
objects (zero-dimensional centralization). The unit η1 of the adjunction
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F1 a I is defined for an extension f : A → B by η1
f

..= (η1
A, idB), where

the kernel pair Eq(η1
A) of the quotient η1

A is denoted C1 f . As mentioned
before, it is generated by the pairs (x / a /−1 b, x) for x, a, and b in
A such that f(a) = f(b). Then η1

f ∈ E1 is a double extension making
CExtRck into an E1-reflective subcategory of ExtRck (Convention 1.0.1).
This data then fits into the square of adjunctions

ExtRck

a
F1

.5

Pth1

��

> CExtRck

a

I
ou

Pth1

��

ExtGrp >

Conj1

RY

ab1

.5
CExtGrp

I
ou

Conj1

RY

(28)

where the functors Pth1 and Conj1 are the appropriate restrictions of
the adjoint pairs induced by Pth a Conj between the categories of mor-
phisms above Rck and Grp. The functor ab1 is the centralization functor
in Grp sending a surjective group homomorphism f : G→ H to the cen-
tral extension of groups ab1(f) : G/[Ker f,G]Grp → H obtained from the
quotient of the domain of f : G/[Ker f,G]Grp. Here Ker f is the kernel
of f and for any normal subgroups X and Y ≤ G, the normal subgroup
[X,Y ]Grp ..= 〈xyx−1y−1 | x ∈ X, y ∈ Y 〉 ≤ X ∩ Y ≤ G denotes the clas-
sical commutator from group theory. As before, all squares of functors
in Diagram (28) commute, but for the square (F1, Conj1, ab1, Conj1)
which does not (see Example 2.2.1).

0.2. Content. In Section 1, we first show that categorical Galois
theory applies to the adjunction F1 a I on the top line of Diagram (28),
which we fit into a strongly Birkhoff Galois structure Γ1 (Section 1.3).
Alongside the results of Part I, this mainly consists in the recollection
of classical properties of double extensions, including a bit of descent
theory (see [79, 78] and references therein). The rest of Part II is then
aimed at the characterization and “visualization” of the induced notion of
Γ1-covering, or double central extension of racks and quandles, as it was
previously done for groups [67], leading to the developments of [50, 45].
Note that the study of the more technical categorical aspects of Section
1 is not necessary for the readers’ understanding of what follows. Sec-
tion 1.4 provides a useful transition to the rest of Part II, as we recall
our general method for the characterization of coverings, and produce a
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first visual representation of trivial Γ1-coverings. We define and study
the concept of double covering, also called algebraically central double
extension of racks and quandles in Section 2. We provide examples, and
the definition of a meaningful and well-behaved notion of commutator,
which captures (in the usual sense) the centralization congruence for ob-
jects, extensions and double extensions in the category of quandles. We
illustrate our methods and definitions via the characterization of normal
Γ1-coverings, which leads to a better understanding of two-dimensional
centrality. The concept of double covering (or algebraically central dou-
ble extension of racks and quandles) and the concept of Γ1-covering (or
double central extension of racks and quandles) are then shown to coin-
cide in Section 3. Section 3.3 is dedicated to the centralization of double
extensions (i.e. the reflection of the category of double extensions on the
category of double coverings) leading to the next step of the covering the-
ory. Finally, in Section 4 we hint at further research and we adapt the
concept of Galois structure with (abstract) commutators in such a way
that fits to our context and remains compatible with the developments
in [69].

1. An admissible Galois structure in dimension 2

In order to apply categorical Galois theory (see Part I, Section 1 and
references there) to the inclusion I : CExtC → ExtC (where C stands for
Rck or Qnd) of the category of coverings of racks (or quandles) in the
category of extensions, we first fit the reflection F1 a I into a Galois
structure Γ1 ..= (ExtC,CExtC,F1, I, η

1, ε1, E1) satisfying the conditions of
Convention 1.0.1. In order to do so, we need an appropriate class of
extensions in dimension 2. In dimension 1, the base category C = Rck

or C = Qnd is finitely cocomplete and Barr-exact [2], like any variety
of algebras. In short this means that C has finite limits and colimits,
it is regular (i.e. every morphism factors uniquely, up to isomorphism,
into a regular epimorphism, followed by a monomorphism, and these
factorizations are stable under pullbacks) and, moreover, every equiva-
lence relation is the kernel pair of its coequalizer. In such a context, a
fruitful class of extensions is given by the class of regular epimorphisms.
However, for a general Barr-exact C, the category ExtC is not necessarily
Barr-exact (see comment preceding Definition 3.4 in [50]); ExtRck and
ExtQnd even fail to be regular categories (see below). The class of regu-
lar epimorphisms is then not appropriate for applying Galois theory. As
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mentioned before, the appropriate class of extensions (in the category of
extensions) is given by the class of double extensions (E1).

Given C and E as above, let us briefly recall some well-known basic prop-
erties of the category ExtC, full subcategory of extensions within ArrC.
Limits in ArrC are computed component-wise. Given a diagram D in
ArrC, compute the limits L> and L⊥ in C of the diagrams obtained as the
top component of D and the bottom component of D respectively. The
limit l : L> → L⊥ of D in ArrC is given by the induced comparison map
between L> and L⊥. Using the regularity of C, limits can be computed
in ExtC as the regular epic part e of the regular epi-mono factorization
l = me of the limit in ArrC (precompose the legs of the limit L⊥ with the
mono part m to obtain the bottom legs of the limit e in ExtC). Pushouts
in ExtC are computed component-wise in C. The initial object is the
identity on the initial object of C. The coequalizer of a parallel pair of
morphisms in ExtC is computed component-wise in C, and the resulting
commutative square is a pushout square of regular epimorphisms. Given
a morphism α in ExtC which is a pushout-square of regular epimorphisms
in C, it is the coequalizer of its kernel pair computed in ExtC. Regular
epimorphisms in ExtC are thus the same as (oriented) pushout squares
of regular epimorphisms in C. Monomorphisms are morphisms for which
the top component is a monomorphism in C. Regular epi-mono factoriza-
tions exist, and are unique in ExtC, however these might not be pullback
stable in general.

Remark 1.0.1. When C is Rck or Qnd, regularity of ExtC would imply
that the category of surjective functions ExtSet is regular (since ExtSet

is closed under regular quotients and finite limits in ExtC). We recall
that not all regular epimorphisms in ExtSet are pullback stable (see also
[77, Remark 3.1] and Remark 1.2.4). Since Set is Barr-exact, ExtSet is
equivalent to the category ERSet of (internal) equivalence relations over
Set. Using the arguments from [76, Section 2], a regular epimorphism
in ERSet is given by a morphism ᾱ : Eq(fA)→ Eq(fB) and a surjective
morphism α> : A> → B> that commute with the projections of the equiv-
alence relations Eq(fA) ⇒ A> and Eq(fB) ⇒ B> (as in the top-right
corner of the commutative Diagram (44)) and such that (b, b′) ∈ Eq(fB)

if and only if there exists a finite sequence (a1, a
′
1), . . ., (an, a

′
n) ∈ Eq(fA)

with b = α>(a1), α>(a′i) = α>(ai+1) for i ∈ {1, . . . , n−1} and α>(a′n) = b′

[76, Proposition 2.2]. Such a morphism is a pullback stable regular epi-
morphism if and only if it is a regular epimorphism such that (b, b′) ∈
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Eq(fB) if and only if there exists (a, a′) ∈ Eq(fA) with b = α>(a1) and
α>(a

′) = b′ [76, Proposition 2.3(b)]. We adapt [87, Example 2.4] to this
context: define A> = {(0, a), (0, b), (1, a), (1, b)}, B> = {0, 1, 2} and α>
such that α>(0, a) = 0, α>(1, b) = 2 and α>(0, b) = α>(1, a) = 1 ∈ B>.
If Eq(fA) is the equivalence relation generated by the pairs ((0, a), (1, a))

and ((0, b), (1, b)); and Eq(fB) is B> × B>, then the pair (ᾱ, α>) defines
a regular epimorphism in ERSet, but it is not pullback stable. Indeed, its
pullback along the inclusion of {0, 2}× {0, 2}⇒ {0, 2} in B> ×B> ⇒ B>

is not a regular epimorphism.

It is convenient to bring back a problem or computation in ExtC to a
couple of problems and computations in C, using the projections on the
top and bottom components (this component-wise decrease in dimension
is essential for the inductive approach to higher covering theory [45]).
“From an engineering perspective”, our interest in the concept of a dou-
ble extension lies in the fact that pullbacks of such, and subsequently
many other constructions involving double extensions, can be computed
component-wise in C.

1.1. Basic properties of double extensions. In short, we hope
for the class of double extensions to have as many good properties in
ExtC as the class of regular epimorphisms has in the Barr-exact category
C. Note that since double extensions are regular epimorphisms in ExtC,
a double extension which is a monomorphism in ExtC is an isomorphism.
Note that Proposition 3.5 and Lemma 3.8 from [50] easily generalize to
our context as it was observed in [48] (Example 1.11, Proposition 1.6
and Remark 1.7). For any regular [2] category C:

Lemma 1.1.1. (1) If a morphism α = (α>, α⊥) in ExtC is such that
α> is an extension and α⊥ an isomorphism, then α is a double
extension.

(2) Double extensions are closed under composition.
(3) Pullbacks along double extensions (exist in ExtC and) are com-

puted component-wise. Moreover the pullback of a double ex-
tension is a double extension.

Given α = (α>, α⊥) : fA → fB and γ = (γ>, γ⊥) : fC → fB, a pair of mor-
phisms in ExtC, their component-wise pullback is given by the following
commutative diagram in C where the front and back faces are pullbacks
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– i.e. it is the pullback of α and γ in the arrow category ArrC:

C> ×B> A>

πA>
,2

πC>

��

f

z�

A>

α>

��

fA
z�

C⊥ ×B⊥ A⊥

πA⊥
,2

πC⊥

��

A⊥

α⊥

��

C>
fC

z�

γ>
,2B>

fBz�
C⊥ γ⊥

,2B⊥

Provided that α is a double extension, Lemma 1.1.1 above says that
f is an extension and the pullback of α and β in ExtC is given by f

together with the projections (πA> , πA⊥) and (πC> , πC⊥), where the latter
is actually a double extension. In particular, the kernel pair of a double
extension α = (α>, α⊥) exists in ExtC and is given by the kernel pairs
of α> and α⊥ in each component (together with the induced morphism
between those – see Notation 2.3.3). Moreover, the legs of such kernel
pairs are themselves double extensions (see Lemma 1.2.1).

Lemma 1.1.1 is important for what follows, if only because pullbacks
along extensions appear everywhere in categorical Galois theory. As we
mentioned earlier, if neither α or β is known to be a double extension,
their pullback in ExtC still exists, but it is not necessarily computed
component-wise and thus it is badly behaved. As we move to higher
dimensions, these general pullbacks are no longer convenient for our pur-
poses.

Note that in the context of Barr-exact Mal’tsev categories [26], double
extensions are the same as pushout squares of extensions, and, as a rule,
higher extensions are easier to identify – primarily using split epimor-
phisms. Note that the lack of such arguments is a challenge in our more
general context where categories are not Mal’tsev categories.

As we may conclude from [48, Proposition 3.3] and the fact that our
categories are not Mal’tsev, the axiom (E4) of “right cancellation” con-
sidered there (see also [50, Lemma 3.8]) cannot hold in our context. We
have the following weaker version:

Lemma 1.1.2. If the composite βα is a double extension in ExtC, and α
is a commutative square of extensions in C, then β is a double extension.
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Proof. Since β>α> and β⊥α⊥ are regular epimorphisms, β is a square
of extensions in C. Consider the following commutative diagram

A1
α>

,2
φ1
�(

fA

��

B1

(2)

φ2
�(

fB

��

β>
,2 C1

fC

��

P1 φ3
�'

π2

07

π1

��

P2

p2
18

p1

��

P3

q1

w�

q2

07

A0 α⊥
,2 B0

β⊥

,2 C0

(29)

where P1 is the pullback of α⊥ and fB, P2 is the pullback of β⊥ and fC and
P3 is the pullback of α⊥ and the projection p1. Note that since P3 is also
the pullback of β⊥α⊥ and fC , the comparison map of the composite square
is φ3φ1, which is an extension. As a consequence φ3 is an extension and
so is the composite fBφ3 = φ2π1. We conclude that the comparison map
φ2 of β is also an extension. �

In particular we deduce that pullbacks along double extensions reflect
double extensions.

Corollary 1.1.3. Given a morphism α = (α>, α⊥) in ExtC, if its pull-
back along a double extension γ yields a double extension, then α is itself
a double extension.

Finally we observe the following.

Lemma 1.1.4. If a composite of two double extensions βα is a pullback
square, then both α and β are pullback squares.

Proof. Using Diagram (29), we may assume that φ3φ1 is an iso-
morphism. As a consequence, both φ1 and φ3 are isomorphisms. Ob-
serve that the square q2φ2 = φ3π2 is also a pullback square of regular
epimorphisms. We conclude that φ2 is also an isomorphism because iso-
morphisms are reflected by pullbacks along regular epimorphisms in a
regular category C – see Lemma 1.1.5 below. �

The following lemma can be seen as a consequence of [13, Theorem 2.17].
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Lemma 1.1.5. Given the following pullback square of regular epimor-
phisms in a regular category C, if p2 is an isomorphism, then g is also
an isomorphism.

P
p2
,2

p1
��

A

f
��

B
g
,2 C

Proof. Take the kernel pairs of p2 and g and build the commutative
diagram

Eq(p2)

f̄
��

d
,2

c
,2 P

p2
,2

p1
��

A

f
��

Eq(g)
d′
,2

c′
,2 B

g
,2 C

where both commutative squares on the left are pullback squares (which
can be proved in any category by looking at the underlying commutative
cube). The induced morphism f : Eq(p2) → Eq(g) is a regular epimor-
phism since it is the pullback of the regular epimorphism p1 in the regular
category C. Since p2 is an isomorphism, the projections d, c : Eq(p2) ⇒ P

are isomorphisms, and thus the projections d′, c′ : Eq(g) ⇒ C coincide,
using the fact that f̄ is a regular epimorphism. This implies that g is a
monomorphism and thus it is also an isomorphism (since it is a regular
epimorphism). �

1.2. Beyond Barr exactness, effective descent along dou-
ble extensions. Given a Galois structure Γ as in Convention 1.0.1,
Γ-coverings, which are the key concept of study, are defined as those
extensions c : A → B for which there is another extension e : E → B

such that the pullback t of c along e is a trivial Γ-covering. In most
references [9, 60, 69], e is further required to be of effective descent or
effective E-descent (see [79, 78] and references therein). Such extensions
are sometimes also called monadic extensions [66, 47]. In the contexts
of interest for this work, we shall always have that all our extensions are
of effective E-descent, which is why we use this simplified definition of
covering. The idea is to ask that “pulling back along e is an algebraic
operation”, which is necessary for the “information about coverings to
be tractable in X ” in the sense of the fundamental theorem of categori-
cal Galois theory (see for instance [66, Corollary 5.4]). We didn’t insist
on this requirement for Part I (see also [71]) since the class of effective
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descent morphisms in a Barr-exact C is well known to be the class of
regular epimorphisms [79].

Given an extension e : E → B in C, if we write Arr(Y ) for the category
of morphisms with codomain Y , then there is an induced pair of adjoint
functors: e∗ : Arr(E)→ Arr(B), left adjoint of the functor e∗ : Arr(B)→
Arr(E), where f∗(k : X → A) ..= fk, and f∗(h : Y → B) is given by the
pullback of h along f . This adjunction also restricts to the categories
of extensions above E and B: e∗| : Ext(E) → Ext(B), left adjoint of
e∗| : Ext(B) → Ext(E) (defined similarly). We say that e is of effective
(global) descent if e∗ is monadic, and e is of effective E-descent if e∗| is
monadic (see [80]). Let us add for the interested reader that, in order to
prove the fundamental theorem of categorical Galois theory, G. Janelidze
showed that (in an admissible Galois structure) if e∗| is monadic and
we write T for the monad induced by e∗| a e∗| [89], then the category
of those extensions which are split by e is equivalent to the category
of those Eilenberg-Moore T -algebras [89] (f : X → A,µ : Tf → f) such
that f : X → A is a trivial covering (see for instance [66, Proposition 4.2,
Theorem 5.3]).

In this section we show that double extensions of racks and quandles are
of effective global and E1-descent in the category of extensions. From
Lemma 3.2 in [48] and the above, we have what can be understood as
local E1-Barr exactness:

Lemma 1.2.1. Assuming that C is Barr-exact, and given a commutative
square of extensions together with the horizontal kernel pairs and the
factorization f between them;

Eq(σ>)

f
��

(∗)

,2
,2 E>

σ>
,2

fE
��

B>

fB
��

Eq(σ⊥)
,2
,2 E⊥ σ⊥

,2 B⊥

(30)

then, the right hand square is a double extension if and only if any of the
two left hand (commutative) squares is a double extension.

If so, then σ = (σ>, σ⊥) is the coequalizer in ExtC of the parallel pair (∗)
on the left, which is in turn the kernel pair of σ. Such an equivalence
relation f = Eq(σ) in ExtC is stably effective in the sense that it is the
kernel pair of its coequalizer, and any pullback of its coequalizer is still a
regular epimorphism (see for instance [78, Section 2.B]). In particular,
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double extensions are the coequalizers of their kernel pairs (computed
component-wise in C).

Proof. The first part is a direct consequence of Lemma 3.2 [48].
Since the component-wise coequalizer σ of (∗) is a pushout square, it
coincides with the coequalizer in ExtC. Then (∗) is the kernel pair of σ
since pullbacks along double extensions are computed component-wise.
It is stably effective because everything is computed component-wise,
and C is Barr-exact. �

Note that we also have the classical result, see for instance [2, Example
6.10], which is called the Barr-Kock Theorem in [13, Theorem 2.17].
From there we easily obtain (as in Remark 4.7 [50], or Lemma 3.2 (2)
[60]):

Lemma 1.2.2. Double extensions are of effective (global) descent in ExtC.

Proof. Let σ : fE → fB be a double extension. The monadicity of
σ∗ in each component σ∗> and σ∗⊥ (see [79]) easily yields the monadicity
of σ∗ itself. For instance, we use the characterization in terms of discrete
fibrations [78, Theorem 3.7].

Consider a discrete fibration of equivalence relations fR : R> → R⊥ above
the kernel pair Eq(σ) : Eq(σ>)→ Eq(σ⊥) of σ = (σ>, σ⊥) as in the commu-
tative diagram of plain arrows below. Then observe that fR is computed
component-wise and consists in a comparison map between a pair of
discrete fibrations of equivalence relations R> and R⊥, above the pair of
kernel pairs Eq(σ>) and Eq(σ⊥) with comparison map Eq(σ) : Eq(σ>)→
Eq(σ⊥). The projections of the equivalence relation fR are also double
extensions as the pullback of the projections of Eq(σ) which are them-
selves double extensions by Lemma 1.2.1. We build the square (∗) on
the right, first by taking the coequalizer γ = (γ>, γ⊥) of fR, which is
computed component-wise (see 1.2.1 again). The factorization (β̄>, β̄⊥)

is then obtained by the universal property of γ.

fR

β̂
��

,2
,2 fC

(∗)

(γ>,γ⊥)
,2

β
��

fD

(β̄>,β̄⊥)
��

Eq(σ) ,2
,2 fE σ

,2 fB

By Lemma 1.2.1, fR is the kernel pair of γ which is a double extension.
Also (∗) is a pullback square as it is component-wise by [13, Theorem
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2.17]. Finally γ is pullback stable as a coequalizer, since everything is
computed component-wise (see Lemma 1.2.1). �

What is exactly needed in our context is not effective global descent but
effective E1-descent. This derives from Lemma 1.2.2 because of Corollary
1.1.3, as it is explained in [79, Section 2.7].

Corollary 1.2.3. Double extensions are of effective E1-descent in ExtC.

Remark 1.2.4. It was shown in [46] that given a regular category C,
ExtC is regular if and only if its effective global descent morphisms are the
regular epimorphisms (i.e. the pushout squares of regular epimorphisms).
As far as we know, in the categories of racks and quandles, the classes
of effective global and E1-descent morphisms contain the class of double
extensions and are strictly contained in the class of regular epimorphisms.
We do not need to characterize these more precisely for what follows.

1.3. Strongly Birkhoff Galois structure. In order for categori-
cal Galois theory (and in particular its fundamental theorem) to hold in
the context of a Galois structure such as Γ from Convention 1.0.1, Γ is
further required to be admissible, in the sense of [71, 9], which implies
for instance that pullbacks of unit morphisms along primitive extensions
are unit morphisms, or subsequently that coverings, normal coverings
and trivial coverings are preserved by pullbacks along extensions. We
actually work with a stronger property for our Galois structures, which
we require to be strongly Birkhoff in the sense of [50, Proposition 2.6],
where this condition is shown to imply the admissibility condition. The
Galois structure Γ is said to be strongly Birkhoff if reflection squares at
extensions are double extensions. Given f : A→ B in C, the reflection
square at f (with respect to Γ) is the morphism (ηA, ηB) with domain f
and codomain IF (f) in Arr(C).

A
ηA

,2
p &-

f

��

IF (A)

IF (f)

��

B ×IF (B) IF (A)

π2
/6

π1
t}

B
ηB

,2 IF (B)

(31)

Our Galois structure Γ1 is strongly Birkhoff if the reflection squares at
double extensions (as defined in C, for C = Rck or C = Qnd) are double
extensions in ExtC, which defines the concept of 3-fold extension (see
[50, 45]).
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Definition 1.3.1. Given any regular category C, define the category
Ext2C whose objects are double extensions (as in Diagram (27)) and
whose morphisms (σ, β) : γ → α between two double extensions γ and
α are given by the data of the (oriented) commutative diagram in ExtC
(on the left) or equivalently in C (on the right):

fC
σ=(σ>,σ⊥)

,2

π=(π>,π⊥)
�)

γ=(γ>,γ⊥)

��

fA

α=(α>,α⊥)

��

fP

2:

��

fD
β=(β>,β⊥)

,2 fB

C>
σ>

,2

γ>

��

fC

z�

A>

α>

��

fA
z�

C⊥
σ⊥
,2

γ⊥

��

A⊥

α⊥

��

D>
fD

z�

β>
,2B>

fBz�
D⊥

β⊥

,2B⊥,

(32)

where fP is the pullback of α and β. A 3-fold extension (σ, β) in C is
given by such a morphism in Ext2C such that σ, β and the comparison
map π are also double extensions i.e. a 3-fold extension in C is the same
thing as a double extension in ExtC. Note that most results from Sec-
tions 1.1 and 1.2 generalize to 3-fold extensions and higher extensions
in our context (see Part III).

Now since all but the “very top” component of the centralization units
in higher dimension (such as η1 above) are identities (see Corollary 5.2
[64]), we can break down the strong Birkhoff condition in two steps:
first the closure by quotients of (1-fold) coverings along double exten-
sions, or equivalently, the fact that reflection squares at double exten-
sions are pushout squares in ExtC (Birkhoff condition); and secondly, a
permutability condition, in the base category C, on the kernel pair of the
non-trivial component of the centralization unit η1. From Section 3.4.5
in Part I, we get:

Theorem 1.3.2. The Galois structure

Γ1 ..= (ExtC,CExtC,F1, η
1, ε1, E1),

where C is either Rck or Qnd, is strongly E1-Birkhoff, i.e. given a double
extension of racks or quandles α = (α>, α⊥) : fA → fB (as in Diagram
(27)), the reflection square at α (with respect to the reflection F1 a I1) is
a 3-fold extension, i.e. the reflection square’s comparison map is a double
extension, and it defines a cube of double extensions in ExtC.
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Proof. Since the bottom component of η1 is an isomorphism, it
suffices to show that the top component is a double extension for the
whole cube to be a 3-fold extension. This was shown in Corollary 3.4.8
of Part I. �

In particular this justifies the study of Γ1-coverings and the relative sec-
ond order centrality in the categories of racks and quandles.

Remark 1.3.3. A consequence of the strong Birkhoff condition is that if
γ is a morphism of ExtC, and γ factorizes as γ = αβ, where α and β are
double extensions, then if γ is a trivial Γ1-covering, by Lemma 1.1.4, both
β and α are trivial Γ1-coverings. Hence if γ is a Γ1-covering (see Con-
vention 1.0.1 or Section 1.4 below), then both α and β are Γ1-coverings.
From there, and by the fact that Γ1-covering are reflected by pullbacks
along double extensions (see Convention 1.0.1), it is easy to conclude
that Γ1-coverings are closed under quotients along 3-fold extensions in
Ext2C.

1.4. Towards higher covering theory. The main aim of this the-
sis is to describe what are the double central extensions of racks and
quandles as in the case of groups [67]. Following the more general ter-
minology for coverings, this consists in characterizing the Γ1-coverings of
racks and quandles. These are defined abstractly in ExtRck (or ExtQnd)
as the double extensions α : fA → fB for which there exists a double ex-
tension σ : fE → fB, such that σ splits α, i.e. the pullback of α along σ
yields a trivial Γ1-covering (see Convention 1.0.1).

1.4.1. Projective presentations in dimension 2. In Part I (see Sec-
tion 1.0.11) we recalled that a double extension α : fA → fB is split by
some double extension σ : fE → fB if and only if α can be split by a
projective presentation of its codomain fB – provided such a projective
presentation exists. Hence we want to recall that given any Barr-exact
category C, if we choose extensions to be the regular epimorphisms in
C, extensions in C with projective domain and projective codomain are
projective objects in ExtC (with respect to double extensions – see for
instance [45, Section 5]). Note that when C is a variety of algebras, and
F : Set→ C is the left adjoint (with counit ε) of the forgetful functor
U: C → Set, the canonical projective presentation of an object B in C is
given by the counit morphism εB : F (B)→ B (where we omit U). Given
an extension fB : B> → B⊥ in such a C, we define the canonical projec-
tive presentation of fB to be the double extension pfB : pB → fB, below,
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where P ..= F (B⊥)×B⊥ B>, is the pullback of fB and εB⊥ .

F (P )
p>fB

,2

εP
$,

pB

��

B>

fB

��

P
π2

18

π1
x�

F (B⊥)
p⊥fB

..= εB⊥
,2 B⊥

(33)

1.4.2. Trivial Γ1-coverings. Now we want to be able to identify when
the pullback of a double extension α is a trivial Γ1-covering in ExtC
(where C stands for Rck or Qnd). As usual, because the Galois struc-
ture Γ1 is strongly Birkhoff, trivial Γ1-coverings are easy to characterize.
Remember that trivial Γ1-coverings are those double extensions in ExtC
which “behave exactly like” the primitive double extensions, i.e. those
double extensions in CExtC – see for instance [71, Section 1.3] and Ex-
ample 1.4.5 below.

From Part I we know that trivial (1-fold) coverings of racks (or quandles)
are characterized as those extensions that reflect loops, which are trails
(x, g) whose endpoint y = x·g coincides with the head x. Further remem-
ber from Paragraph 3.1.9 of Part I, that given a morphism of racks (or
quandles) f : A → B, an f -membrane M = ((a0, b0), ((ai, bi), δi)1≤i≤n)

is the data of a primitive trail in Eq(f), whose length is the natural
number n, whose length is the natural number n, and whose endpoint is
denoted (aM , bM ). We say that aM and bM are the endpoints of M in A
(obtained via the projections of Eq(f)). An f -horn is an f -membrane
M = ((a0, b0), ((ai, bi), δi)1≤i≤n) such that x ..= a0 = b0. It is said to
close (into a disk) if moreover the endpoints coincide aM = bM . It
is said to retract if for each 1 ≤ k ≤ n, the truncated horn M≤k ..=

(x, (ai, bi, δi)1≤i≤k) closes. Finally, the associated f -symmetric pair of
the membrane or horn M is given by the paths gMa ..= a1

δ1 · · · anδn and
gMb

..= b1
δ1 · · · bnδn in Pth(A); in general, an f -symmetric path is a path

g ∈ Pth◦(A), such that g = gMa (gMb )−1 for some membrane M as above.
These definitions were used in Part I to characterize a general element
in the aforementioned centralization congruence C1A of some extension
f : A→ B. We showed that (x, y) ∈ C1A if and only if x ·g = y for some
f -symmetric path g. We repeat this approach for the two-dimensional
context in Section 2. For now we observe that:

Lemma 1.4.3. If α : fA → fB is a double extension in Rck (or in Qnd),
then the following conditions are equivalent:
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(1) α is a trivial Γ1-covering;
(2) any fA-horn which is sent by α> to an fB-disk in B>, actually

closes into a disk in A>;( •
}�

ga �"
gbfA

fA

•
fA •

7−→

α>(•)

�α>(ga) �� α>(gb)
fB
fB
fB

•

)
=⇒

•
��ga �� gb

fA
fA
fA

• = •

(3) α> reflects fA-symmetric loops, in the sense that if the image
by α> of an fA-symmetric trail (x, g) loops in B>, then the trail
was already a loop in A>: x · g = x.

In what follows, we prefer to call a double extension α which satisfies
these conditions a trivial double covering. This terminology will be justi-
fied by Theorem 3.2.2 where we characterize Γ1-coverings to be the double
coverings from Definition 2.0.1 below.

Proof. Using the material from Section 1.3, we observe that our
definition of trivial Γ-covering from Convention 1.0.1 coincides, for an
admissible or strongly Birkhoff Galois structure Γ, with the more com-
mon definition: the extension t is a trivial Γ-covering if and only if the
reflection square at t is a pullback. Hence α is a trivial Γ1-covering (or
trivial double covering) if and only if the reflection square at α is a pull-
back. Since pullbacks along double extensions are computed component-
wise, and the bottom component is trivial, it suffices to check that the
diagram below, where P ..= (A>/C1(fA))×(B>/C1(fB)) B>,

A>

α>
,2

p
&-

η1A>

��

B>

η1B>

��

P
π2

/6

π1
u~

(A>/C1(fA))
F>1(α)

,2 (B>/C1(fB))

is a pullback square, i.e. the comparison map p should be an isomorphism.
Since (α>,F

>
1(α)) is already a double extension by Corollary 3.4.8 of

Part I, it suffices to check that Eq(α>) ∩ C1(fA) = ∆A> (the diagonal
relation on A>). Now any element (a, b) ∈ C1(fA) is either such that
a and b are the endpoints of an fA-horn, or equivalently, a and b are
respectively the head and endpoint of an fA-symmetric trail (i.e. a trail
whose path component is fA-symmetric). �



1. An admissible Galois structure in dimension 2 114

Example 1.4.4. As a consequence of the fact that F2 a I is E1-reflective
(using Lemma 1.1.4) (or simply by Lemma 1.4.3 above): if the compari-
son map p of a double extension α : fA → fB is an isomorphism (i.e. if α
is a pullback square), then both α and (fA, fB) are trivial double coverings
(i.e. trivial Γ1-coverings).

Example 1.4.5. Since any primitive double extension (i.e. a double ex-
tension whose domain and codomain are (1-fold) coverings) is a trivial
double covering and coverings are closed under quotients along double ex-
tensions [95], if α : fA → fB is a double extension and fA is a covering,
then α : fA → fB is a trivial double covering (i.e. a trivial Γ1-covering).

Note that the concept of trivial double covering is not symmetric in the
role of (α>, α⊥) and (fA, fB). It is not true that in general (α>, α⊥) is a
trivial double covering if and only if the double extension (fA, fB) is one.

Example 1.4.6. Consider the sets Q2 = {•, ?}, Q3 = {•, ?1, ?0} and
Q4

..= {?1, ?0, •1, •0} as well as the morphisms t? : Q3 → Q2 and
t : Q4 → Q2, which identify the bullets with • and the stars with ?. We
write Q6

..= {?11, ?10, ?01, ?00, •1, •0} for the pullback of t? and t

such that the first projection π1 : Q6 → Q4 identifies ?11 with ?10 and ?01

with ?00, and symmetrically for the second projection, which moreover
identifies •1 with •0.

Q6
π2
,2,2

π1

��
��

Q3

t?
��
��

Q4
t
,2,2 Q2

∣∣∣∣∣
?11 π1

π2

?10

π2

?01 π1 ?00

•1
π2

•0

Define the involutive (/−1 = /) quandle

Q ..= {?11, ?10, ?01, ?00, •1, •′1, •0}

such that •1 / ?11 = •1 / ?01 = •′1, •′1 / ?11 = •′1 / ?01 = •1 and x / y = x

for any other choice of x and y in Q. The function p : Q → Q6 which
identifies •′1 with •1 is a surjective morphism of quandles. Then note
that the double extension (π1p, t?) is a trivial double covering since π2p

is a covering. However, the double extension (π2p, t) is not a double
trivial covering since •1 / ?11 6= •1 / ?10 even though their images by π2p

coincide.

Finally, we give an example of trivial double covering which does not
arise as an instance of Examples 1.4.4 and 1.4.5.
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Example 1.4.7. As it is explained in [38, Example 1.14], for n > 2, a
dihedral quandle Dn is the involutive quandle obtained from the (addi-
tive) cyclic group Zn ..= Z/nZ = {0, . . . , n−1} by x/y ..= 2x−y, for x
and y in Dn. We define D1 and D2 to be the trivial quandles (i.e. sets)
with one and two elements respectively. For n > 2, Dn is the subquan-
dle Zn o {1} of the conjugation quandle Zn o Z2, corresponding to the
n reflections of the regular n-gon. In general it injects into the circular
quandle S1 defined on the unit circle in R2 by the “central symmetries
along S1”: x / y ..= 2〈x, y〉y − x, for each x and y in S1, such that − / y
defines the unique involution which fixes y and sends x to −x whenever
x and y are orthogonal (see [38, Section 3.6]).

Now given two natural numbers n and m we have that Dnm is the product
(in Qnd) of Dn and Dm. We consider the following double extension of
dihedral quandles in Qnd where for j ∈ N, 0̄ : Dj → D⊥ is the terminal
map to D⊥ and for i 6= 0 in N, the morphism ī : Dij → Di sends x ∈ Dij

to x mod i in Di:

D2nm
m̄

,2

n̄m
$,

n̄

��

Dm

0̄

��

Dnm

m̄
18

n̄
w�

Dn
0̄

,2 {0},

(34)

Note that this double extension is symmetric in the roles of m and n. By
Lemma 1.4.8 below, both (n̄, 0̄) and (m̄, 0̄) are trivial double coverings
whenever 2, m and n are coprime. If m = 2 and n are coprime, then
(n̄, 0̄) is a trivial double covering but (m̄, 0̄) is not (indeed 0 / 0 = 0 6=
2n = 0 / n). See also Example 2.0.3 below.

Lemma 1.4.8. Using the notation from Example 1.4.7, the double exten-
sion (n̄, 0̄) is a trivial double covering if and only if n is odd and coprime
with m.

Proof. Consider an m̄-horn M of length i > 0 ∈ N which is sent to
a loop by n̄. Such a horn M is given by x ∈ D2nm together with natural
numbers yj < m, aj < n and bj < n for each 0 ≤ j ≤ i such that

x+
∑

0≤j≤i
(−1)jyj + 2m

∑
0≤j≤i

(−1)jaj =

= x+
∑

0≤j≤i
(−1)jyj + 2m

∑
0≤j≤i

(−1)jbj mod n;
(35)
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and thus also 2m
(∑

0≤j≤i(−1)j(aj − bj)
)

= 0 mod n. Now if the sum∑
0≤j≤i(−1)j(aj−bj) = 0 mod n, then Equation (35) also holds modulo

2nm, and the horn M closes in D2nm. Conversely if Equation (35) holds
modulo 2nm, we deduce that

∑
0≤j≤i(−1)j(aj − bj) = 0 mod n. �

2. Double coverings

The concepts of covering and the relative concepts of centrality induced
by the Galois theory of racks and quandles are characterized, in each
dimension, via a condition involving the trivial action of certain data.
In dimension zero, a rack A> is actually a set if any element a ∈ A> acts
trivially on A>. In dimension 1, an extension fA : A> → A⊥ is a covering
if given elements a and b ∈ A>, such that (a, b) ∈ Eq(fA) (i.e. fA(a) =

fA(b)), the action of a b−1 is trivial: x / a /−1 b = x for all x ∈ A>. In
dimension 2, we work with double extensions α = (α>, α⊥) : fA → fB.
The data we are interested in is then given by those 2× 2 matrices with
entries in A>, whose rows are elements in Eq(fA) and whose columns are
elements in Eq(α>).

0-dimensional : · a 1-dimensional : a fA b 2-dimensional :
a fA
α>

b
α>

d fA c

Such 2×2 matrices characterize the elements of Eq(fA)�Eq(α>), namely
the largest double equivalence relation above Eq(fA) and Eq(α>) [27,
102, 8, 75], also called double parallelistic relation in [10, Definition 2.1,
Proposition 2.1]. We sometimes write these elements as quadruples
(a, b, c, d) ∈ Eq(fA)�Eq(α>) which encode the entries of the correspond-
ing 2× 2 matrix as above. Their “trivial action on the elements of A>” is
the condition we are interested in. We define double coverings of racks
and quandles and later show that these coincide with the Γ1-coverings.

Definition 2.0.1. A double extension of racks (or quandles) α : fA → fB
(as in Diagram (27)) is said to be a double covering or an algebraically
central double extension if any of the equivalent conditions (i) - (iv)

below are satisfied:

(i) x / a /−1 b / c /−1 d = x,

(ii) x /−1 a / d /−1 c / b = x,

(iii) x /−1 a / b /−1 c / d = x,

(iv) x / a /−1 d / c /−1 b = x,
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for all x ∈ A> and
a fA
α>

b
α>

d fA c
∈ Eq(fA)�Eq(α>).

Note that, by the symmetries of quadruples (a, b, c, d) in the double
equivalence relation Eq(fA)�Eq(α>), one could equivalently use any
cyclic permutation of the letters a, b, c, and d in the equalities (i) –
(iv). The equivalence between each of these (i) – (iv), is shown in Sec-
tion 2.1.

Remark 2.0.2. In Definition 2.0.1, the roles of fA and α> are symmet-
ric. Hence (α>, α⊥) is a double covering (or algebraically central) if and
only if (fA, fB) is a double covering, which can be viewed as a property
of the underlying commutative square in Rck (or Qnd). Unlike trivial
Γ1-coverings (also called trivial double coverings), the Γ1-coverings are
indeed expected to be symmetric in the same sense (see [45, Section 3]).

Example 2.0.3. It is easy to show that given α : fA → fB, a double
extension, if either α or (fA, fB) is a trivial double covering, then α is
a double covering. Note for instance that given a quadruple (a, b, c, d) ∈
Eq(fA)�Eq(α>), the α>-horn M , displayed below, is sent to a disk by
fA.

M :

x

}�

a

b−1

c

d−1

�!

d
c−1

c
d−1

α>
α>
α>

y
α>

x

y ..= x · (a b−1 c d−1)

From Example 1.4.7, when m = 2 and n are coprime, we have that (m̄, 0̄)

is not a trivial double covering. However, it still satisfies the conditions
of a double covering, which can be deduced from the fact that (n̄, 0̄) is a
trivial double covering.

Example 2.0.4. Not all double coverings arise from double trivial cov-
erings. Consider the function t : Q4 → Q2 from Example 1.4.6 and its
kernel pair π1, π2 : Q8 ⇒ Q2 where the elements of

Q8 = {?11, ?10, ?01, ?00, •11, •10, •01, •00}

organise as in the Diagram 36 below. We define the involutive quandle Q
with underlying set Q8 ∪ {•′00} such that, for i ∈ {0, 1}, •00 / ?ii = •′00,
•′00 / ?ii = •00 and x / y = x for any other choice of x and y in Q.
The function p : Q → Q8 defined by f(•′00) = •00 and f(x) = x for all
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x ∈ Q8 ⊂ Q, is a morphism of quandles such that the double extension
below is a double covering.

Q
π′2

,2

p !*

π′1

��

Q4

t

��

Q8

π2
18

π1
z�

Q4
t

,2 Q2,

∣∣∣∣∣
?11 π′1

π′2

?10

π′2

?01 π′1 ?00

•11 π′1

π′2

•10

π′2

•01 π′1 •00 •′00

(36)

In anticipation of the results of Section 2.4, observe that neither (π′1, t)

nor (π′2, t) are normal Γ1-coverings since •00 /?00 6= •00 /?01 even though
•10 /?11 = •10 /?10; and also •00 /?00 6= •00 /?10 even though •01 /?11 =

•01 / ?01.

Observation 2.0.5. Finally we relate our condition (algebraic centrality
of double extensions) with the existing concept of abelian quandle (or
rack) defined in [82]. If α : fA → fB is a double covering of racks (or
quandles), then we have that

(a / d) / (b / c) = a / a / c = (a / b) / (d / c), (37)

for each square
a b

d c
in Eq(fA)�Eq(α>) or Eq(α>)�Eq(fA), and

symmetrically in “each corner” of this square (i.e. replace the quadruple
(a, b, c, d) in (37) by any cyclic permutation of the itself). The converse
is not true in general.

2.1. Thinking about a commutator. Let A be a rack (or quan-
dle) and ER(A) be the lattice of (internal) equivalence relations (also
called congruences – see for instance [102]), over A. We define the fol-
lowing binary operation on ER(A).

Definition 2.1.1. Given a rack A and a pair of congruences R and S in
ER(A), we define [R,S], element of ER(A), as the congruence generated
by the set of pairs of elements of A:

{(x / a /−1 b / c /−1 d, x) | x ∈ A and
a R

S

b
S

d R c
∈ R�S}.

Note that [R,S] is in particular included in the intersection R∩S. Work-
ing towards the Corollaries 2.1.4 and 2.1.5 we have that:
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Lemma 2.1.2. Given a rack A and a pair of congruences R and S in
ER(A), then [R,S] is generated by the set of pairs (see also Defini-
tion 2.0.1.(ii)):

{(x /−1 a / d /−1 c / b, x) | x ∈ A and
a R

S

b
S

d R c
∈ R�S}.

Proof. By definition, [R,S] includes the pairs (x /−1 a / a /−1 b /

c /−1 d, x /−1 a) for all x, a, b, c and d as in the statement. Then by
compatibility with the rack operations and reflexivity, [R,S] also includes
the pairs

(x, x /−1 a / d /−1 c / b),

for all such x, a, b, c and d. By symmetry this then induces that [R,S]

includes the congruence relation generated by the set of pairs from the
statement. Now a similar argument shows that such a congruence in-
cludes the set of pairs defining [R,S] as in Definition 2.1.1. �

Corollary 2.1.3. Given a rack A and a pair of congruences R and S
in ER(A), the congruence [S,R] is generated by the set of pairs

{(x /−1 a / b /−1 c / d, x) | x ∈ A and
a R

S

b
S

d R c
∈ R�S}.

Corollary 2.1.4. Given a rack A then for any congruences R and S in
ER(A), the congruence [R,S] = [S,R] is equivalently generated by any
of the following sets of pairs:

(i) (x / a /−1 b / c /−1 d, x),

(ii) (x /−1 a / d /−1 c / b, x),

(iii) (x /−1 a / b /−1 c / d, x),

(iv) (x / a /−1 d / c /−1 b, x),

for all x ∈ A and
a b

d c
∈ R�S.

Proof. It suffices to show that [R,S] contains the pairs (x /−1 a /

b /−1 c / d, x) for any x ∈ A and (a, b, c, d) ∈ R�S. Given such data, we
compute that

b a

c d
/

b b

c c
=

b / b a / b

c / c d / c
∈ R�S.
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Then by definition [R,S] contains the pair (x / (b / b) /−1 (a / b) / (d /

c)/−1 (c / c), x), which reduces to (x/b/−1 b /−1 a/b/−1 c /d/ c/−1 c, x).
This concludes the proof. �

Corollary 2.1.5. The conditions (i)-(iv) from Definition 2.0.1 are in-
deed all equivalent. Moreover, a double extension α : fA → fB of racks
(or quandles) is a double covering (an algebraically central double exten-
sion), if and only if [Eq(fA),Eq(α>)] = ∆A> (the diagonal relation on
A>).

Based on this result, and in anticipation of Theorems 3.2.2 and 3.3.1, we
call [Eq(fA),Eq(α>)] the centralization congruence of the double exten-
sion α : fA → fB. Now observe the following:

Lemma 2.1.6. Given a rack A and a congruence R on A, the congruence
[R,A × A] is the congruence generated by the set of pairs {(x / a /−1

b, x) | x ∈ A and (a, b) ∈ R}.

Proof. Write S for the congruence generated by the set of pairs
from the statement. Observe that given x, a and b such that (a, b) ∈ R
we have the square

a R

A×A
b

A×A
a R a.

∈ R�(A×A).

By definition we then have S ≤ [R,A × A]. Now observe that for any
(a, b) ∈ R and (c, d) ∈ R:

(x / a /−1 b) S x S (x / d /−1 c)

are in relation by S, and thus S also contains the generators of the
congruence [R,A×A]. �

Corollary 2.1.7. Given a morphism f : A→ B in Rck (or Qnd), the
congruence C1(f) can be computed as [Eq(f), A × A], and in particular
f is a covering (in the sense of [38]) if and only if [Eq(f), A×A] = ∆A.

Recall that in the category of groups, we have the classical commutator
[−,−]Grp, such that a group G is abelian if and only if its commuta-
tor subgroup is trivial [G,G]Grp = {e} and a surjective homomorphism
f : G → H is a central extension if and only if [Ker(f), G]Grp = {e}.
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Moreover, a double extension of groups γ : fG → fH is a double cen-
tral extension of groups [67] if and only if [Ker(fG),Ker(γ>)] = {e} and
[Ker(fG) ∩Ker(γ>), G>] = {e} are both trivial.

For the zero-dimensional case in our context, the corresponding descrip-
tion of centrality in terms of the operation [−,−] only works for quandles.
Indeed, if x and a are in the quandle A, then x / a = x /−1 x / a, which
means that (x / a, x) ∈ [A× A,A× A]. If A is a rack though, this trick
does not work. In particular we compute that [Fr 1×Fr 1,Fr 1×Fr 1] =

∆A 6= Fr 1× Fr 1 = C0(Fr 1).

Corollary 2.1.8. Given a quandle A, the congruence C0(A) can be
computed as [A × A,A × A], in particular A is a trivial quandle if and
only if [A×A,A×A] = ∆A.

Note that in the category of groups, two-dimensional centrality is ex-
pressed using two requirements. In our context, one of the corresponding
requirements entails the other (Corollary 2.1.11). First observe that our
commutator is monotone.

Lemma 2.1.9. Given a rack A, as well as congruences R, S and T in
ER(A) such that S ≤ T , we have [R,S] ≤ [R, T ].

Proof. This is a direct consequence of the fact that R�S ≤ R�T .
�

Corollary 2.1.10. If R and S are congruences on A such that R ≤ S

then [R,S] = [R,A×A].

Proof. It suffices to show that [R,S] contains T ..= 〈(x /−1 a, x /−1

b)|aRb〉. As before, observe that for any aRb, we have the quadruple
(a, b, a, a) ∈ R�S. �

Corollary 2.1.11. If R and S are congruences on A then [R ∩ S,A×
A] = [R∩S, S] ≤ [R,S]. In particular, the comparison map p of a double
covering α : fA → fB is a covering.

Note that the converse of Corollary 2.1.11 is not true in general. For
instance, observe that the double extension from Diagram (34) of Exam-
ple 1.4.7 is such that the comparison map m̄n : D2nm → Dnm is always
a quandle covering. However when m = 3 and n = 6, Diagram (34) is
not a double covering since 0 / 0 /−1 0 / 0 /−1 6 = 12 6= 0.
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In Section 2.2, where we further investigate the relationship with groups,
we shall see that the converse of Corollary 2.1.11 holds for “double cov-
erings of conjugation quandles”. More comments and results about our
commutator can be found in Section 4.

2.2. The case of conjugation quandles. Recall that a conjuga-
tion quandle is any quandle which is obtained as the image of a group
by the functor Conj : Grp→ Rck. As we recalled in the Introduction, we
use the functors Conj and its left adjoint Pth to compare the covering
theory of racks and quandles with the theory of central extensions of
groups (see [71, 67, 69]). For instance, we mentioned that a surjective
group homomorphism is central if and only if its image is a covering in
Rck (or Qnd – [38, Examples 2.34;1.2]). However, as the following exam-
ple shows, the centralization (in the sense of F1) of a morphism between
conjugation quandles does not coincide with the (image by Conj of the)
centralization (in the sense of ab1) of a group homomorphism in Grp.

Example 2.2.1. Indeed, consider the quotient map q : S3 → S3/A3 =

{−1, 1} in Grp, sending the group of permutations of the set of 3 ele-
ments to the (multiplicative) group {−1, 1} by quotienting S3 by A3 =

{(), (123), (321)}, the alternating subgroup of S3. The morphism q sends
2-cycles to −1. Observe moreover that the (classical group) commutator
[S3, A3]Grp = A3. Hence the centralization of q in Grp is the identity
morphism on {−1, 1}. Now observe that x / x /−1 y = z for any 2-cycles
x 6= y 6= z. Hence 2-cycles are also identified by the centralization of
q in Qnd. However, the action of a 2-cycle on a 3-cycle always gives
the other 3-cycle. Hence the successive action of a pair of 2-cycles on
a 3-cycle does nothing. Similarly since both 3-cycles are inverse of each
other, 3-cycles act trivially on each other. One easily deduces that if
Qab? is the involutive quandle with 3 elements whose operation is defined
in the table below, then the centralization of the morphism of quandles
q is obtained via the quotient η1

S3
: S3 → (S3/C1 q) = Qab?, such that

η1
S3

(123) = a, η1
S3

(321) = b and all other elements of S3 are sent to ?.
Finally we obtain F1(q) : Qab? → S3/A3 = {−1, 1} which takes the values
F1(q)[a] = 1 = F1(q)[b] and F1(q)[?] = −1.
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/ a b ?

a a a b

b b b a

? ? ? ?

S3/[S3, A3]
id

(/

S3

LR

��

q ,2 S3/A3 = {−1, 1}

S3/(C1 q) = Qab?
F1(q)

/6

In this section we further study how our concept of double covering be-
haves when applied to the image of Conj : Grp → Rck. First recall that
given a group G, and given a path g = g1

δ1 · · · gnδn ∈ Pth(Conj(G)),
there is always another path “of length one” g0, where g0 = gδ11 · · · gδnn ∈
G, such that x · g = x · g0 for all x ∈ Conj(G). A primitive path in
Conj(G) always “reduces” (as an inner automorphism, not as a homo-
topy class – see Paragraph 2.1.8 of Part I) to a one-step primitive path.
As a consequence, our notion of double covering simplifies significantly
when the quandle operations of interest are derived from the conjugation
operation in groups. Note that connectedness in symmetric spaces also
reduces to strong connectedness (i.e. connectedness in “one step”) – see
[38, Section 3.7] and references therein.

Example 2.2.2. Consider a group G and a pair of surjective group
homomorphisms f and h with domain G in Grp. Let us write R ..=

Conj(Eq(f)) and S ..= Conj(Eq(h)) (note that Conj preserves limits).
In Qnd one derives easily that [R,S] = [R ∩ S,G × G] since given a
square (a, b, c, d) ∈ R�S, we have (d, (ab−1c)) ∈ (R∩S) such that more-
over x / (ab−1c) /−1 d = x / a /−1 b / c /−1 d.

Now observe that the functor Pth: Rck→ Grp preserves pushouts, and
thus the image by Pth of a double extension α of racks (or quandles),
yields a pushout square of extensions in Grp. Since Grp is a Mal’tsev cat-
egory, Pth(α) is a double extension as well (see [25] and Proposition 5.4
therein). Note however that the comparison map of Pth(α) in Grp is not
the image of the comparison map of α in Rck or Qnd.

In the other direction, the conjugation functor Conj : Grp→ Rck pre-
serves pullbacks. Hence it sends a double extension of groups γ : fG → fH
to a double extension of quandles Conj(γ), and it sends the comparison
map p of γ to the comparison map Conj(p) of Conj(γ). For a general
double extension of racks and quandles α, the comparison map of α being
a covering is necessary but not sufficient for α to be a double covering.
However, by the example above and the preceding discussion we have:
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Proposition 2.2.3. Given γ : fG → fH , a double extension of groups,
its image by Conj is a double covering of quandles if and only if its
comparison map Conj(p) is a covering in Qnd or equivalently if and only
if the comparison map p of γ is a central extension of groups.

In particular, the image by Conj of a double central extension of groups
yields a double covering in Qnd. However, one cannot deduce that γ is a
double central extension of groups from the fact that Conj(γ) is a double
covering. Finally we show that the image by Pth of a double covering of
quandles is not necessarily a double central extension of groups.

Example 2.2.4. Consider γ : fG → fH , a double extension of groups
such that k1k

−1
2 6= k−1

2 k1 for some k1 ∈ Ker(fG) and k2 ∈ Ker(γ>), but
ka = ak for all k ∈ Ker(fG) ∩Ker(γ>) and a ∈ G>.

For instance, define γ⊥ : G⊥ → H⊥ as the surjective group homomor-
phism Fg({a, c}) → Fg({c}) such that γ⊥(c) = c and γ⊥(a) = e. Simi-
larly define fH : H> → H⊥ as Fg({b, c}) → Fg({c}) such that fH(c) = c

and fH(b) = e. Write P ..= G⊥ ×H⊥
H> = Fg({a, b, c}) for their pull-

back, with projections π1 : P → G⊥ and π2 : P → H>, and take the
canonical projective presentation εgP : Fg(P ) → P , obtained from the
counit εg of free-forgetful adjunction Fg a U. Compute its centralization
ab1(εgP ) : Fg(P )/[Ker(εgP ),Fg(P )]Grp → P , and define fG ..= π1 ab1(εgP ).
Similarly define γ> ..= π2 ab1(εgP ). The resulting double extension of
groups is as required.

By Proposition 2.2.3, the double extension of quandles Conj(γ) is a dou-
ble covering. However we show that the double extension Pth(Conj(γ))

cannot be a double central extension of groups. First observe that the
unit

pthConj(G>) : Conj(G>)→ Conj(Pth(Conj(G>)))

is a monomorphism, since the identity morphism on Conj(G>) factors
through it. Now, if e> is the neutral element in G>, then k1 e>

−1 ∈
Ker( ~fG) and e> k2

−1 ∈ Ker(~γ>). Suppose by contradiction that

k1 e>
−1e> k2

−1 = e> k2
−1 k1 e>

−1.

We have that
k1 k2

−1 = k1 e>
−1e> k2

−1
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and by the compatibility of pthConj(G>) with /, we have, moreover:

k2
−1 k1 = (k2 / e>)

−1 k1 / e>

= (k2 / e>)
−1 (k1 / e>) = e> k2

−1 e>
−1 e> k1 e>

−1

= e> k2
−1 k1 e>

−1.

Hence we must also have that k1 k2
−1 = k2

−1 k1 and thus k1 /
−1 k2 = k1,

which implies k1 /
−1 k2 = k1. Since pthConj(G>) is injective, we must have

k2k1k
−1
2 = k1 /

−1 k2 = k1 ∈ Conj(G>) which is in contradiction with the
hypothesis k1k

−1
2 6= k−1

2 k1. Hence it must also be that k1 e>
−1e> k2

−1 6=
e> k2

−1 k1 e>
−1 and Pth(γ) cannot be a double central extension of groups.

Remark 2.2.5. By anticipation of Theorems 3.2.2 and 3.3.1, we cannot
hope for a direct three-dimensional version of the Diagrams (25) and (28)
in which the bottom adjunction’s left adjoint would be the centralization
of double extensions of groups.

Now in order to further study double coverings (algebraically central
double extensions) for general racks and quandles, and their relation to
Γ1-coverings, we need a characterization for a general element in the cen-
tralization congruence [Eq(fA),Eq(α>)] of a double extension α : fA →
fB. Think about the transitive closure of the set of pairs from Defini-
tion 2.1.1. In order to identify these general pairs, we make a detour
via the generalized notion of primitive trail and the characterization of
normal Γ1-coverings.

2.3. A concept of primitive trail in each dimension: from
membranes to volumes. Similarly to what was studied in dimensions
zero and one, we shall further be interested in the “action of sequences
of two-dimensional data”. Given a rack A in dimension zero, we have
the fundamental concept of a primitive path, which is merely a sequence
of elements in A × {−1, 1}, viewed as a formal sequence of symmetries
(Part I, Paragraph 2.3.3). Given a rack A, its centralization (or set
of connected components) is obtained by identifying elements which are
“connected by the action of a primitive path in A”. In dimension one, the
centralization of an extension f : A→ B is in some sense obtained by the
study of elements which are “linked by the action on A of a primitive path
from Eq(f)”, leading to the concept of a membrane (see Paragraph 1.4.2
or Part I). Now given a double extension of racks α, we shall be interested
in the action on A> of primitive paths from Eq(fA)�Eq(α>). We exhibit
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the 2-dimensional generalizations of the lower-dimensional concepts of
primitive trail, membrane, and horn.

Definition 2.3.1. Given a pair of morphisms f : A→ B and h : A→ C

in Rck (or Qnd), we define an 〈f, h〉-volume as the data

V = ((a0, b0, c0, d0), ((ai, bi, ci, di), δi)1≤i≤n)

of a primitive trail in Eq(f)�Eq(h). The first quadruple (a0, b0, c0, d0)

is the head of V . We call such an 〈f, h〉-volume V an 〈f, h〉-horn if
the head reduces to a point: a0 = b0 = c0 = d0 =: x which we specify
as V = (x, ((ai, bi, ci, di), δi)1≤i≤n). Let us define a ..= (ai)1≤i≤n and
similarly define b, c and d. The associated 〈f, h〉-symmetric quadruple
of the volume or horn V is given by the paths gVa ..= a1

δ1 · · · anδn , gVb
..=

b1
δ1 · · · bnδn , gVc

..= c1
δ1 · · · cnδn and gVd

..= d1
δ1 · · · dnδn in Pth(A).

The endpoints of the volume or horn are given by aV = a0 · gVa , bV =

b0 ·gVb , cV = c0 ·gVc and dV = d0 ·gVd . Finally we call (a, b)-membrane the
f -membrane defined by MV

(a,b)
..= ((a0, b0), ((ai, bi), δi)1≤i≤n). The other

f -membrane, labelled (c, d), and the two h-membranes, labelled by (a, d)

and (b, c), are defined similarly.

a0

gVa
>

a1 · · · ··· · · · an aV

b0
gVb

>· · · · · · · · bV

d0 gVd

>· · · ·
···
· · · · dV

c0

gVc

>
· · · · · · · · cV

Note that because double parallelistic relations are symmetric, both in
the “vertical” and in the “horizontal” direction, Definition 2.3.1 is “sym-
metric” in the role of opposite membranes.

Remark 2.3.2. A morphism of racks f : A→ B sends a primitive trail
(x, (ai, δi)1≤i≤n) in A to the primitive trail (f(x), (f(ai), δi)1≤i≤n) in B.
Similarly, a morphism α : fA → fB in ExtRck sends an fA-membrane to
an fB-membrane, and a morphism of Ext2C, such as (σ, β) : γ → α in
Definition 1.3.1 sends an 〈fC , γ>〉-volume to an 〈fA, α>〉-volume (via the
induced morphism �(σ,β) such as in Lemma 3.1.1).

Notation 2.3.3. Given α : fA → fB, a double extension of racks (or
quandles), we can build its kernel pair in ExtRck component-wise, which
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we denote:
Eq(α>)

π2
,2

π1

��

f̄

z�

A>

α>

��

fA
z�

Eq(α⊥)
p2
,2

p1

��

A⊥

α⊥

��

A>
fA

z�

α>
,2B>

fBz�
A⊥ α⊥

,2B⊥

Remark 2.3.4. Using Notation 2.3.3, the 〈fA, α>〉-volumes V (see Def-
inition 2.3.1) correspond bijectively to the f̄ -membranes M in Eq(α>),
since such an M is defined as the data

(((a0, d0), (b0, c0)), (((ai, di), (bi, ci)), δi)1≤i≤n)

for a certain sequence of elements (ai, bi, ci, di) in Eq(fA)�Eq(α>), where
0 ≤ i ≤ n. Under the appropriate bijective correspondence, the (a, b)-
membrane (and (c, d)-membrane) of an 〈fA, α>〉-volume are obtained from
the corresponding f̄ -membrane via the projections π1 and π2 respec-
tively. A f̄ -horn then corresponds to an 〈fA, α>〉-volume whose head
(a0, b0, c0, d0) is such that a0 = b0 and c0 = d0.

Similarly, the 〈fA, α>〉-volumes correspond bijectively to ᾱ-membranes in
Eq(fA), where ᾱ is the kernel pair of (fA, fB) in ExtRck. A ᾱ-horn then
corresponds bijectively to an 〈fA, α>〉-volume whose head (a0, b0, c0, d0) is
such that a0 = d0 and b0 = c0.

2.4. Normal Γ1-coverings and rigid horns. We illustrate these
definitions in the characterization of normal Γ1-coverings, which we sub-
sequently refer to as normal double coverings.

Proposition 2.4.1. Given a double extension of racks (or quandles)
α : fA → fB, it is a normal Γ1-covering if and only if, given an 〈fA, α>〉-
volume (as in Definition 2.3.1)

V = ((a0, b0, c0, d0), ((ai, bi, ci, di), δi)1≤i≤n),

if its fA-membranes are horns (i.e. a0 = b0 and c0 = d0) then the α>-
membranes of V are rigid in the sense that its (d, c)-horn closes if and
only if its (a, b)-horn closes. We call a double extension satisfying this
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condition a normal double covering.

a0

gVa
>

a1 · · · ··· · · · an aV

b0
gVb

>· · · · · · · · bV

d0 gVd

>· · · ·
···
· · · · dV

c0

gVc

>
· · · · · · · · cV

aV = bV

m

dV = cV

Observe that by the “symmetries” of 〈fA, α>〉-volumes (in the role of fA-
membranes), it suffices to show that in any such volume V , a closing
(a, b)-horn implies a closing (c, d)-horn in order to deduce that in any
such volume V , a closing (c, d)-horn implies a closing (a, b)-horn (and
conversely the latter implies the former). We relate this to the fact that
(π1, p1) (from Notation 2.3.3) is a trivial double covering if and only if
(π2, p2) is one.

Proof of Proposition 2.4.1. By definition, α is a normal Γ1-
covering if and only if, in Notation 2.3.3, the left face (π1, p1) (or equiv-
alently the top face (π2, p2)) is a trivial double covering. Then by
Lemma 1.4.3, the double extension (π1, p1) is a trivial double cover-
ing if and only if given any f̄ -horn M , such that π1(M) closes in A>,
then M closes in Eq(α>), i.e. π2(M) also has to close. By Remark 2.3.4
the preceding translates into the statement: (π1, p1) is a trivial double
covering if and only if given any 〈fA, α>〉-volume V such that a0 = b0
and c0 = d0, if the (a, b)-horn of V closes then the (c, d)-horn of V has
to close. Similarly (π2, p2) is a trivial double covering if and only if given
any volume V such that a0 = b0 and c0 = d0, a closing (c, d)-horn implies
a closing (a, b)-horn. �

Of course trivial Γ1-coverings (i.e. trivial double coverings) are examples
of normal Γ1-coverings (i.e. normal double coverings). However, these
two concepts do not coincide.

Example 2.4.2. Consider the set {?, •}, seen as a trivial quandle, as
well as two copies f : Q� → {?, •} and f : Q� → {?, •} of the same mor-
phism where Q� ..= {?�, ?, •1, •0}, and Q� ..= {?, ?�, •1, •0} are such
that ?� (respectively ?�) acts on •1 and •0 (respectively •1 and •0) by
interchanging 1 and 0, and all the other actions are trivial (see also Ex-
ample 2.3.14 in Part I). We then denote the kernel pair of f by Q�� with
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underlying set {?�, ?, ?��, ?�, •11, •10, •01, •00}, such that the element ?�

acts on bullets by interchanging the exponents 1 and 0 and similarly with
?� for the indices. Then ?�� interchanges both indices and exponents of
the bullets, whereas x / y = x for any other choice of x and y in Q��.

Q��
π�

,2,2

π�

��
��

Q�

f�
��
��

Q�
f�
,2,2 {?, •}

∣∣∣∣∣
•11 π�

π�

•10
π�

•01 π� •00

?�� π�

π�

?�

π�

?� π� ?

(38)

The projection π� identifies all the elements that have the same indices
(including blanks), and similarly π� identifies elements with the same
exponents.

Observe that none of the morphisms above are quandle coverings. More-
over, both double extensions (π�, f

�) and (π�, f�) are such that the condi-
tions of Lemma 1.4.3 are not satisfied. However, the conditions of Propo-
sition 2.4.1 are easily seen to be satisfied by both (π�, f

�) and (π�, f�).
In order to check this, observe that the only “non-trivial” element in
Eq(π�)�Eq(π�) is the square on the right of (38) (or any symmetric
equivalent) and for any g, h ∈ Pth(Q��) and for any i, j, k, l ∈ {0, 1},
we have that •ij · g = •ij · h if and only if •kl · g = •kl · h.

Even if 2.4.2 is symmetric in the sense that both (π�, f
�) and (π�, f�)

are double normal coverings, Proposition 2.4.1, does not seem to be
symmetric in the role of (α>, α⊥) and (fA, fB). Observe that in Ex-
ample 1.4.6, the double extension (π1p, t?) is a trivial double covering
and thus also a normal double covering. However, the double extension
(π2p, t) is neither a trivial double covering nor a normal double covering
since •1 / ?11 6= •1 / ?10 even though •0 / ?01 = •0 / ?00.

Recall that any normal Γ1-covering (normal double covering) α is in
particular a Γ1-covering, since α is split by α. Now unlike trivial double
coverings and normal double coverings, Γ1-coverings are expected to be
symmetric in the same way that double coverings are (see Remark 2.0.2).
If we were to weaken the condition characterizing normal Γ1-coverings
to obtain a candidate condition for the characterization of Γ1-coverings,
we would look for a way to make it symmetric in the roles of fA and α>.

Now observe that an obvious asymmetrical feature of the characterization
in Proposition 2.4.1 is the fact that we look at properties of f̄ -horns in
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Eq(α>), some of which cannot be expressed as ᾱ-horns in Eq(fA). In
the spirit of the discussions on pages 116 and 125, we are looking at the
“successive action” of “two-dimensional data” on some “one-dimensional
data” (in a fixed privileged direction). What we are aiming for is the
“successive action” of “two-dimensional data” on some “zero-dimensional
data”.

We get rid of the asymmetry in Proposition 2.4.1 by collapsing the one-
dimensional head of the volumes we study. Looking at 〈fA, α>〉-horns in
A>, these can be described both as f̄ -horns in Eq(α>) and as ᾱ-horns
in Eq(fA). From Proposition 2.4.1 we produce the concept of a double
extension with rigid horns.

Definition 2.4.3. A double extension of racks (or quandles) α is said
to have rigid horns if any 〈fA, α>〉-horn V in A> has rigid α>-membranes
in the sense of Proposition 2.4.1: if

V = ((a0, b0, c0, d0), ((ai, bi, ci, di), δi)1≤i≤n),

as in Definition 2.3.1, its (d, c)-horn closes if and only if its (a, b)-horn
closes.

Even though Definition 2.4.3 still seems asymmetric at first, it is actually
not so anymore. Indeed we use the terminology rigid horns because we
may show that given a double extension α : fA → fB, any 〈fA, α>〉-horn
V in A> has rigid α>-membranes if and only if any 〈fA, α>〉-horn V in
A> has rigid fA-membranes (its (a, d)-horn closes if and only if its (b, c)-
horn closes). Observe that by Definition 2.4.3, the double extension
(fA, fB) has rigid horns if and only if any 〈fA, α>〉-horn has rigid fA-
membranes. Again we may show that (α>, α⊥) has rigid horns (in the
sense of Definition 2.4.3) if and only if the double extension (fA, fB) has
rigid horns, as it is the case for double coverings. We skip this (rather
elementary) step as it can be deduced from the fact that the concepts of
double covering and double extension with rigid horns coincide.

Proposition 2.4.4. A double extension of racks α : fA → fB is a double
covering if and only if α has rigid horns (Definition 2.4.3).

Proof. Suppose that α : fA → fB has rigid horns in the sense of
Definition 2.4.3. Then given an element (a, b, c, d) ∈ Eq(fA)�Eq(α>)

and an element x ∈ X we build an 〈fA, α>〉-horn V described by super-
position of the two fA-membranes M1 and M0 below (the so-obtained
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“left-hand side” α>-membrane of V is as in Example 2.0.3). Since the
α>-membranes of V are rigid andM0 closes into a disk, we conclude that
y ..= x · (a b−1 c d−1) is equal to x.

M1 :

x

}�

a

b−1

c

d−1

�!

b
b−1

c
c−1

fA
fA
fA

y
fA

x

M0 :

x

}�

d

c−1

c

d−1

�!

c
c−1

c
c−1

fA
fA
fA

x
fA

x

(39)

Conversely suppose that α is a double covering and consider an 〈fA, α>〉-
horn V given by V = (x, ((ai, bi, ci, di), δi)1≤i≤n) as in Definition 2.3.1.
Suppose that the (c, d)-membrane of V closes into a disk (i.e. cV = dV ),
we have to show that the (a, b)-membrane closes into a disk (the converse
is then given by symmetry of V in the role of the fA-membrane).

More generally, and without assumption on the double extension α, we
show that the endpoints aV and bV of such a horn V are in relation by
[Eq(fA),Eq(α>)], which we temporarily denote by ≈. Observe that for
all z ∈ A> we have that z /−δn dn /δn an ≈ z /−δn cn /δn bn (replace ≈ by =

when α is a double covering). By taking z = dV ..= x/δ1 d1 · · ·/δn dn (and
by reflexivity of ≈, its compatibility with the operation /, and using the
fact that cV = dV ) we derive

x /δ1 d1 · · · /δn−1 dn−1 /
δn an ≈ x /δ1 c1 · · · /δn−1 cn−1 /

δn bn. (40)

Then consider the square

an−1 /
δn an dn−1 /

δn an

bn−1 /
δn bn cn−1 /

δn bn

∈ Eq(fA)�Eq(α>),

and derive that for each z ∈ A>:

z /−δn−1 (dn−1 /
δn an) /δn−1 (an−1 /

δn an)

≈ z /−δn−1 (cn−1 /
δn bn) /δn−1 (bn−1 /

δn bn);

z /−δn an /
−δn−1 dn−1 /

δn−1 an−1 /
δn an

≈ z /−δn bn /−δn−1 cn−1 /
δn−1 bn−1 /

δn bn.

Applying this to Equation (40) we obtain

x /δ1 d1 · · · /δn−2 dn−2 /
δn−1 an−1 /

δn an

≈ x /δ1 c1 · · · /δn−2 cn−2 /
δn−1 bn−1 /

δn bn.
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We repeat the argument with the quadruple

an−2 /
δn−1 an−1 /

δn an dn−2 /
δn−1 an−1 /

δn an

bn−2 /
δn−1 bn−1 /

δn bn cn−2 /
δn−1 bn−1 /

δn bn

from Eq(fA)�Eq(α>) and we conclude by induction that also

x /δ1 a1 · · · /δn an ≈ x /δ1 b1 · · · /δn bn.

�

Given a double extension α : fA → fB, the rigid horns condition from
Definition 2.4.3, or more precisely Definition 2.4.5 below, make sense of
what it means for two elements of A> to be “linked under the action of a
primitive path from Eq(fA)�Eq(α>)” (see page 125).

Definition 2.4.5. Given a double extension α : fA → fB, we define the
set Xα to be the set of those pairs (x, y) in A> × A> such that there
exists an 〈fA, α>〉-horn V as in Definition 2.3.1 such that x and y are
the endpoints of one of the membranes MV

1 of V , such that moreover the
membrane MV

0 , which is opposite to MV
1 , closes into a disk.

These pairs in Xα are the pairs of elements which would be identified
if α had rigid horns. We just saw that Xα contains the generators of
[Eq(fA),Eq(α>)] and moreover Xα ⊆ [Eq(fA),Eq(α>)]. Hence if we can
show that Xα defines a congruence on A>, we can deduce that Xα is the
centralizing congruence [Eq(fA),Eq(α>)] (see Corollary 2.5.5 below).

Now recall from Part I that coverings are equivalently described via
membranes or via symmetric paths. Proposition 2.4.4 corresponds to
the description via membranes. In the following section, we adapt the
idea of a symmetric path to the two-dimensional context. Equipped with
this concept and that of a rigid horn, we provide a full description of a
general element in [Eq(fA),Eq(α>)].

2.5. Symmetric paths for double extensions. We describe sym-
metric paths in a slightly more general context than expected, because
of Proposition 2.5.7 below.

Definition 2.5.1. Given f : G→ H and h : G→ K, a pair of mor-
phisms in Grp, and given a generating set A ⊆ G (i.e. such that G =

〈a | a ∈ A〉G), we define (implicitly with respect to A)
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(i) four elements ga, gb, gc and gd in G are 〈f, h〉-symmetric (to
each other) if there exists n ∈ N and a sequence of quadru-
ples (a1, b1, c1, d1), . . ., (an, bn, cn, dn) in the intersection A4 ∩
(Eq(f)�Eq(h)), i.e. such that for each index i, f(ai) = f(bi),
f(di) = f(ci), h(ai) = h(di), and h(bi) = h(ci):

ai f

h

bi
h

di f ci

and such that, moreover, for each 1 ≤ i ≤ n, there is δi ∈
{−1, 1} such that:

ga = aδ11 · · · a
δn
n , gb = bδ11 · · · b

δn
n ,

gc = cδ11 · · · c
δn
n , gd = dδ11 · · · d

δn
n .

(41)

We often call such ga, gb, gc and gd an 〈f, h〉-symmetric quadru-
ple.

(ii) K〈f,h〉 is the set of 〈f, h〉-symmetric paths, i.e. the elements
g ∈ G such that g = gag

−1
b gcg

−1
d for some 〈f, h〉-symmetric

quadruple ga, gb, gc and gd ∈ G.

Lemma 2.5.2. Given the hypotheses of Definition 2.5.1, the set of 〈f, h〉-
symmetric paths K〈f,h〉 defines a normal subgroup of G.

Proof. Let ga, gb, gc and gd be 〈f, h〉-symmetric (to each other).
Observe that gd, gc, gb and ga are also 〈f, h〉-symmetric, and thus K〈f,h〉
is closed under inverses. Moreover, if ha, hb, hc and hd are 〈f, h〉-
symmetric, and g = gag

−1
b gcg

−1
d , h = hah

−1
b hch

−1
d , then

gh = kak
−1
b kck

−1
d ,

with ka = hah
−1
b hbh

−1
a ga, kb = hah

−1
a hbh

−1
a gb, kc = hdh

−1
d hbh

−1
a gc and

kd = hdh
−1
c hbh

−1
a gd which are 〈f, h〉-symmetric. Finally since A gener-

ates G, for any k ∈ G, the elements kga, kgb, kgc and kgd are 〈f, h〉-
symmetric to each other, and thus

kgk−1 = kgag
−1
b k−1kgcg

−1
d k−1 ∈ K〈f,h〉

is an 〈f, h〉-symmetric path. �

Notation 2.5.3. If α : fA → fB is a double extension of racks (or quan-
dles), we often write 〈fA, α>〉-symmetric (quadruple or path) instead of
〈~f, ~α>〉-symmetric (quadruple or path – see for instance Definition 2.3.1).
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An 〈fA, α>〉-symmetric trail (x, g) in A> is a trail where g is an 〈fA, α>〉-
symmetric path.

Lemma 2.5.4. Given α : fA → fB, a double extension in Rck (or Qnd),
the set Xα (Defintion 2.4.5) is the underlying set of the congruence
∼K〈fA,α>〉

induced by the action of 〈fA, α>〉-symmetric paths on A>.

Proof. Given x and y ∈ A> such that x ∼K〈fA,α>〉
y, i.e. such that

y = x · (gag−1
b gcg

−1
d ) for some 〈fA, α>〉-symmetric quadruple as in Def-

inition 2.5.1. The pair (x, y) is in Xα as one can deduce from the con-
struction of V as in Equation (39) from the proof of Proposition 2.4.4,
where one replaces every occurrence of a by a1

δ1 · · · anδn and also for b
by b1δ1 · · · bnδn , and similarly c by c1

δ1 · · · cnδn and d by d1
δ1 · · · dnδn .

Conversely, and without loss of generality, consider an 〈fA, α>〉-horn V
given by the data V = (x, ((ai, bi, ci, di), δi)1≤i≤n) as in Definition 2.3.1,
such that moreover the endpoints cV and dV are equal. Observe that the
endpoint bV = aV ·

(
(gVa )−1 gVd (gVc )−1 gVb

)
is obtained from the endpoint

aV by the action of an 〈fA, α>〉-symmetric path. �

As a conclusion to the discussion below Definition 2.4.5, we give a char-
acterization of a general element in [Eq(fA),Eq(α>)] which we show to
be an orbit congruence (see Part I and reference therein).

Corollary 2.5.5. If α : fA → fB is a double extension of racks (or
quandles), then the centralization congruence [Eq(fA),Eq(α>)] coincides
with the congruence ∼K〈fA,α>〉

generated by the action of 〈fA, α>〉-symmetric
paths, also described by the set of pairs in Xα (Definition 2.4.5, i.e. those
pairs of elements of A> which would be identified if α had rigid horns).

2.5.6. Describing symmetric paths differently? Given a morphism f

in Rck (or Qnd), f -symmetric paths are described as the elements in the
kernel Ker(~f) of ~f (which is our notation for Pth(f)). It is unclear to us
whether this result generalizes in higher dimensions. Our understanding
is that the question should be: given a double extension α, do the normal
subgroups Ker( ~fA)∩Ker( ~α>) and K〈fA,α>〉 coincide ? Whether the answer
is negative or positive, this would help to specify more precisely how to
understand these 〈fA, α>〉-symmetric paths algebraically. Following the
strategy from Section 2.4.11 of Part I, we were able to show that:

Proposition 2.5.7. [98] Given f : A→ B and h : A→ C, two surjec-
tive functions such that Eq(f) ◦Eq(h) = Eq(h) ◦Eq(f), the intersection
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Ker(Fg(f)) ∩ Ker(Fg(h)) of the kernels of the induced group homomor-
phisms

Fg(f) : Fg(A)→ Fg(B) and Fg(h) : Fg(A)→ Fg(C)

is given by K〈Fg(f),Fg(h)〉 (with respect to A) as in Definition 2.5.1.

Proof. Given an element g ∈ Ker(Fg(f)) ∩ Ker(Fg(h)) ⊆ Fg(A),
and following the proof of Proposition 2.4.15 based on Observation 2.4.14,
we may identify an Fg(f)-symmetric pair ga = aδ11 · · · aδnn , gb = bδ11 · · · bδnn
in Fg(A), such that g = gag

−1
b . Moreover, since g ∈ Ker(Fg(h)), by

Observation 2.4.14, the elements in the sequence (or word)

(xγii )1≤i≤2n
..= aδ11 , . . . , a

δn
n , b

−δn
n , . . . , b−δ11

organize themselves in n pairs (xγii , x
γj
j ) such that i < j, (xi, xj) ∈ Eq(h),

γi = −γj , each element of the sequence (xγii )1≤i≤2n appears in only one
such pair, and given any two such pairs (xγii , x

γj
j ) and (xγll , x

γl
m), l < i

(respectively l > i) if and only if m > j (respectively m < j). Let us fix
such a choice of pairs. For each k ∈ {1, . . . , 2n}, we write (x

γik
ik
, x

γjk
jk

)

for the unique pair such that either ik = k or jk = k.

For what follows, consider the “paired index” operation p defined by
p(ik) ..= jk and p(jk) ..= ik for any k ∈ {1, . . . , 2n} – of course p(p(k)) =

k for all such k. Define the operation “opposite index” o(i) = 2n+ 1− i
for 1 ≤ i ≤ 2n.

We give an example of such a word representing g ∈ Fg(A) below, where
n = 7, the lower lines link elements which are sent to opposites by f ,
and the upper lines link the elements which are paired – and thus sent
to opposites by h.

xγ11 xγ22 xγ33 xγ44 xγ55 xγ66 xγ77 xγ88 xγ99 xγ1010 xγ1111 xγ1212 xγ1313 xγ1414

aδ11 aδ22 aδ33 aδ44 aδ55 aδ66 aδ77 b−δ77 b−δ66 b−δ55 b−δ44 b−δ33 b−δ22 b−δ11
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We have for instance (x
γi6
i6
, x

γj6
j6

) = (xγ11 , x
γ6
6 ) = (x

γi1
i1
, x

γj1
j1

) and similarly
(x
γi7
i7
, x

γj7
j7

) = (xγ77 , x
γ14
14 ) = (x

γi14
i14

, x
γj14
j14

), moreover o(n) = 8, p(n) = 14

and p(o(n)) = 9, o(p(n)) = 1.

We may rewrite the word representing g as the word

aδ11 · · · a
δn
n b
−δn
n · · · b−δ11 yδ12n · · · y

δn
n+1y

−δn
n · · · y−δ11 ,

where the yk are systematically chosen to be xik as in the pair (x
γik
ik
, x

γjk
jk

).
If we define σk ..= −δk for 1 ≤ k ≤ n and σk ..= δ2n+1−k for n + 1 ≤
k ≤ 2n, then yp(k) = yk and σp(k) = −σk for all k ∈ {1, . . . , 2n}, and
the sequence (or word) (y−σkk )1≤k≤2n reduces to the empty word, i.e. it
represents the neutral element e in Fg(A). In our example

yσ11 yσ22 yσ33 yσ44 yσ55 yσ66 yσ77 yσ88 yσ99 yσ1010 yσ1111 yσ1212 yσ1313 yσ1414

a−δ11 a−δ22 aδ22 a−δ44 aδ44 aδ11 a−δ77 bδ77 b−δ77 bδ55 bδ44 b−δ44 b−δ55 aδ77

Observe moreover that for all i ∈ {1, . . . , 2n}, (xi, yi) ∈ Eq(h), γi = −σi
and σi = −σ2n+1−i. In order for g to be in K2(Fg(f),Fg(h)), it then
suffices to check that (yi, y2n+1−i) ∈ Eq(f) for each i ∈ {1, . . . , n}.
Since this is not the case in general, we describe how to “algorithmically”
replace the value of each yi (yi 7→ di for 1 ≤ i ≤ n and yi 7→ c2n+1−i
for n + 1 ≤ i ≤ 2n) in such a way that for each index 1 ≤ i ≤ 2n, it is
still the case that yp(i) = yi, moreover, the previous and new value of yi
are identified by h and finally (ck, dk) ∈ Eq(f) for each k ∈ {1, . . . , n}.
The resulting word below still represents g which thus satisfies all the
conditions for being an element of K2(Fg(f),Fg(h)).

aδ11 · · · aδnn b−δnn · · · b−δ11 cδ11 · · · cδnn d−δnn · · · dδ11

Let us illustrate this rewriting method on our example. The general
method is then described below in Algorithm 2.5.8. We start by looking
at the pair (y7, y8) = (a7, b7) and we observe that it is in Eq(f). Hence
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we do not change the values of y7 and y8, i.e. define d7
..= a7 and c7

..= b7
respectively. Now once we have set the values of d7 and c7, we do not
want to modify these anymore. But remember that yp(7) = y14 has to
be equal to y7 = d7 and similarly yp(o(7)) = yp(8) = y9 has to be equal to
y8 = c7. We thus fix y9 = c6

..= c7 = b7 and y14 = c1
..= d7 = a7. We then

proceed by looking at the pair (yp(o(7)), yo(p(o(7)))) = (y9, y6) = (b7, a1)

which is not known to be in Eq(f). We are then going to modify the
value of y6 accordingly, since the value of y9 is set. Observe that since

y9 = c6 = b7

h

x9 = b6

f

x6 = a6

h

y6 = a1,

there is z ∈ A such that

y9

f

z

h

x6

h

y6, (42)

where we link two elements with a line labelled by h if these are identified
by h; similarly for f .

We then let d6
..= z be the new value of y6. Then yp(6) = y1 has to

be set to d1
..= d6. We should then look at the pair (y1, y14), but both

values d1 and c1 have been defined already. This is not a problem since
(y1, y14) ∈ Eq(f) by construction (f(y1) = f(d6) = f(c6) = f(c7) =

f(c1) = f(y14)).

We have just completed an Inner loop in our method. We may then
start over by choosing any of the remaining indices i, such that the value
of yi has not been set yet. Take for instance i = 2, we look at the pair
(y2, y13) = (a2, b5) which is not known to be in Eq(f). We thus modify
the value of y13 accordingly: since

y2 = a2

h

x2 = a2

f

x13 = b2

h

y13 = b5,

there is z′ ∈ A such that

y2

f

z′

h

x13

h

y13,

we choose y13 = c2
..= z′ and keep y2 = d2

..= a2. As a consequence we
define yp(2) = y3 = d3

..= a2 and yp(13) = y10 = c5
..= c2. We must then
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look at (y10, y5) = (c2, a4) which is not known to be in Eq(f). Then
since

y10 = c2

h

x10 = b5

f

x5 = a5

h

y5 = a4,

there is z′′ ∈ A such that

y10

f

z′′

h

x5

h

y5,

we define y5 = d5
..= z′′ and thus yp(5) = y4 = d4

..= d5. Similarly, we
define y11 = c4 such that (y4, y11) ∈ Eq(f) and let y12 = c3

..= c4. Now
observe that y3 = d3 = a2 was defined in such a way that (y12, y3) ∈
Eq(f). This ends a second Inner loop in the method. The values of
all the yi have been set in the appropriate way, which ends the Outer
loop of our method. In general this method can be implemented as in
Algorithm 2.5.8 below.

Algorithm 2.5.8. Declare two variables m and l, which range over the
indices {1, . . . , 2n}, and which we use to run the two embedded loops of
the algorithm. Define the variable I which is the set of “indices not yet
visited”. We use the symbol ..= to change the value of these variables.

Start by setting m ..= n and I ..= {1, . . . , 2n}.

Outer loop. Define I ..= I \ {n, o(m)} and start by running the
method TestPair(m) defined below. Then:

(1) If p(m) 6= o(m), replace the values of yp(m) and yp(o(m)) by those
of ym and yo(m) respectively. Define l ..= p(o(m)) and proceed
to the Inner loop.

(2) Otherwise (if p(m) = o(m)), proceed to Switch.

Inner loop. Define I ..= I \ {l, o(l)} and then:

(1) If o(l) 6= p(m), then the value of yo(l) has not been modified yet.
Run TestPair(l), and replace the value of yp(o(l)) by that of yo(l).
Observe that yp(m) = ym, yo(m) = yp(o(m)), yl, yo(l) = yp(o(l)) are
all identified by f by construction. Finally, redefine l ..= p(o(l))

and proceed to the Inner loop.
(2) Otherwise (o(l) = p(m)), proceed to Switch.
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Switch.

(1) If I is not empty, choose any i ∈ I and define m ..= i. Proceed
to the Outer loop.

(2) Otherwise stop the algorithm.

TestPair. Given an index j ∈ {1, . . . , 2n}, define the method de-
noted by TestPair(j) as follows.

(1) If (yj , yo(j)) ∈ Eq(f), keep these as they are;
(2) otherwise, since

yj

h

xj

f

xo(j)

h

yo(j),

there exists z ∈ A such that

yj

f

z

h

xo(j)

h

yo(j).

Then replace the value of yo(j) by z.

Note that l and m keep visiting new indices, which have not yet been
visited by l, o(l), m or o(m). Since there is a finite amount of such
indices and o(p(m)) is one of those, the Inner loop always reaches an end:
o(l) = p(m). When this happens, by construction yl and yp(m) = yo(l)
are in relation by Eq(f). We can thus proceed to the Outer loop after
redefining m to be any of the remaining indices in I. No value of any
yi is changed twice, but all values are visited once so that the resulting
sequence is as required. �

Remark 2.5.9. Note that the existence of a z as in Equation (42) does
not mean that there is a workable algorithm to find this z. However, as-
suming that such a procedure exists, one can implement the whole method
on a computer.

Now given a double extension of racks (or quandles) α, it is easy to
obtain K〈fA,α>〉 ≤ Ker( ~fA) ∩Ker( ~α>) as the image of

K〈Fg(fA),Fg(α>)〉 = Ker(Fg(fA)) ∩Ker(Fg(α>))

by qA> : Fg(U(A>))→ Pth(A>) (defined as in Section 2.4 above). Hence
Ker( ~fA) ∩ Ker( ~α>) = K〈 ~fA, ~α>〉 if and only if the induced morphism
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q̄ : Ker(Fg(fA)) ∩Ker(Fg(α>))→ Ker( ~fA) ∩Ker( ~α>) is a surjection. We
were unfortunately not able to identify a reason why this should be true
in general (see Observation 2.5.10 for alternative descriptions).

Besides, we note that even if the two groups do not coincide, it might still
be that the action of K〈fA,α>〉 on A> and the action of Ker( ~fA)∩Ker( ~α>)

on A> define the same congruence in Rck (or Qnd). Finally, we ask the
“even weaker” question: is Ker( ~fA) ∩Ker( ~α>) in the center of Pth(A>)?
This would imply that the image by Conj Pth of a double covering is still
a double covering (see Section 2.2).

Observation 2.5.10. More precisely, observe that a double extension of
racks or quandles α is sent to a double extension α′ = Pth(α) in groups
since Pth preserves pushouts of surjections and Grp is a Mal’tsev cate-
gory. Call c′ : Pth(A>) � P ′ the surjective comparison map of α′. The
double extension α is also sent to a double extension in Set by the forgetful
functor, as pullbacks and surjections are preserved. This double extension
in Set is then sent by Fg to a double extension α′′ in Grp, since pushouts
of surjections are preserved by left-adjoints. Write c′′ : Fg(A>) � P ′′ for
the comparison map of α′′. Finally α′′ is sent by Conj to a double exten-
sion in Rck again, which is sent to a double extension α′′′ by Pth. Write
c′′′ : Fg(A> × Fg(A>)) � P ′′′ for the comparison map of α′′′. We have
thus three layers α′′′, α′′ and α′ of double extensions in Grp fitting into a
fork α′′′ ⇒ α′′ → α′ of 3-dimensional arrows, such that each arrow is a
square of double extensions, and the top pair is a reflexive graph whose
legs are 3-fold extensions.

By the universal property of the pullbacks P ′′′, P ′′ and P ′, there is an in-
duced reflexive graph p1, p2 : P ′′′ ⇒ P ′′, as well as a surjection q : P ′′ → P ′

which coequalizes p1 and p2, such that the whole fork fits into the com-
mutative diagrams of Figure 5. By Lemma 1.2 in [10], (∗) is a double
extension if and only if q is the coequalizer of p1 and p2, which is also
equivalent to the fork being a double extension. These three equivalent
conditions are satisfied if and only if the aforementioned morphism

q̄ : Ker(Fg(fA)) ∩Ker(Fg(α>))→ Ker( ~fA) ∩Ker( ~α>)

is a surjection.
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p1A>
��

c′′′
,2,2 P ′′′

p2

��

p1

��

RL

Fg(A>)

(∗)qA>
��
��

c′′
,2,2 P ′′

q

��
��

Pth(A>)
c′

,2,2 P ′

Figure 5. The fork α′′′ ⇒ α′′ → α′ and its comparison map

3. The Γ1-coverings (or double central extensions of racks and
quandles)

In this section, we show that the concept of double covering of racks
and quandles (or algebraically central double extension) and the con-
cept of Γ1-covering (or double central extension of racks and quandles)
coincide. In order to do so, we first show that double coverings are re-
flected and preserved by pullbacks along double extensions. Since trivial
Γ1-coverings are double coverings, this implies that Γ1-coverings are also
double coverings.

3.1. Double coverings are reflected and preserved by pull-
backs. We first show a general result about morphisms induced by 3-fold
extensions (see Definition 1.3.1). Observe that given the hypothesis of
Lemma 1.2.1, we deduce from [10, Lemma 2.1] that if the right hand
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square of Diagram (30) is a double extension, then f is an extension
even if C is merely regular (and not Barr-exact).

Lemma 3.1.1. Consider a 3-fold extension (σ, β) : γ → α in a regular
category C. The morphism

�(σ,β) : Eq(fC)�Eq(γ>)→ Eq(fA)�Eq(α>)

induced by (σ, β) between the parallelistic double equivalence relations is
a regular epimorphism.

Proof. First we recall how to build the double parallelistic rela-
tions of interest. By taking kernel pairs horizontally and then verti-
cally, we build the Diagrams (43) and (44), where the induced pairs
(p1, p2) : Eq(fγ) ⇒ Eq(fC) and (π1, π2) : Eq(fα) ⇒ Eq(fA) on the top
rows, are the kernel pairs of γ̄ and ᾱ by a local version of the denormal-
ized 3× 3 Lemma (see [10] and Lemma 3.1.2 below). As a consequence,
all the rows and columns of Diagrams (43) and (44) are exact forks.

Eq(fγ)

����

p1
,2

p2
,2 Eq(fC)

����

γ̄
,2 Eq(fD)

����

Eq(γ>)

fγ
��

,2
,2 C>

γ>
,2

fC
��

D>

fD
��

Eq(γ⊥)
,2
,2 C⊥ γ⊥

,2 D⊥

(43)

Eq(fα)

����

π1
,2

π2
,2 Eq(fA)

����

ᾱ
,2 Eq(fB)

����

Eq(α>)

fα
��

,2
,2 A>

α>
,2

fA
��

B>

fB
��

Eq(α⊥)
,2
,2 A⊥ α⊥

,2 B⊥

(44)

Then by Proposition 2.1 from [10], the objects Eq(fγ) = Eq(fC)�Eq(γ>)

and Eq(fα) = Eq(fA)�Eq(α>) yield the double parallelistic relations of
interest.
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Now the 3-fold extension (σ, β) induces morphisms between the Diagrams
(43) and (44), such that on the top row we have

Eq(fC)�Eq(γ>)

�(σ,β)
��

p1
,2

p2
,2 Eq(fC)

γ̄
,2

σ̄
��

Eq(fD)

β̄
��

Eq(fA)�Eq(α>)
π1
,2

π2
,2 Eq(fA)

ᾱ
,2 Eq(fB).

Hence, by [10, Lemma 2.1], it suffices to prove that the right hand com-
mutative square (σ̄, β̄) is a double extension. This can be deduced from
the fact that (σ, β) is a 3-fold extension. When C is Barr-exact category,
we may use [48, Lemma 3.2]. However, for a general regular category C,
we consider the “fork of comparison maps”:

Eq(fC)

p
��

,2
,2 C>

fC
,2

��

C⊥

��

Eq(fA)×Eq(fB) Eq(fD) ,2
,2 A> ×B> D>

fP

,2 A⊥ ×B⊥ D⊥.

(45)

where the bottom row is exact by Lemma 3.1.2 (as for the top rows
in Diagrams (43) and (44) above). Moreover, the right hand square
(fC , fP ) is a double extension since (σ, β) is a 3-fold extension, and thus
the morphism p is a regular epimorphism. Since p is also the comparison
map of (σ̄, β̄), this concludes the proof. �

Using the study of the denormalized 3× 3 Lemma from [10], we obtain
the following result, where, as usual, we locally use double extensions
instead of working globally in a Mal’tsev category.

Lemma 3.1.2. Given a regular category C as well as a 3×3 diagram such
as any of the two Diagrams (43) and (44), where all columns are exact,
the middle row and the bottom row are exact, and the bottom right-hand
square is a double extension, then the top row is also exact.

Proof. The top row is left-exact by [10, Theorem 2.2]. Then the
top right morphism is a regular epimorphism by [10, Lemma 2.1]. We
conclude by the fact that in any category with pullbacks, regular epi-
morphisms are the coequalizers of their kernel pairs. �

Working in the categories Rck and Qnd again we obtain the following.
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Corollary 3.1.3. Double coverings are stable by pullbacks along dou-
ble extensions and reflected along 3-fold extensions. In particular, Γ1-
coverings are double coverings.

Proof. Consider a 3-fold extension (σ, β) : γ → α in Rck (or Qnd)
such as in Definition 1.3.1.

Assume that γ is a double covering. Given x ∈ A> and (a, b, c, d) in
Eq(fA)�Eq(α>), the surjectivity of σ> and �(σ,β) (from Lemma 3.1.1)
yields x′ ∈ C> and (a′, b′, c′, d′) ∈ Eq(fC)�Eq(γ>) such that σ>(x′) = x,
σ>(a

′) = a, σ>(b′) = b, σ>(c′) = c, and σ>(d′) = d. Since x′/a′/−1b′/c′/−1

d′ = x′ in C>, the image of this equation by σ> yields x/a/−1b/c/−1d = x

in A>. Hence α is a double covering.

Conversely assume that α is a double covering and suppose that (σ, β)

describes the pullback of α and β, i.e. suppose that the comparison map
π of (σ, β) is an isomorphism (see Definition 1.3.1). Then we consider
x ∈ C> and (a, b, c, d) ∈ Eq(fC)�Eq(γ>), and we have to show that
y ..= x / a /−1 b / c /−1 d is equal to x. It suffices to check the equality in
both components of the pullback C>, via the projections γ> and σ>. We
have indeed γ>(y) = γ>(x) and since α is a double covering, we have also
σ>(y) = σ>(x). Hence γ is a double covering. �

3.2. Double coverings are Γ1-coverings. As described in Section
1.4, given a double covering α : fA → fB, we build the canonical double
projective presentation of its codomain fB:

pfB
..= (p>fB , p

⊥
fB

) : pB → fB (see Diagram (33)).

We then consider the pullback of our double covering α along our pro-
jective presentation pfB (see Diagram (46) in ExtRck or ExtQnd). This
yields a double covering γ : fC → pB which has a projective codomain
pB : Fr(P )→ Fr(B⊥) (or pB : Fq(P )→ Fq(B⊥) if we work in Qnd).

fC ,2

(γ>,γ⊥)
��

fA
(α>,α⊥)
��

pB
(p>fB

,p⊥fB
)
,2 fB

(46)

We show that such double coverings are always trivial double coverings,
which implies that the double covering α is a Γ1-covering.
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Proposition 3.2.1. If a double covering of racks γ = (γ>, γ⊥) has a
projective codomain of the form p : Fr(P )→ Fr(B⊥) for some sets P and
B⊥:

C>
fC

,2

〈γ>,fC〉
$,

γ>

��

C⊥

γ⊥

��

Q
π2

07

π1
x�

Fr(P )
p

,2 Fr(B⊥),

where Q ..= Fr(P ) ×Fr(B⊥) C⊥, then γ is a trivial double covering. The
result holds similarly in Qnd, for a double covering γ with codomain of
the form p : Fq(P )→ Fq(B⊥).

Proof. Consider an fC-horn M = (x, (ai, bi, δi)1≤i≤n) in C> such
that the image of M by γ> closes into a disk in Fr(P ), i.e. γ>(x) ·(
~γ>(a1

δ1 · · · anδnbn−δn · · · b1−δ1)
)

= γ>(x).

x

w�

a1δ1

. .
.

anδn
�'

b1δ1

. . .

bnδn
fC
fC

aM ..= x · (gMa )
fC

bM ..= x · (gMb )

7−→

γ1(x)

��

~γ1(gMa )

��

~γ>(gMb )
fC
fC
fC

γ>(a
M )

Let us write yi ..= γ>(ai) and xi ..= γ>(bi) for each 1 ≤ i ≤ n. Then

h ..= ~γ>(a1
δ1 · · · anδnbn−δn · · · b1−δ1) = y1

δ1 · · · ynδnxn−δn · · ·x1
−δ1 ,

in Pth(Fr(C>)) yields the neutral element e since the action of the group
Pth(Fr(C>)) on Fr(C>) is free – note that in the context of Qnd, this
path h is in the group Pth◦(Fq(C>)) which acts freely on Fq(C>).

Since p is projective (with respect to double extensions), there is a split-
ting s ..= (s>, s⊥) of γ such that γs = (1Fr(P ), 1Fr(B⊥)) is the identity
morphism. If we define di ..= s>(γ>(ai)) and ci ..= s>(γ>(bi)) for each
1 ≤ i ≤ n, then we have that

• c1
δ1 · · · cnδndn−δn · · · d1

−δ1 = ~s>(h
−1) = e ∈ Pth(C>) is trivial;

• moreover γ>(di) = γ>(ai) and γ>(ci) = γ>(bi) for each 1 ≤ i ≤ n;
• and thus the product gMa (gMb )−1 in Pth(C>) defines an 〈fC , γ>〉-
symmetric path in Pth(C>) since we have that the product
gMa (gMb )−1 = gMa (gMb )−1 ~s>(h

−1) which is equal to

a1
δ1 · · · anδnbn−δn · · · b1−δ1c1

δ1 · · · cnδndn−δn · · · d1
−δ1 .
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Since γ is a double covering, we conclude that

x = x · (gMa (gMb )−1) = x · (a1
δ1 · · · anδnbn−δn · · · b1−δ1),

which shows that γ is a trivial double covering. �

Theorem 3.2.2. A double extension of racks (or quandles) is a Γ1-
covering (also called double central extension of racks and quandles), if
and only if it is a double covering (also called algebraically central double
extension of racks and quandles). The category of double coverings and
the category of Γ1-coverings above an extension of racks (or quandles)
are isomorphic.

3.3. Centralizing double extensions. Consider a double exten-
sion of racks (or quandles) α : fA → fB. We may universally centralize
it (i.e. make it into a double covering) by a quotient of its initial object
A>. We studied the reflection of CExtRck in ExtRck. Now in Ext2Rck

(from Definition 1.3.1), we may identify the full subcategory CExt2Rck

whose objects are the double coverings (or equivalently the Γ1-coverings,
also called double central extensions). The following result is the 2-
dimensional equivalent of Theorem 3.3.1 from Part I. We define E2 as
the class of 3-fold extensions from Definition 1.3.1.

Theorem 3.3.1. The category CExt2Rck is a (E2)-reflective subcategory
of the category Ext2Rck with left adjoint F2 and unit η2 defined for an
object α : fA → fB in Ext2Rck by

η2
α

..= (η2
α> , η

2
α⊥)

..= ((η2
A> , idA⊥), (idB> , idB⊥)) : α −→ F2(α),

where η2
A>

: A> → A>/C2(α) is defined as the quotient of A> by the cen-
tralizing relation C2(α) ..= [Eq(fA),Eq(α>)], and its equivalent descrip-
tions from Corollary 2.5.5. Observing that C2(α) ≤ Eq(fA) ∩ Eq(α>),
the image F2(α) ..= (F2̂(α>), α⊥) : F2̂(fA)→ fB is defined via the unique
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factorization of the comparison map p : A> → A⊥ ×B⊥ B> through the quo-
tient η2

A>
:

A>

η2A>
!*

p
,2 A⊥ ×B⊥ B>

A>/C2(α)
p′

2:

A>

η2A>
,2

α>

��

fA

z�

A>/C2(α)

F2̂(α>)..=π2p′

��

F2̂(fA)..=π1p′
z�

A⊥

α⊥

��

A⊥

α⊥

��

B>
fB

z�

B>

fBz�
B⊥ B⊥

where π1 and π2 are the projections of A⊥ ×B⊥ B>, as in Equation 27.

The image by F2 of a morphism (σ, β) : γ → α is then given by the iden-
tity in all but the initial component:

F2(σ, β) = ((σ̂>, σ⊥), (β>, β⊥)),

where σ̂> is defined by the unique factorization of η2
A>
σ> through η2

C>
, as

displayed below, where P ..= (C>/C2(γ))×(A>/C2(α)) A>:

C>
σ>

,2

p
&-

η2C>

��

A>

η2A>

��

P
π2

07

π1
v�

C>/C2(γ)
σ̂>

,2 (A>/C2(α))

(47)

Proof. First observe that the double extension F2(α) is indeed
a double covering by construction. As was already mentioned in the
proof of Theorem 1.3.2, η2 is easily seen to be a 3-fold extension since
its bottom component is an isomorphism. Hence given a quadruple
(a, b, c, d) ∈ Eq(F2̂(fA))�Eq(F2̂(α>)), it is the quotient of some quadru-
ple (a′, b′, c′, d′) ∈ Eq(fA)�Eq(α>) by Lemma 3.1.1, and thus for any
x ∈ (A>/C2(α)), the elements x and x ·(a b−1 c d−1) have η2

A>
-pre-images

x′ and x′ · (a′ (b′)−1 c′ (d′)−1) which are in relation by C2(α).

Then we show that η2
α has the right universal property. We first show

the universality of η2
α in the subcategory Ext2(fB) of double extensions

over fB. Consider a double covering γ : fC → fB and a morphism θ ∈
Ext2(fB) between α and γ, yielding the following commutative diagram
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of plain arrows in ExtRck, whose top and bottom components in C are
given below.

F2̂(fA)

ϑ..=(ϑ>,θ⊥)

��

F2(α)

#+
fA

η2α>

LR

θ
��

α
,2 fB

fC
γ

3;

(A>/C2(α))

ϑ>

��

F2̂(α>)

$,
A>

η2A>

LR

θ>
��

α>
,2 B>

C>
γ>

2:

A⊥

θ⊥

��

α⊥

!*
A⊥

θ⊥
��

α⊥
,2 B⊥

C⊥
γ⊥

4=

Given any pair (x · g, x) ∈ C2(α), where g is some 〈fA, α>〉-symmetric
path, ~θ(g) is an 〈fC , γ>〉-symmetric path and thus we have that θ>(x) =

θ>(x) · ~θ>(g) since γ is a double covering. As a consequence, C2(α) ≤
Eq(θ>) and thus there exists a unique factorization ϑ> of θ> through
η2
A>
. Since fCϑ>η2

A>
= θ⊥ F2̂(fA)η2

A>
, and η2

A>
is an epimorphism, we may

define the morphism ϑ ..= (ϑ>, θ⊥) : F2̂(fA)→ fC , which is moreover a
double extension by Lemma 1.1.2. This shows the existence of a factor-
ization of θ through η2

α> . The uniqueness of ϑ is easily deduced from the
uniqueness in each component.

Now working in the category Ext2Rck, we consider a double covering
γ : fC → fD and a morphism (τ, ι) : α→ γ in Ext2Rck. We compute
the pullback ρ of γ along ι and the induced comparison map π of the
underlying square of (τ, ι) in ExtRck:

F2̂(fA) F2(α)

*0fAη2α>

ck

α
,2

π #+

τ

��

fB

ι

��

fC ×fD fB
ρ

07

%z�

fC γ
,2 fD,

Since ρ is a double covering (by pullback-preservation), we obtain

ϑ : F2̂(fA)→ fC ×fD fB
by the preceding discussion. Then the morphism (%ϑ, ι) is a factorization
of (τ, ι) through η2(α) which is easily shown to be unique. �
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Note that, as usual, the monadicity of I implies that CExt2C, is closed
under finite limits computed in Ext2C. Also since η2 has regular epimor-
phic components, double coverings are closed under subobjects in Ext2C
(see for instance [71, Section 3.1]; note that the same comments hold for
the adjunction F1 a I). Closure by quotients along 3-fold extensions was
discussed in Remark 1.3.3. We conclude the proof that F2 a I fits into a
strongly Birkhoff Galois structure Γ2 in the forthcoming article, Part III
[97], where we study higher coverings of arbitrary dimensions.

4. Further developments

Besides the following theoretical developments, more explicit examples
of double coverings should be studied, for instance in the known contexts
of application cited in Part I. Now from the perspective of categorical
Galois theory, future developments should also include the description of
a weakly universal double covering above an extension, and subsequently
the characterization of the fundamental double groupoid of an extension
(see for instance [21]). From there, the fundamental theorem of cate-
gorical Galois theory should be applied in order to “classify” the double
coverings above an extension.

Another obvious line of work concerns the commutator defined in Sec-
tion 2.1. A review of the links between commutators and Galois theory
can be found in [70]. For instance, it should be checked whether or not
our commutator coincides with (or compares to) what was defined for
general varieties in terms of internal pregroupoids [75], or other theo-
ries such as the classical approach of [57] which was already applied in
this context [7]. In the last paragraphs below, we suggest to apply the
developments of [69] to our context, with the objective to investigate
the links between categorical Galois theory and homology [56, 28, 34]
within racks and quandles (see also [38, Section 9]).

4.1. Galois structure with abstract commutator. As it was
suggested in Part I, one of the important outcomes for the application of
higher categorical Galois theory in groups was the elegant generalization
of the higher Hopf formulae from [18] to semi-abelian categories [74,
50, 45, 34]. In [69], G. Janelidze shares his perspective on how to
understand the mechanics behind the Hopf formulae from the viewpoint
of categorical Galois theory, and in particular via the description and
understanding of what an abstract Galois group is. He introduces the



4. Further developments 150

definition of a Galois structure with (abstract) commutators, which is
suggested as another starting point (more general than that from [50])
for applying the methodology that he illustrates in the context of groups.
In this section, we adapt this definition in order to include the covering
theory of quandles as an example, in a way which is compatible with the
aims and developments from [69]. Further details about the application
of the ideas from [69] to the covering theory of quandles is left for future
work.

Our definition of Galois structure with (abstract) commutators is not
aimed at being the most general possible. Our main point is the use of
higher extensions to clarify the conditions which are displayed in [69].

Definition 4.1.1. A Galois structure with commutators is a system of
the form Γ = (C,X , F, I, η, ε, E , [−,−]), in which:

(1) Γ = (C,X , F, I, η, ε, E) is an admissible Galois structure (see
Convention 1.0.1 and Subsection 1.3);

(2) if f = pq in C and f and q are in E, then p is in E;
(3) [−,−] is a family of binary operations

ERE(A)× ERE(A)→ ERE(A)

defined for each A in C and all written as (S, T ) 7→ [S, T ]; here
ERE(A) denotes the class of E-congruences on C, i.e. the class
of subobjects of A×A that are kernel pairs of morphisms from
E;

(4) for S and T in ERE(A), we always have [S, T ] ≤ S ∩ T ;
(5) if (σ, β) : γ → α is a morphism between the double extensions γ

and β, then (σ, β) induces a morphism

[σ>] : [Eq(fC),Eq(γ>)]→ [Eq(fA),Eq(α>)];

(6) if (σ, β) : γ → α above is a 3-fold extension, then the morphism
[σ>] : [Eq(fC),Eq(γ>)]→ [Eq(fA),Eq(α>)] is in E;

(7) for each A in C, F (A) = A/[A×A,A×A] and ηA is the canon-
ical morphism A→ A/[A×A,A×A];

(8) for a morphism p : E → B from E, p is a Γ-covering if and
only if [E ×E,Eq(p)] = ∆E, i.e. [E ×E,Eq(p)] is the smallest
congruence on E.

Observe that conditions (5) and (6) differ from G. Janelidze’s presenta-
tion (see 4.4(i) and (j) in [69]). We explain how to translate from his
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context to ours. In order to avoid confusion, let us point out a small typo
in [69]: the conclusions of Condition (g) in Definitions 4.1 and Condi-
tion (f) in Definition 4.4 should be that p is in F (rather than in C – see
Condition (2) below). Also in Condition (i) of Definition 4.4 we should
read [E × E,Eq(p)] instead of [E × E,Ker(p)].

Now if we translate the notation in [69] to ours, G. Janelidze considers
the data of σ> : C> → A>, S ..= Eq(fC), T ..= Eq(γ>), S′ ..= Eq(fA) and
T ′ ..= Eq(α>) as well as induced morphisms s : S → S′ and t : T → T ′.
From this data, we easily build the entire morphism (σ, β) with no further
assumptions. The only difference is then the assumption that α and γ
are not merely pushout squares of extensions, but also double extensions.
Whenever C is a Mal’tsev category, which is the case in the examples
considered by G. Janelidze and others [44, 50, 53, 54, 46], α and γ

are automatically double extensions. In our context, this is the “natural”
extra requirement to work with. We work locally with congruences which
commute since in our context, pairs of congruences above a given object
do not commute in general. Now when s and t are further required to
be extensions (such as in 4.4(j)), by the same reasoning, the natural
generalization from Mal’tsev categories consists in requesting (σ, β) to
be a square of double extensions. Finally observe that 4.4(j) was already
challenged in Remark 4.6 of [69]. Observe that under the restrictions
suggested by T. Everaert or G. Janelidze (in this same remark), our
square of double extensions (σ, β) becomes a 3-fold extension. Hence
our choice of presentation is arguably an adequate and elegant variation
from [69], which is coherent with the example we are interested in, as
well as the examples considered in [69] and related works.

Example 4.1.2. From the results of Section 2.1, and Lemma 3.1.1, we
deduce that the Galois structure from Theorem 1.3.2 together with the
operation [−,−] from Definition 2.1.1 satisfies the conditions of Defini-
tion 4.1.1.

Since compatibility with unions is understood to be an important prop-
erty for commutators, we show the following result which may be used
to study Example 4.1.2 from the perspective of [69]. Note that our hy-
potheses might not be optimal; we deduce the modular law locally from
the less general permutability conditions on our congruences. These
are arguably more suitable for this context in which (repeatedly) we
have been using, locally, some properties which are globally satisfied in
Mal’tsev categories.
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Proposition 4.1.3. Let A be a quandle, R, S and T congruences on A
such that S ≤ R. If R, S and T commute pairwise, and moreover R∩T
commutes with S (for instance when S commutes with all congruences),
then [R,S∪T ] = [R,S]∪[R, T ] = [S,A×A]∪[R, T ] (see Corollary 2.1.10).

Proof. First observe that [R,S] ∪ [R, T ] ≤ [R,S ∪ T ] is an easy
consequence of Lemma 2.1.9. Then consider a generator

(x / a /−1 b / c /−1 d, x) ∈ [R,S ∪ T ]

for some x ∈ A and

a R

S∪T
b

S∪T
d R c

∈ R�(S ∪ T ).

Since S and T commute, there is b0 ∈ A such that (b, b0) ∈ S and
(b0, c) ∈ T . Moreover since R commutes with S and T , there are a0

and respectively d0 such that (a, a0) ∈ S, (a0, b0) ∈ R, (d, d0) ∈ T

and (d0, b0) ∈ R. Hence (a0, d0) ∈ R ∩ (S ∪ T ). Using the modular law
(a0, d0) ∈ S∪(R∩T ) and thus there is a1 ∈ A such that (a0, a1) ∈ S and
(a1, d0) ∈ (R ∩ T ). From there observe that (a1, b0) ∈ R and (a1, d) ∈ T
such that we obtain:

a
R

S a0

R

S a1

R

T d
R

b S b0 S b0 T c

Considering each of these three squares separately, by definition of [R,S]

and [R, T ] we derive that x is in relation by [R,S] ∪ [R, T ] with the
element

x / a /−1 b / b0 /
−1 a0 / a0 /

−1 b0 / b0 /
−1 a1 / a1 /

−1 b0 / c /
−1 d,

which reduces to x / a /−1 b / c /−1 d. �
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