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There is no “answer”.
But Tânia & Mimouche are the answer.





Abstract
Meteoroids provide Earth’s primary source of extraterrestrial materials from
the various nebular and planetary environments of the Solar System and be-
yond. These naturally delivered samples bring 50 to 100 tons of material daily.
A community of researchers devotes themselves to study meteors. Their in-
terest lies in a quest for answers in aeronomy, astronomy, geophysics, and
planetology. The understanding of meteor phenomena usually derives from the
correlation between observations and simplified models. However, these mod-
els lump most of the physics, incapacitating an in-depth comprehension. For
instance, the Chelyabinsk event in 2013 raised awareness within the scientific
community and urged them to improve the legacy models.
Meteor phenomena are complex since they involve many physical aspects,

such as multi-phase and non-equilibrium flows. Up to date, the most detailed
simulations are incapable of coping with all these physical features. This thesis
aims to build models that accurately describe a meteoroid entry and compare
the results obtained with observations. We leverage engineering models devel-
oped for reentry space vehicles and extend them to meteoroid applications. We
focus first on the flow analysis – high-temperature effects and radiation – and
then on the material – evaporation and shear ablation. These models are valid
within the continuum regime, meaning that they can be employed to derive
flow characteristics of fireballs and to study bolide ablation.
Chapter 2 presents state-of-the-art physico-chemical models relevant to me-

teoroid entry conditions. We review the necessary data to compute the metallic
species thermochemical properties. These data are essential to understand the
flow features and strengthen the accuracy of the meteor ablation description.
We integrate the required metals data into the open-source Mutation++ li-
brary, which is coupled to a Computational Fluid Dynamics solver to provide
thermochemical closure to the governing equations.
In Chapter 3, we improve the engineering-based models to study meteoroid

degradation and develop kinetic-based evaporation models. The former models
consider chemical equilibrium at the gas/liquid interface, whereas the latter ac-
count for chemical non-equilibrium and rarefied gas effects due to the presence
of the Knudsen layer. We observe a significant deviation between both models
under strong evaporation conditions and a considerable temperature jump at
the interface due to rarefied effects.
The high heating load on the meteoroid during entry leads to a phase-change

of the material. As the material melts, the aerodynamic forces drive the re-
moval of the molten layer. This behavior was observed on several ground ex-
periments based on real meteorite samples. In Chapter 4, we apply an enthalpy
method and solve the material thermal behavior to study the phase-transition
phenomenon. We extend a shear ablation model developed for glass materials
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to meteoroids. We make a comparison between the results obtained with our
models and the experiments carried out at NASA Ames Research Center on a
Tamdakht H5 ordinary chondrite. For those conditions, our results show that
evaporation is negligible compared to the molten layer removal.
The presence of alkali metals in the flow, due to the evaporation, causes the

bright light that is observed during a meteor entry. This light is owed to the
radiation of the chemical species within the flow. Coupling the flow field with
thermal radiation is a complicated task due to the inherent high computational
cost. In this work, we employ the Hybrid Statistical Narrow-Band model, which
is accurate and efficient in previous studies for the reentry of space vehicles.
In Chapter 5, we compare the spectral measurements carried out in the VKI
Plasmatron with the numerical results and observe a good agreement between
the spectral measurements and the simulated spectra regarding the emission of
Fe and K. Unfortunately, it is not possible to analyze the Na intensity due to
a spectral saturation from the experiment.
Chapter 6 combines all the models developed in the previous chapters to

study the Lost City bolide event. We couple radiation, flow, and evaporation
to reproduce the luminosity at different altitudes. The numerical outcome is
compared with the observations; a good agreement is found. The simulated
spectra lack the presence of refractory element Ca, which is usually detected
during meteor entry. We suspect that the presence of Ca results from droplet
evaporation sheared away from the main body. The coupling between the flow
and material suggests that the primary source of material degradation is due
to the removal of the molten layer, for most of the trajectory. Below a certain
altitude, radiative heating increases substantially, leading to more substantial
evaporation. This analysis is made only in a small segment of the trajectory
due to the complexity inherent to the coupling.
In this work, we could shift from the 0D correlations or legacy models to

predictive engineering models, allowing us to describe meteor phenomena in
fair agreement with the observations. The outcome of this thesis can also be
applied to study man-made space debris degradation in Earth’s atmosphere, in
particular, to detect their radiative signature during reentry phase.
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CHAPTER 1

Introduction

I would rather be ashes than dust! I would rather that my spark should
burn out in a brilliant blaze than it should be stifled by dry-rot. I would
rather be a superb meteor, every atom of me in magnificent glow, than
a sleepy and permanent planet. The function of man is to live, not to
exist. I shall not waste my days trying to prolong them. I shall use my
time.

— Jack London

1.1. Meteoroids and the meteor phenomenon

Fun fact 1

In 1956, Patterson [203] determined Earth's age (4.55 ± 0.07 billion years)
with a high-degree of accuracy through isotopic analysis (Pb207/Pb206) of
several meteorites, including the Canyon Diablo meteorite.

Carl Sagan once said, “...because the cosmos is also within us. We’re made
of star-stuff”. What does he mean by that? In his television show, Cosmos,
he explains that the necessary components for the existence of life can also be
found in stars or any other cosmic body.
The desire to understand the origin of life has motivated generations of re-

searchers from different fields. A community of passionate astrophysics, as-
tronomers, planetary scientists, geochemists, and more recently, engineers de-
vote themselves to study the meteor phenomenon in a quest for answers. Mete-
oroids provide our primary source of extraterrestrial materials from the various
nebular and planetary environments of the Solar System and beyond. These
naturally delivered samples, bring 50 to 100 tons of material every day [83].
In the early stages of our planet, the meteor influx was 100 times higher than
today [124]. The presence of organic components (highly polymerized carbon)
in asteroids and comets is well known from meteorite laboratory analyses. Ex-
citing research aims to comprehend the delivery of these carbonates compounds
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from meteoroid entry [152] and how they react with the atmosphere during the
harsh entry conditions [153].
The interest in meteoroid entry goes beyond the origin of life. A better

understanding of such phenomena is essential in a variety of fields such as
aeronomy, astronomy, geophysics, and planetology. Space agencies launched
sample-return missions to asteroids such as Hayabusa II [261], and to comets
such as 67P/Churyumov-Gerasimenko [249] to collect relevant data to their
formation and composition. The complexity and operational costs of these
missions motivate scientist to pursue the study of the meteor phenomenon.
Tracing a large number of meteoroid orbits in the Solar System allows clarifying
the association of meteoroids with asteroids, comets, or the zodiacal cloud.
Most meteor showers are remnants of comets traveling the solar system [124,

258]. A comet can be seen as a rubble pile bonded by an ice matrix. As the
comet travels closer to the sun, the ice matrix sublimates, leading to a trail of
gaseous water and solid particles. When Earth's orbit crosses this stream of
particles, they create a fantastic show if the weather allows for it. The most
famous showers are the Perseids and the Leonids; the former occurs every year
between July and August whereas the latter takes place around November.
The meteor showers pose no threat since most of the delivered material

ablates in the atmosphere. On the other hand, fireballs and bolides are larger
bodies that might survive the entry and can become potential hazards [253].
These bodies mostly derive from the asteroid belt between Mars and Jupiter.
The collision between asteroids within this belt leads to smaller fragments
escaping the initial orbit, and if they get closer to Earth, they are designated
as a Near-Earth Object (NEO). When these large meteoroids enter Earth's
atmosphere, they undergo melting and evaporation. Their motion and rotation
in the atmosphere is somehow random and depends on how they entered in the
first place. Figure (1.1) exemplifies possible orientations that the meteoroids
might undergo during entry, based on shape of the meteorites. For instance, in
Fig. (1.1) the Dhofar 182 meteorite was discovered with a cone shape showing
flow structures due to the material melting. Another case is an iron meteorite
with a shield shape found in Chile.
Meteorites are one of the reasons re-entry capsules have a sphere-cone shape.

Robert H. Goddard was a pioneer in aerospace engineering, who envisioned
space exploration and the space vehicle design. Figure (1.2) shows an excerpt
from the original report, written by Goddard [95] disclosing his ideas on the
different steps for a successful space mission. The vision of this pioneer is an
excellent example of how nature inspires engineers.
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Spherical shape Cone shape Shield shape

Random
tumbling

No rotation

Rotation axis along
direction of motion

Iron meteorite from ChileDhofar
Flow structures preserved after cooling.  
(www.metbase.de)

Figure 1.1.: Illustration of meteoroids and their shape during entry. This
figure has been reproduced from Norton and Chitwood [185].

1.2. Detection and observation of meteoroids

Fun fact 2

In Australia, the Yarrabubba impact structure was established by Er-
ickson et al. [78] as the oldest asteroid impact on Earth. With almost
2.2 billion years, the impact occurred during the ice age, and the study
highlights that it produced enough H2O vapor to modify Earth’s climate.

Humankind has been witnessing meteor showers for centuries, and for a long
time, mythological stories were attributed to explain these events. The Leonid
shower in 18331 was so magnificent that it drove the scientific interest towards
meteors and encouraged systematic observations. Since then, amateur and pro-
fessional astronomers have joined forces to build a worldwide network, enabling

1https://blog.nationalgeographic.org/2014/08/30/1833-meteor-storm-started-
citizen-science/

https://blog.nationalgeographic.org/2014/08/30/1833-meteor-storm-started-citizen-science/
https://blog.nationalgeographic.org/2014/08/30/1833-meteor-storm-started-citizen-science/
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Figure 1.2.: Excerpt of Goddard [95] original report on space exploration. In
this excerpt, he points out that the spacecraft heat shield should be inspired
on meteoroids since they can survive entry conditions.

a share of knowledge. Table (1.1) shows some of these networks among dozens
more.
Meteors are fast objects that make them hard to observe in situ with space-

borne instruments or remote sensing techniques. Astronomers employ detection
techniques such as video/photographic/spectral or radar/radio observations to
track them, allowing them to estimate the meteoroid influx [34, 119, 269]. The
former type of observations is used to measure the light magnitude and spectral
features, while the latter is sensitive to the ionization of evaporated particles
forming the meteor.
We recall that occasionally more considerable objects (bolides and super-

bolides) enter the Earth's atmosphere, sometimes posing a threat to human
populations [35, 43]. Among the daily material delivered into our planet,
the Chelyabinsk event (15 February 2013) [43] renewed awareness of potential
hazards. This event motivated the planning of incoming asteroids deflection
and mitigation strategies [211]. Shortly after the incident, NASA's planetary
defense coordination office created the Asteroid Threat Assessment Project
(ATAP) to provide to policy and decision makers accurate predictions of im-
pact effects in the event of a significant asteroid encounter. Figure (1.3) shows
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the detected fireballs/bolides since 1988 and their respective impact energy.
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Figure 1.3.: Fireballs reported by USA government sensors from Apr 1988 –
Mar 2020. The large impact in Russia represents the Chelyabinsk superbolide
event on 15 February 2013. This figure was taken from Chamberlain [58].

Within the several worldwide networks, only three will be mentioned herein,
more specifically as examples:

• Belgian RAdio Meteor Stations (BRAMS): Recent efforts have
been made by the Belgian Institute for Space Aeronomy (BIRA-IASB) to
predict the velocity and trajectory of meteoroids. The meteor detection is
done employing an innovative technique based on the radio waves reflec-
tion due to the electron concentration [166]. The Belgian Radio Meteor
Stations [18] experiment consists of a series of receivers spread all over
Belgium to collect and standardize the meteor observations. One of the
main objectives of these projects is the computation of the meteoroid flux
densities. However, this quantity is hardly quantifiable from the lone ra-
dio observation, and it is necessary to rely on comparison with numerical
models to estimate it. From a modeling perspective, BRAMS requires
an accurate description of the electrons in the trail, which can only be
modeled with a high-fidelity flow field calculation.

• Fireball Recovery and Planetary InterPlanetary Observation
Network (FRIPON): The European project Fireball Recovery and
Planetary InterPlanetary Observation Network [90] detects more signif-
icant objects with a set of high-definition cameras and spectrometers
distributed all over France. One of the objectives is to recover mete-
orites. The network of cameras enables them to reconstruct the trajec-
tory, and from the spectrometer results, they are capable of quantifying
the luminosity produced during a bolide entry. The latter can be linked
to the radiation emitted from the ablation of the meteor. Therefore,
FRIPON needs accurate radiation models, which can be further related
to the luminosity measurements.
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• Asteroid Threat Assessment Project (ATAP): Since 2014, there
has been a growing interest from ATAP to better understand the meteor
phenomenon for planetary defense purposes. More specifically, the pro-
gram's main scope is to understand and quantify the risk of airburst/im-
pact of potentially hazardous asteroids smaller than 0.5 km. More ac-
curate ablation models will aid in understanding whether a bolide with
a specific trajectory and size presents a potential hazard to the com-
munity. ATAP demands accurate ablation modes (evaporation, melt re-
moval, fragmentation) to assess whether the bolide is a potential threat.

The conventional meteor physics equations (single-body theory), rely on a
zero-dimensional method and lack a precise treatment of the particle interaction
with the atmosphere from the fluid dynamics point of view. Moreover, the
study of the material response (melting and possible material removal) is often
neglected. The single-body theory includes the following system of Ordinary
Differential Equation (ODE)'s [265],

dV

dt
= −ΓV 2 3ρa

4ρmR
, (1.1a)

dm

dt
= αevap pvapS

√
M

2πkBTw
, (1.1b)

dH

dt
= −V cos γ, (1.1c)

1

2
πR2V 3ρaCh = 4πR2εσ(T 4

w − T 4
env) +

4

3
πR3ρmcp

dTw

dt
+ Lheat

dm

dt
(1.1d)

I = −τ(
V 2

2

dm

dt
+mV

dV

dt
). (1.1e)

The first equation corresponds to the deceleration of the object where V is the
velocity, t the time, Γ the drag coefficient, R the body radius, ρa and ρm are
the density of the atmosphere and material, respectively. The second equa-
tion corresponds to the mass loss derived from the Knudsen-Langmuir law.
Quantity m is the mass of the object, αevap the evaporation coefficient, pvap

the equilibrium vapor pressure, S the particle surface area, M the molecular
weight of the gaseous vapor, kB the Boltzmann constant, and Tw the surface
temperature. The third equation allows us to compute the trajectory altitude
H in function of time, where γ is the entry angle to the zenith. The fourth
equation is a surface energy balance to estimate Tw. Quantity Ch is the heat
transfer coefficient, Tenv the temperature of the surrounding environment, cp
the bulk material specific heat, and Lheat the latent heat of vaporization. The
final equation corresponds to the luminosity I, where τ is the luminous effi-
ciency. The meteoroid mass along the trajectory can be derived by Eq. (1.1a)
or Eq. (1.1e) since the deceleration and the luminosity result from observa-
tions. The former derivation is called dynamic mass, while the latter is known
as photographic mass.
As a simple example, we use Eqs. (1.1a) to (1.1d) to estimate the trajectory
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of three meteoroids with an initial radius of 0.1, 1 and 10 cm. Figure (1.4)
shows the trajectory with the corresponding Knudsen number Kn contour and
the above detection networks. The Knudsen number is defined as the ratio
of the mean-free path based on the free-stream conditions and the body ra-
dius. One can see that the objects observed by BRAMS are close to the free-
molecular regime (Kn > 10). The meteoroids relevant for the FRIPON and
ATAP projects are in the transition and continuum regimes.

initial radius = 0.1cm  1 cm  10 cm

Figure 1.4.: Meteoroid trajectory estimated with the meteor physics equa-
tions. The contour represents the Knudsen number (Kn = 0.01, 0.1, 1, 10)
based on the free-stream conditions. The initial velocity is V∞ = 12 km s−1 for
all trajectories.

1.3. State-of-the-art of the meteor physics

Fun fact 3

Furukawa et al. [91] found the presence of extraterrestrial ribose and other
sugars on meteorites. Ribose is an essential building block of RNA, thus,
the formation of life. This study strengthens the theory that meteoroids
might have contributed to the origin of life on Earth. That is what we
call a sweet meteorite!
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Table 1.1.: Worldwide observation networks

Network Country link

video/photographic/spectral observations
ASGARD All-Sky Camera Network Canada 1
European Fireball Network Czech Republic 2
Fireball Recovery and InterPlanetary Observation Network (FRIPON) France 3
Croatian Meteor Network (CMN) Croatia 4
Desert Fireball Network Australia 5
Canary Islands Long-Baseline Observatory (CILBO) Spain (ESA) 6
Cameras for Allsky Meteor Surveillance (CAMS) U.S.A./BeNeLux 7
NASA All Sky Fireball Network U.S.A. 8
Polish Fireball Network (PFN) Poland 9
SPanish Meteor Network (SPMN) Spain 10
IMO Video Meteor Network Germany 11
SonotaCo Japan 12
BRAzilian Meteor Observation Network (BRAMON) Brazil 13
Finnish Fireball Network Finland

radar/radio observations
The Canadian Meteor Orbit Radar (CMOR) Canada 14
Belgian RAdio Meteor Stations (BRAMS) Belgium 15
Multi-static Multi-frequency Agile Radar for Investigation of the Atmosphere (MMARIA) Germany

References. (1) http://aquarid.physics.uwo.ca/research/allsky/overview.html, (2) https://en.wikipedia.
org/wiki/European_Fireball_Network, (3) https://www.fripon.org/?lang=en, (4) http://zbornik.rgn.hr, (5)
https://dfn.gfo.rocks, (6) https://www.cosmos.esa.int/web/meteor/cilbo, (7) http://cams.seti.org, (8)
https://fireballs.ndc.nasa.gov, (9) https://www.pkim.org, (10)http://www.spmn.uji.es/ENG/presentation.
html, (11) https://www.imonet.org, (12) https://sonotaco.jp, (13) http://www.bramonmeteor.org/bramon/en/,
(14) http://aquarid.physics.uwo.ca/research/radar/cmor_intro.html (15) https://brams.aeronomie.be

http://aquarid.physics.uwo.ca/research/allsky/overview.html
https://en.wikipedia.org/wiki/European_Fireball_Network
https://en.wikipedia.org/wiki/European_Fireball_Network
https://www.fripon.org/?lang=en
http://zbornik.rgn.hr
https://dfn.gfo.rocks
https://www.cosmos.esa.int/web/meteor/cilbo
http://cams.seti.org
https://fireballs.ndc.nasa.gov
https://www.pkim.org
http://www.spmn.uji.es/ENG/presentation.html
http://www.spmn.uji.es/ENG/presentation.html
https://www.imonet.org
https://sonotaco.jp
http://www.bramonmeteor.org/bramon/en/
http://aquarid.physics.uwo.ca/research/radar/cmor_intro.html
https://brams.aeronomie.be
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1.3.1. Meteor modeling

Because even large meteoroids typically lose a significant part of their mass
due to ablation during the atmospheric passage, accurate physical models for
these phenomena are requisite to predictions of the ensuing consequences on
the ground due to the arrival of the remaining object.
The current models of meteoroid ablation often rely on the single body theory

[169] and recently have been extended to include fragmentation [45, 103, 271].
These models seek to draw improved inference about the size of the meteoroids
from observations and to access the ground risk of the bolide fragmentation
[270]. The major drawback of the single body theory is that all the physics is
lumped into the coefficients. As mentioned above, this theory relies on a system
of ODE's that cannot simulate in detail the hypersonic flow field formed during
meteor entry. An accurate description of this field allows us to gain insight
into chemical species produced during the event, its impact on the luminosity
produced by flow radiation, and a better description of the thermal ablation of
the meteoroid.
Another approach involves detailed computational simulations of the phe-

nomena. Although these simulations are computationally expensive, they pro-
vide the flow's physical features, that the single body theory cannot.

Single-body theory

Although there exists a worldwide effort to detect meteors [34, 119, 143, 269],
the meteoroid mass entering planet Earth is not certain. This uncertainty is
greatly affected by the inaccuracy of the meteor physics equations used to derive
composition, mass, and trajectory parameters of each incoming object. The
system of ODE's in Eq. (1.1) go back to the work of Öpik [280] from a time
during which the computational resources to solve such a phenomenon were
limited; today, this remains a colossal task. The heuristic coefficients, such as
the heat-transfer and luminous efficiency (part of the kinetic energy which is
transformed into light), are often correlated to meteor observations [169].
Many authors have previously integrated photographic observations with an

extension of the single body theory, including fragmentation [10], to derive the
mass and the trajectory of meteoroids by obtaining the best fit for heuristic
coefficients. For example, Gritsevich and Koschny [101] combined photometric
with dynamic measurements from several observations to constrain the lumi-
nous efficiency. Gritsevich [100], Gritsevich et al. [102], Sansom et al. [222] con-
strained all the unknown coefficients shown in Eq. (1.1) into two parameters
α (ballistic coefficient) and β (mass loss) retrieved by a best fit with obser-
vations using a least-squares method. The α-β method categorize the meteor
events into unlikely, possible, and likely falls without additional assumptions
on coefficients present in Eq. (1.1). Sansom et al. [220] employed an Extended
Kalman Filter (EKF) to determine trajectory parameters from observations,
permitting the derivation of the initial and final mass of the objects in an au-
tomated manner. Sansom et al. [221] improved their previous methodology
using an Unscented Kalman Filter (UFK) and an Interacting Multiple Model
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(IMM), enabling then to consider nonlinearity of the meteor physics equations
due to fragmentation.
Among several observations, the Lost City bolide [170] is one of the first

well-documented events, whereby light magnitude and trajectory were mea-
sured. This bolide serves as a reference to infer heuristic coefficients, and ReV-
elle and Rajan [214] sought the opportunity to deduce the luminous efficiency
and photographic mass from these observations, disregarding fragmentation.
Years later, Ceplecha [53] used the same observations and improved the in-
ference of the luminous efficiency and the photographic mass by including a
gross-fragmentation model. Ceplecha and ReVelle [54] generalized the meaning
of luminous efficiency as a function of mass, velocity, and normalized air den-
sity. These authors obtained this intrinsic luminous efficiency by calibrating
their fragmentation model with the Lost City bolide's best observational fit.
This work represented a breakthrough in the definition of the luminous effi-
ciency because it is typically assumed that this parameter depends only on the
velocity [259]. More recently, Subasinghe and Campbell-Brown [243] inferred
the luminous efficiency from 15 meteoroids and showed that this parameter
does not depend only on the velocity.
The meteoroid composition dramatically affects the intensity of the meteor

luminosity. Due to spectral measurements of several meteors [37, 158, 159],
astronomers can now catalog the composition of different meteor showers and
infer their origin [263]. Moreover, Borovička and Betlem [32] derived the lumi-
nous efficiency from the classical luminosity equation by analyzing the spectra
of two meteors from the Perseid shower. From the spectra, Borovička and
Betlem [32] and Borovička and Berezhnoy [31] could identify the temperature
of each chemical species assuming radiative equilibrium conditions, distinguish-
ing two regions; a vapor layer region including species with a temperature below
5000 K (mostly evaporation components also recognized as the main spectrum),
and the shock layer region where the species have temperatures above 10000
K (known as the second spectrum containing mainly N and O from the shock
layer).
One significant drawback of the meteor physics equations are the lack of de-

tailed physico-chemical modeling, which is fundamental to simulate hypersonic
entries. For example, these equations do not account for the thermodynamic
and chemical non-equilibrium across the shock and boundary layer [94]. More-
over, the radiative effects on the shock layer are neither considered. Ceplecha
et al. [56] mentions this lack of fidelity by showing some trajectories that cannot
be explained with these equations alone. Furthermore, [54] suggest that the
meteor physics equations may require improvements. The entry of meteoroids
is complex and challenging to model because it involves numerous physical
phenomena in the shock layer and the multiphase physics that the material
endures, involving melting and evaporation. Moreover, during the flight, the
meteoroid spans a wide range of flow conditions, from free-molecular and rar-
efied effects to the continuum regime. For smaller meteoroids at high altitude,
the Kn number is high, and the flow is under rarefied conditions. At these
conditions, the Navier-Stokes equations are no longer valid and one can solve
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the Boltzmann equation with numerical methods such as Direct Simulation
Monte Carlo (DSMC). The interested reader is directed to the works of Boyd
[40], Jenniskens [123]. Recently, Bariselli [16], Bariselli et al. [17] developed an
ablation model for rarefied flows with application to meteoroid entry.

Computational simulations of meteors

In the last twenty years, several authors have been engaged in developing mod-
els to include detailed flow, radiation, and ablation coupling effects in the
continuum regime. These models encompass two types of approaches: The
first concerns inviscid simulations that are fast and relatively easy to solve,
but the dissipation terms in the boundary layer are neglected, which influences
the evaporation boundary condition. The second involves viscous simulations
that resolve the boundary layer but, in turn, are harder to solve and are com-
putationally expensive for multidimensional cases. Park [199, 200, 201] per-
formed coupled ablation radiation simulations assuming an inviscid flow field
in thermal-equilibrium conditions. The incoming air layer and ablation layer
divide the shock layer into two flow regions, and approximated methods are
used to simulate them. Moreover, Park [199, 200, 201] modeled the radiative
transfer with the Rosseland approximation, which is only valid for optically
thick systems. Golub et al. [96] derived heat-transfer and luminous efficiency,
assuming an inviscid flow including thermal non-equilibrium effects. These au-
thors modeled the ablation products as a 1D cylindrical piston plunging into
a quasi-stationary hypersonic flow, assuming no mixing between the two lay-
ers. Svettsov et al. [246] computed the radiative field of Chelyabinsk using the
Rosseland approximation. The body was treated as a liquid-like strengthless
object [235] due to a lack of solidity at low altitude. Shuvalov and Artemieva
[235] computed the effects of radiation felt on Earth's surface by solving the ra-
diative transfer equation assuming an inviscid, thermal-equilibrium flow around
the body.
Silber et al. [236] solved the Navier-Stokes equations for the flow field via

Computational Fluid Dynamics method. These authors studied the chemical
kinetics effect on the trail of a nonablative small meteoroid at high altitude.
Although the objective of their work was to study reaction rates during a
meteoroid entry, it lacks fundamental thermodynamic and transport properties
at high temperatures, which might result in an erroneous interpretation of the
chemical kinetics. To date, Johnston et al. [130] showed one of the highest-
fidelity models for flow, ablation, and radiation coupling for meteoroid entries.
In that work, the authors derived heat-transfer coefficients for Chelyabinsk-type
bolides; even though they use state-of-the-art physico-chemical models to treat
hypersonic flows, the surface evaporation is in equilibrium. The equilibrium
boundary condition might be a strong assumption for these flow conditions
because non-equilibrium effects become more predominant for massive ablation
rates. Moreover, with their boundary condition, it is impossible to solve the
evaporation of volatiles. The extraction of the meteoroid physical parameters
from observations requires strong assumptions on the flow physics, such as
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local thermo-chemical equilibrium conditions. A more systematic approach
is to compare the observations with 3D computational fluid dynamic (CFD)
simulations, but these are computationally expensive for the flow in question.

1.3.2. Ground experiments of meteorites

Ground experiments provide the opportunity to look at the meteor phenomenon
in detail, allowing us to focus on the gas-surface interaction for well-defined
flight conditions and material properties, which remain poorly understood.
The first experiments in an Arcjet facility at NASA Ames were performed

by Shepard et al. [233], who compared the luminous intensity of meteorite
analogs such as gabbro and basalt with stony meteorites. The authors ob-
served similar intensities from artificial and natural meteorites proposing the
use of artificial samples to understand the ablation of asteroidal meteors better.
Bronshten [42] conducted experiments on samples of stony and iron meteorites
in an inductively-coupled plasma facility. After an initial stage during which
the sample warms up, softens, and liquefies, the sample started to ablate. From
the observations, it was possible to infer that melting and mechanical disinte-
gration were probably dominant at altitudes lower than 100 km, with the direct
vaporization of material dominating only above 120 km. As the author admit-
ted, however, it is questionable that the mentioned experiments had been able
to replicate the extreme environment taking place during hypervelocity atmo-
spheric entry, with realistic surface temperatures and heat fluxes.
More recently, three series of experiments were performed, making use of im-

proved measurement and inspection techniques. Loehle et al. [151] tested an H4
chondrite and analog samples at the Institut für Raumfahrtsysteme (IRS) with
the objective of gaining a better understanding of the ablation process and
associated spectral features. Cylindrical shape samples were exposed to high
heat flux until complete disintegration. The spectra measured by Echelle spec-
troscopy gave a good comparison with flight data.
Helber et al. [113] tested a sample of the El Hammami H5 ordinary chondrite

at the von Karman Institute for fluid dynamics (VKI) in the Plasmatron facility
to better understand the gas-surface interaction processes occurring during a
meteoroid entry. The outcome of this experiment allowed for the development
of thermochemical ablation models and understanding of the chemical processes
at the surface, as shown in Pittarello et al. [206]. More details regarding this
experiment are given in Section 5.3.
In the work of Agrawal et al. [2], the extreme entry conditions experienced

by the Chelyabinsk meteorite during its entry were reproduced. Two samples
of the H5 Tamdakht chondrite and one iron meteorite, all carved into a spher-
ical cone shape, were exposed for few seconds to a plasma flow in the Arcjet
Interaction Heating Facility of NASA Ames Research Center. The chondrite re-
sisted for 2 s while the iron meteorite was destroyed after 2.5 s. For all samples,
substantial removal of the melt by shearing effects was observed, and values
for the effective heat of ablation were derived, leading to an improvement of
the current models. Table (1.2) shows the test conditions of the latest test
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campaigns done on meteorites in high-enthalpy facilities.

Table 1.2.: Comparison of recent meteorite ablation test campaigns in differ-
ent high-enthalpy facilities. The experimental quantities ps, q̇cw and he are the
stagnation pressure and heat flux and boundary-layer edge enthalpy, respec-
tively.
Facility ps q̇cw he Configuration Reference

hPa MW m−2 MJ kg−1

VKI Plasmatron 15-200 1-3 24-54 Stagnation point [113]
IRSArcjet 24 16 70 Cylindrical sample [151]
Ames Arcjet 14 40 20 Full axisymmetric body [2]

In parallel to the experiments in high-enthalpy facilities, intensive evapora-
tion has been studied by directing a high-power laser beam towards the surface
of meteorite test samples. This experiment reproduces the strong heating rate
on the surface upon the entry of a bolide at high velocities. Milley et al. [175]
investigated the production of light during meteoroid ablation to better esti-
mate the luminosity efficiency. The expanding vapor was observed by CCD
detectors used for meteor observations. The spectral features contained mainly
neutral atoms, and light production from the vapor was observed even without
high-speed collisions with air constituents. The same technique was used to
study the material's thermo-chemical behavior when subjected to high heat
fluxes [272]. Ferus et al. [81] developed a methodology to analyze and inter-
pret real-time plasma spectra from meteor detections using a calibration-free
method. The method was validated by comparison with laboratory experi-
ments in which measurements, performed by using laser-induced breakdown
spectroscopic (LIBS), allowed quantitative determination of elemental compo-
sitions and temperatures in Perseid and Leonid events.
In the work of Bones et al. [29], a new facility (The Meteoric Ablation Simula-

tor) was presented to study differential evaporation in interplanetary dust par-
ticles (< 50µm) in free-molecular flow. The authors could produce a controlled
heating rate to represent entry conditions and to measure impact ionization co-
efficients for the interpretation of radio and radar observations. Martín et al.
[167] observed differential ablation effects showing that sodium is the major
contributor for radio observation due to its high volatility and low ionization
energy.

1.4. Objectives and outline of the thesis

Fun fact 4

For several years, researchers have been debating if the dinosaurs’ ex-
tinction was owed to the impact of an asteroid or climate change caused
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by volcanic emissions. Hull et al. [120] shows that the cause of the end-
Cretaceous mass extinction was due to a massive impact. Not so fun for
dinosaurs in the end.

From the state-of-the-art review, the inadequacy of the models employed
nowadays to understand the flow field details of the meteor phenomenon is
evident. These models are commonly employed to access the atmosphere's
energy deposition, estimate the electron concentration, study the luminosity of
meteors, and many other purposes. The coefficients of the single-body theory
are hard to generalize due to a broad spectrum of entry conditions, e.g., velocity,
altitude, size, and composition. Besides, the interest in detailed simulations is
new, and the models still require significant development to cope with the
multi-physics associated with the meteor phenomenon.
This thesis aims to develop models able to describe the multi-physics phe-

nomena of a meteoroid entry. We focus on the different flow aspects – high-
temperature effects and radiation – and material analysis – evaporation and
shear ablation – within the continuum regime. These models can be applied to
derive flow features of fireballs and to study bolide ablation. The underlying
objective is to develop comprehensive models that can be applied to interpret
meteor observations and assess the incoming object's risk. Only a single body
is studied here, and fragmentation is beyond the scope of this work.
The specific objectives of this thesis are:

Obj.1 Development of the models to study the meteoroid thermal ab-
lation in the continuum regime:
a) Derivation of evaporation and melting models to study the ma-

terial ablation,
b) Application of a radiation model which is computationally inex-

pensive and accurate for hypersonic flows.

Obj.2 Design of a methodology to relate the models with meteor ob-
servations:
a) Comparison of the models with luminosity and dynamic mass

observations,
b) Derivation of the single-body theory coefficients from de-

tailed simulations.

We leverage engineering models developed for re-entry space vehicles, and
we extend them to meteoroid applications. With this thesis, we intend to
build a bridge between aerospace engineers and the meteor community, opening
possible collaborations for future research.
To address the stated objectives, the thesis is framed such that all phenomena

can be tackled. This structure can be best depicted in Fig. (1.5). Chapters 2
to 5 describes separately phenomena concerning the modeling of the gas-phase,
surface evaporation, material melting, and flow radiation, respectively. The
modeling chapters are organized similarly, i.e., starting by the model's descrip-
tion, moving to the numerical methods, and ending with results. The results
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are either experimental comparison or verification with other methods. In
Chapter 6, we combine these models in an overarching application of a fireball
entry, and we can compare our results with the observations.
The thesis is divided into seven chapters, including the introduction and

detailed description of each chapter follow.
Chapter 2 presents the gas-phase models relevant to hypersonic flows. We

show the governing equations in a quasi 1-D form and their closure using state-
of-the-art physico-chemical models. We present the discretized version of the
governing equations, with the Finite Volume method, and detail the in-house
Computational Fluid Dynamics solver responsible for solving them. Finally,
we employ the gas-phase models to the hypersonic simulation of a non-ablating
meteor, describing the flow field features.
Chapter 3 starts with an overview of surface balances to account for gas-

surface interaction. Afterward, we introduce engineering and kinetic-based
evaporation models. We analyze both models under strong evaporation condi-
tions in a hypersonic flow. Lastly, we compare the kinetic-based evaporation
model with the Direct Simulation Monte Carlo method to assess its validity.
Chapter 4 concerns the development of melting models for meteoroid entry

applications. The melting model is based on the Stefan problem, and it can be
applied to the phase-change of any material, e.g., oxides, and metals. Moreover,
we extend the state-of-the-art shear removal based on glass materials to the
materials mentioned above. Together with the models described inChapters 2
and 3, we compare the ablation model by shear melting and evaporation with
the experiments carried out in the Arc Jet facility at NASA Ames Research
Center.
Chapter 5 depicts the radiative model employed in this thesis. We use a

hybrid spectral reduction approach (Hybrid Statistical Narrow-Band (HSNB)
model) due to the radiative transfer's complexity and computational cost. The
chapter starts by describing the radiative features, the HSNB model, and the
numerical methodology to solve the Radiative Transport Equation (RTE). Af-
terward, we examine the H5 chondrite experiment carried out in the Plasmatron
facility at the VKI, and we rebuild it with the models explained in Chapters 2
and 3. Finally, we compare the spectral measurements with the numerical re-
sults using the HSNB model.
Chapter 6 combines all the models developed in the previous chapters to

study the Lost City bolide. The first analysis regards the coupling of flow/ra-
diation/evaporation (Chapters 2, 3 and 5) to estimate the luminosity at
different trajectory points. Moreover, we compare these results with the obser-
vations carried out by astronomers. In the second analysis of the chapter, we
include the shear ablation (Chapter 4) to a small part of the trajectory to un-
derstand the meteoroid ablation during flight. These results are also compared
with the dynamic mass measurements.
Chapter 7 summarizes the results obtained through this thesis. We address

the objectives laid out in this chapter, and we contextualize each chapter's
importance for the modeling of meteoroid entry. We finalize the manuscript
by providing perspectives on the work done and recommendations for future
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studies.
The work shown in this thesis can be applied to understand the flow field

details around meteors at a particular altitude, velocity, size, and object com-
position. Its limitations lie in the characterization of the full trajectory, and the
initial conditions of the body at the boundary rarefied/continuum regime have
to be assumed. Table (1.3) depicts a small description of the models presented
in each chapter and its disadvantages and inputs/outputs.

Figure 1.5.: Illustration of the thesis structure.
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Table 1.3.: Description of the research milestone, general assumptions and input/output the models in each chapter.

Research milestones General assumptions Model parameters

Input Output

C
ha

pt
er

2a • Stagnation-line • Continuum regime Surface temperature, Flow field
simulation • Single fragment object equivalent radius properties

• Thermodynamic, • Equivalent spherical body & velocity,
transport, & • Point wise altitude atmosphere properties
chemical-kinetic models simulations

C
ha

pt
er

3

• Thermo-chemical • Constant material Surface temperatureb, Knudsen layer
equilibrium evaporation composition at the surface equilibrium edge properties,
model • Boltzmann distribution vapor pressure, evaporation rate

• Translational & chemical at the Knudsen layer edge object equivalent radius,
non-equilibrium evaporation • Equal evaporation & surface composition
model condensation coefficients

C
ha

pt
er

4

• Melting & shear- • Constant molten Shear forces, Total ablation
ablation model thickness surface temperature, rate, molten

• Temperature independent evaporation rate, thickness, material
molten material properties material properties in-depth temperature

• Uniform recession
• Uniform surface

forces

Continued on next page
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Table 1.3 – Continued from previous page

Research milestones General assumptions Model parameters

Input Output

C
ha

pt
er

5

• Application of the • Molecular & atomic Flow field Radiative heat flux,
HSNB model to radiative properties properties, spectral intensity,
meteor simulations for air species & radiative properties transmissivity,

atomic properties radiative
for evaporation products source terms

C
ha

pt
er

6

• Estimation of the • Constant velocity Object equivalent radius Heat-transfer
shock-layer meteor • Non-fragmenting body & velocity, coefficient,
luminosity • Equivalent spherical body atmospheric properties, luminosity,

• Flow/material • Rapidly tumbling surface composition, photographic
coupling applied • Continuum regime radiative properties, magnitude,
to meteor trajectories material properties luminous efficiency,

mass removal along
trajectory,
material in-depth
temperature

a The physico-chemical models employed in the flow field simulations require thermodynamic, transport and kinetic data.
These data are described in Chapters A and 2.

b In case the surface temperature Tw is not imposed, one can solve a Surface Energy Balance (SEB) (see Chapter 3) where the
wall heat flux qw the emissivity ε are inputs and Tw is an output.



CHAPTER 2

Gas-phase modeling

Birds scream at the top of their lungs in horrified hellish rage every morn-
ing at daybreak to warn us all of the truth, but sadly we don't speak bird.

— Kurt Cobain

2.1. Introduction

The hypersonic flow environment is hard to predict because it involves complex
physico-chemical models [15]. The complexity of these models is due to their
interdisciplinary nature as they involve quantum mechanics, kinetic theory, and
statistical thermodynamics.
The accuracy of the gas phase modeling determines how predictive is a hy-

personic simulation. Anderson Jr. [7] gives an excellent example of the Apollo
11 re-entry, highlighting the importance of chemical reactions in thermody-
namic quantities, such as the specific heat ratio γ. In his words, if one assumes
a constant γ = 1.4 for air, the post-shock temperature is “ungodly high, but
also totally incorrect”. As mentioned in Chapter 1, the meteor physics equa-
tions lack this detailed modeling and lump all the information into coefficients.
These coefficients are hard to generalize for a broad range of flow conditions
given such physico-chemical aspects. Therefore, an in-depth hypersonic simu-
lation will allow us to understand better the meteor phenomena.
The objective of this chapter is to depict the physico-chemical models for

simulating hypersonic flows. We start by examining the conservation equations
for chemical reacting flows in Section 2.2. We consider a two-temperature
model [193, 194] to describe the thermal state of the flow. This model assumes

Parts of this chapter have been published in
1. J. B. Scoggins, V. Leroy, G. Bellas-Chatzigeorgis, B. Dias and T. E. Magin, Muta-

tion++: MUlticomponent Thermodynamic And Transport properties
for IONized gases in C++, SoftwareX, 12:100575, 2020.

1. B. Dias, A. Turchi and T. E. Magin, Stagnation-Line Simulations of mete-
oroid ablation, 45th AIAA Thermophysics Conference Proceedings AIAA 2015-
2349, 2015.
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that the translational mode of the heavy species, atoms and molecules, and
rotational mode of molecules follows a Boltzmann distribution at temperature
T . In contrast, the vibrational mode of molecules, the electronic mode of heavy
species, and the translational mode of the free electron follow a Boltzmann
distribution at temperature T ve. We employ state-of-the-art physico-chemical
models (Section 2.3) for the closure of the Navier-Stokes equations. This closure
contains fundamental properties and models suitable for high-temperature gas
effects. Chemical and energy source terms due to radiation are included in
the Navier-Stokes equations by following the work of Soucasse et al. [238].
We discretize the Navier-Stokes equations using a Finite Volume (FV) method
(Section 2.4). In Section 2.5, we compare two flux-splitting schemes for a
hypersonic simulation, and we analyze the physical details of the flow.
In essence, this chapter represents the foundation of the thesis since it sup-

ports the subsequent chapters. As the main contributions, we have derived and
included the thermochemical properties of metals into the Mutation++ li-
brary. Furthermore, we have implemented a flux scheme to improve the ro-
bustness of the Computational Fluid Dynamics (CFD) solver at high Mach
numbers.

2.2. Governing equation for hypersonic flows

Previously, we stressed the importance of chemical reactions in hypersonic
flows. However, we must evaluate further physical aspects as the translational
and internal energy modes of the gas can no longer be neglected. By inter-
nal energy modes, we imply that molecules have energy associated with the
rotational and vibrational motion of the nuclei and electronic energy due to
the electron shells surrounding them. On the other hand, atoms contain only
an electronic energy mode. In the case of ionized flows, an additional mode is
considered for the free-electron translational motion.
The conservation equations for a reacting gas flow yield,

∂t

 ρi
ρu
ρE

+ ∇ ·

 ρiu
ρu⊗ u
ρHu

+ ∇ ·

 J i
pĪ + τ̄
τ̄ · u+ q

 =

ω̇chem
i

0
Prad

 , (2.1)

where the first, second and third equation are respectively the mass for species
i ∈ G, the mixture momentum and the mixture total energy. Equation (2.1) is
valid both in thermal equilibrium and non-equilibrium. In thermal equilibrium,
the energy of the internal modes is characterized with same temperature as the
translational mode T = TR = TV = TE = Te. In this case, we say that the
internal energy levels of the atoms and molecules follow Maxwell-Boltzmann
distributions at temperature T .
In certain conditions, when the particles do not thermalize through collisions,

the energy of every internal mode deviates from the equilibrium state. For such
conditions, Eq. (2.1) is supplemented with additional equations do describe the
energy of each internal mode. A simplified model for thermal non-equilibrium
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Figure 2.1.: Spherical body of radius r0 subjected to a hypersonic flow at u∞.
Azimuth and zenith angles are ϕ and θ, respectively.

flows is the two-temperature model proposed by Park [193, 194, 195]. In Park’s
model, the translational-rotational modes follow a Boltzmann distribution at
temperature T = TR, whereas vibrational-electronic-electron modes obeys a
Boltzmann distribution at temperature T ve ≡ TV = TE = Te. The additional
energy equation for the vibronic mode yields,

∂

∂t
(ρeve) + ∇ · (ρeveu) + ∇ · qve = −pe∇ · u+ Ωve + Prad,ve, (2.2)

where pe∇ ·u is the internal work done by the electron pressure. This term is
non-conservative and is typically treated as a source term [94]. The remaining
terms are detailed below.
The rationale behind this mode separation is: i) same relaxation timescale

for the translational and rotational modes, whereas the vibrational relaxation
is much slower; ii) fast energy transfer between the free-electron and vibra-
tional mode; iii) most of the electronic excitation arises from the free-electron
interaction, leading to an electron-electronic energy coupling.
Park [198] has mentioned a higher rotational relaxation than vibrational at

greater temperatures. This effect implies a separate rotational equation, i.e., a
three-temperature model. Panesi et al. [190] have observed a comparable re-
laxation between the translation-rotation and translation-vibration relaxation
for a N2 N system at high temperature.
In this work, we use the two-temperature model due to the lack of data on

the translation-rotation relaxation rates for the species of interest.

Stagnation-line formulation

We simulate the hypersonic flow around spherical bodies using a reduced form
of the 2D axisymmetric Navier-Stokes equations to a quasi-1D approximation
for the stagnation streamline [134] (see Fig. (2.1)). This reduction was achieved

pe∇ · u = ∇ · (peu)− u ·∇pe where u ·∇pe = −u · qeneE which represents the energy
released during the work done by the electron flowing on a electric field E, only valid for
ambipolar assumption [195].
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by using the following similarity transformation,

T = T (r), T ve = T
ve

(r), yi = yi(r) ∀i ∈ G, (2.3)

where the temperatures and mass fraction yi of species i in the set of species G
depend only on the radial coordinate r, while the radial and azimuthal velocity
components and the mixture pressure p and electron pressure pe depend also
on the polar angle θ such that,

ur = ur(r)cos θ, uθ = uθ(r)sin θ, (2.4)

p− p∞ = p(r)cos2 θ, pe − pe,∞ = pe(r)cos
2 θ.

Taking the limit θ → 0, the stagnation streamline formulation referred to as
the dimensionally reduced Navier Stokes equations (DRNSE), are written as

∂

∂t
U +

∂

∂r
Fi +

∂

∂r
Fv = Si + Sv + Sk + Srad, (2.5)

where the vector U denotes the volume-specific balance quantities, Fi are the
inviscid fluxes, and Fv are the viscous terms. Vectors Sk and the Srad are
the kinetic and the radiative source terms, while Si and Sv are the inviscid
and viscous source terms arising from the DRNSE transformation. To ease
the notation, we drop the the overline symbol do specify the stagnation-line
quantities.

For the two-temperature model of Gnoffo et al. [94], this yields [238]:

U = [ρi, ρur, ρuθ, ρE, ρe
ve]

T
, (2.6)

Fi =
[
ρiur, ρu

2
r + p, ρuruθ, ρurH, ρure

ve
]T
, (2.7)

Fv = [Jr,i, −τrr, −τrθ, qr − τrrur, qve
r ]

T
, (2.8)

Si = − (ur + uθ)

r

[
2ρi, 2ρur, 3ρuθ − 2

p− p∞
ur + uθ

,

2ρH, 2ρeve
]T
,

(2.9)

Sv = −1

r

[
2Jr,i, 2(τθθ − τrr + τrθ),

τθθ − 3τrθ, 2(qr − τrrur − τθθur − τrθuθ), 2qve
r

]T
,

(2.10)

Sk =
[
ω̇chem
i , 0, 0, 0, Ωve

]T
, (2.11)

Srad =
[
ω̇rad
i , 0, 0, Prad, Prad,ve

]T
, (2.12)

where the total energy per unit volume is written as ρE = ρe + ρu2
r/2 with ρ

being the mixture mass density. The total enthalpy is given as H = E + p/ρ.
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The total internal energy of the mixture is defined as:

ρe =
∑
i∈H

ρiei(T, T
ve) + ρee

T
e (T ve),

where ρe and eT
e are respectively the electron density and the electron internal

energy. The internal energy for the heavy species H is defined as,{
eT
i (T ) + eE

i (T ve) + eF
i , ∀i ∈ A,

eT
i (T ) + eR

i (T ) + eV
i (T ve) + eE

i (T ve) + eF
i , ∀i ∈M,

(2.13)

where the superscripts T, V, R, and E represent the translational, vibrational,
rotational, and electronic modes, A represents the set of atoms, and M is
the set of molecules. The term eF

i represents the formation energy of the
species i at 298 K. The pressure is retrieved with the perfect gas law as p =∑
i∈H ρiRiT + ρeReT

ve, where Ri is the perfect gas constant of the species i.
The total and internal heat flux on the radial direction read as:

qr =
∑
i∈G

Jr,ihi − λT ∂T

∂r
− λve ∂T

ve

∂r
, (2.14)

qve
r =

∑
i∈G

Jr,ih
ve
i − λve ∂T

ve

∂r
, (2.15)

where Jr,i corresponds to the diffusion flux of species i (obtained by solving
the Stefan-Maxwell system [160]), and λT and λve are the heavy translation-
rotation and electron-vibronic thermal conductivities, respectively. The differ-
ent components of the viscous stress tensor read as,

τrr =
4

3
µ

(
∂ur
∂r
− ur + uθ

r

)
, (2.16)

τrθ = µ

(
∂uθ
∂r
− ur + uθ

r

)
, (2.17)

τθθ = −1

2
τrr, (2.18)

where µ corresponds to the shear viscosity. Finally, the diffusion fluxes are
defined as,

Jr,i = ρiVr,i (2.19)

where Vr,i is the diffusion velocity on the radial direction.
The energy transfer between the translational and the vibration-electronic-

electron energy is,

Ωve = −pe
(
∂ur
∂r

+ 2
ur + uθ

r

)
+ ΩVT + ΩCV + ΩCE + ΩET − ΩI. (2.20)

and for convenience we include the work of the electron compression force
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pe∇ ·u as a source term. The expressions for the transfer terms due to internal
modes exchange and chemical reactions are given in Section 2.3.4.

2.3. Physico-chemical models for gas phase

The physico-chemical models used in CFD solvers have a direct impact on
the closure the conservation laws governing the flow. These models include
mixture thermodynamic and transport properties, species chemical production
rates, and energy transfer rates. The properties depend a variety of special-
ized algorithms and data, such as species partition functions, binary collision
integrals, and reaction rate coefficients.
The Mutation++ library [230, 232] has been built to centralize data and

algorithms and provide accurate physico-chemical properties to CFD solvers.
In this section, we describe the physico-chemical models implemented in the
Mutation++ library that have been used in this thesis.

2.3.1. Thermodynamic properties

It is impossible to describe the presence of each microscopic particle in a sys-
tem containing millions of atoms and molecules. Statistical thermodynam-
ics fills this void by relating the behavior of a large number of particles to
macroscopic thermodynamics of a system in equilibrium [262], i.e., this sta-
tistical treatment assumes that every internal mode is populated according
to a Maxwell–Boltzmann distribution. An important quantity derived from
statistical thermodynamics, which allows the derivation of the macroscopic
thermodynamics properties, is the partition function,

Q =
∑
j∈L

ajexp

( −εj
kBT

)
(2.21)

where εj and aj are the energy and the degeneracy of the level j ∈ L, re-
spectively. The energy of the particle corresponds to the eigenvalues of the
time-independent Schrödinger Equation, where,

εj = εT
j + εint

j , ∀j ∈ L, (2.22)

εT
j is the energy linked to the translational motion and εint

j is the internal energy
of the particle. The Born-Oppenheimer approximation permits to separate the
motion of the nuclei and the motion of the electrons which leads to,

εint
j = εE

j + εRV
j , ∀j ∈ L, (2.23)

where εE
j is the electronic energy and εRV

j is the energy associated to the ro-
vibrational motion of the nuclei. Inserting Eqs. (2.22) and (2.23) into Eq. (2.21)
allows to derive the macroscopic thermodynamic properties for each mode.
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Remark. The Born-Oppenheimer approximation ceases to be valid for higher
electronic states because the vibration of the nuclei might change the electronic
configuration [69], inducing vibration-electronic coupling effects.

2.3.1.1. Rigid-Rotor Harmonic-Oscillator (RRHO)

The Rigid-Rotor Harmonic-Oscillator (RRHO) model is widely used for hyper-
sonic simulations, despite its limitations at high temperatures. The rotational
motion of the nuclei is computed as a rigid-rotor. This approximation im-
plies that a fixed intermolecular distance separates the nucleus of the particles
forming the molecule. The vibrational motion is determined with a harmonic
potential as in classical mechanics. Furthermore, the harmonic potential as-
sumes an equal vibrational energy gap. With this model, one neglects the
coupling effects between the rotational and vibrational modes, which are es-
sential at high temperatures. This is important to study phenomenon such as
radiation but not for the balance of energy in the flow [189]. Additional effects
include centrifugal distortion induced by the rotation of the nuclei widening
the intermolecular distance between the atoms. Moreover, the vibrational and
rotational constants derived from quantum mechanics are the same for excited
and ground electronic states. For more details regarding the limitations of
this model, the interested reader is directed to Vincenti and Kruger [262] and
Demtröder [69].
The RRHO model allows to redefine the particle energy (Eq. (2.22)) as,

εj = εT
j + εR

j + εV
j + εE

j , ∀j ∈ L, (2.24)

leading to the following partition function,

Qi = QT
i Q

R
i Q

V
i Q

E
i , ∀i ∈ G.

The translational, rotational, vibrational, electronic and formation thermo-
dynamic properties for each species are expressed according to Eqs. (2.25)
to (2.30), respectively.

Translational mode: The translational partition function, energy, enthalpy
and entropy are,

QT
i (T ) = V

(
2πmiT

h2

)3/2

, ∀i ∈ G, (2.25a)

eT
i (T ) =

3

2
RiT, ∀i ∈ G, (2.25b)

hT
i (T ) = eT

i (T ) +RiT, ∀i ∈ G, (2.25c)

sT
i (T ) =

hT
i (T )

T
+Ri ln

[
kBT

pi

(
2πmiT

h2

)3/2
]
, ∀i ∈ G, (2.25d)

where V is the volume of the system.
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Rotational mode: The rotational partition function, energy, enthalpy and
entropy are,

QR
i (T ) =

1

σi

(
T

θR
i

)L/2

, ∀i ∈M, (2.26a)

eR
i (T ) = hR

i (T ) =
L

2
RiT, ∀i ∈M, (2.26b)

sR
i (T ) =

hR
i (T )

T
+Ri

[
L

2
ln

(
T

θR
i

)
+ ln

(
1

σi

)]
, ∀i ∈M, (2.26c)

where σi is the steric factor (σi = 1 for non-symmetric and σi = 2 for symmetric
linear molecules) and L is related to the linearity of the molecule (L = 2 for
linear molecules and L = 3 for non-linear molecules). The quantity θR =
h/(8π2IkB) is the rotational characteristic temperature where I is the rotor
momentum of inertia.

Vibrational mode: The vibrational partition function, energy, enthalpy and
entropy are,

QV
i (T ve) =

∏
k∈Vi

[
1− exp

(
θV
ki

T ve

)]
, ∀i ∈M, (2.27a)

eV
i (T ve) = hV

i (T ve) = Ri
∑
k∈Vi

θV
ki

[
exp

(
θV
ki

T ve

)
− 1

]−1

, ∀i ∈M, (2.27b)

sV
i (T ve) =

hV
i (T ve)

T ve
−Ri

∑
k∈Vi

ln

[
1− exp

(
θV
ki

T ve

)]
, ∀i ∈M, (2.27c)

where θV
k = hνk/kB is the vibrational characteristic temperature and νk the

vibrational quantum number for the mode k ∈ V. Diatomic molecules have
just one vibrational mode (θv =3392.7 K for N2), whereas triatomic molecules
have more (CO2 has two modes plus one doubly degenerate bending mode).

Electronic mode: The electronic partition function, energy, enthalpy and en-
tropy are,

QE
i (T ve) =

∑
k∈Ki

aE
kiexp

(−θE
ki

T ve

)
, ∀i ∈ G, (2.28a)

eE
i (T ve) = hE

i (T ve) =
Ri

QE
i

∑
k∈Ki

aE
kiθ

E
kiexp

(−θE
ki

T ve

)
, ∀i ∈ G, (2.28b)

sE
i (T ve) =

hE
i (T ve)

T ve
−Ri lnQE

i , ∀i ∈ G, (2.28c)
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where aE
k is the degeneracy of the electronic level k, θE

k = EE
k /kB the electronic

characteristic temperature and EE
k is the electronic energy of level k ∈ K.

The electronic partition function diverges as the electronic number tends to
infinite [49]. Therefore, it is essential to choose the maximum number of elec-
tronic levels correctly. Figure (2.2) shows an example of the Na electronic parti-
tion function for different number of levels taken from Kramida and Ralchenko
[138], where 139 is the maximum number of levels. This figure highlights the
importance of including the high-lying electronic levels. These levels are essen-
tial at high temperatures because they become highly populated. The number
of electronic levels has a direct impact on the evaluation of the partition func-
tion, thus on the thermodynamic properties.
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139

Figure 2.2.: Na Partition function for different amounts of energy levels. In-
creasing the number electronic levels does not guarantee the convergence of the
partition function.

Electron mode: Electrons do not contain any internal structure; hence, they
only have a translational mode. The electron translation energy, enthalpy, and
entropy are,

ee(T
ve) =

3

2
ReT

ve + eF
e , (2.29a)

he(T
ve) = ee +ReT

ve, (2.29b)

se(T
ve) = sT

e (T ) +Re ln 2, (2.29c)

where eF
e is the electron formation energy.

The formation energy of any heavy species i ∈ G is constant,

eFi (T ) = const, ∀i ∈ G, . (2.30)
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The electronic levels and degeneracy for atoms can be found in Kramida and
Ralchenko [138]. For molecules, the internal mode properties can be found in
Gurvich et al. [104] and Allison [6], Chase et al. [60].

Reduction of the electronic levels: Typically, alkali and metallic species have
low ionization energy and hundreds of energy levels, making the evaluation of
the partition function computationally expensive due to its exponential nature.
To circumvent this problem, we use a binning strategy [163] which consists in
grouping the energy levels into bins over an energy grid [εk, εk+1[, (Fig. (2.3))
as follows,

Fk = {i ∈ Fe such that (εk ≤ Ei < εk+1)} , k ∈ Ke,

where Ke is the set of the indices for the bins. An average energy for bin k

0 50 100
number of levels

0

10000

20000

30000

40000

Energy level

Figure 2.3.: Energy levels for Na.

follows,

Ek =

∑
i∈Fk a

E
i Ei

aE
k

, k ∈ Ke,

based on the degeneracy of the bin as aE
k =

∑
i∈Fk a

E
i .

Finally, the electronic partition function assuming a reduced amount of en-
ergy levels estimated for each bin is computed using,

Q
E

i (T = T ve) =
∑
k∈Ke

aE
kexp

(−θk
T

)
, i ∈ A, (2.31)

where the characteristic temperature θk = Ek/kb and kb is the Boltzmann con-
stant. As mentioned above, once the electronic partition function is known, the
computation of the thermodynamic properties becomes trivial. The electronic
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enthalpy follows,

hEi (T = T ve) = RiT
2 ∂ lnQ

E

i

∂T
, i ∈ A. (2.32)

The electronic levels for atoms are either observed through spectroscopy
measurements or computed from quantum mechanics. The NIST database
[138] comprises a large amount of data regarding the electronic levels for several
atoms. Figure (2.3) shows all 139 electronic levels for Na. The bars shown in
the same figure represent the bins, and the symbols concern the total number of
electronic levels per bin. The reduction technique mentioned above allowed us
to pass from 140 to 6 electronic levels. Figure (2.4a) shows the non-dimensional
enthalpy for Na for the total number of electronic levels extracted from NIST
[138] and for the reduced number.
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(a) Na non-dimensional total enthalpy.

0 20000 40000 60000 80000 100000
Temperature, K

101

102

Partition function

(b) Na partition function.

Figure 2.4.: Energy-level reduction of Na; solid line: 140 electronic levels,
broken line: 6 electronic levels: reduced model, full model.

From the figure, the agreement of the reduced system can reproduce the
same thermodynamic quantity as the whole number of electronic levels.

2.3.1.2. NASA-9 database

The NASA-9 database of McBride et al. [168] comprises the thermodynamic
data of several species in the form of 9-coefficient polynomial. This data is
accurate up to 20 000 K for the majority of the species and includes vibration-
rotation coupling effect as well as anharmonicity corrections. The thermody-
namic specific heat, enthalpy and entropy for species i are, respectively,

cpi
Ri

=

k∑
j=0

aj,iT j−2, ∀ i ∈ G, (2.33a)
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hi
RiT

=

∫
cpidT

RiT
+ b1,i, ∀ i ∈ G, (2.33b)

si
Ri

=

∫
cpi
RiT

dT + b2,i, ∀ i ∈ G. (2.33c)

where aj,i, b1,i and b2,i are the species polynomial coefficient and Ri is the
specific gas constant. The NASA-9 polynomial allows for a fast computa-
tion of the thermodynamic properties. However, these polynomials hinder the
separation of the internal modes, which is necessary for the two-temperature
model. A solution is to remove the translational and rotational contributions,
e.g., Eqs. (2.25) and (2.26), from the polynomials above. Some CFD solvers
already employ this strategy [94, 273].
Figure (2.5) shows the equilibrium composition based on the Gibbs free en-

ergy minimization [231] for an NaO system. We compare the RRHO model
and the NASA polynomials, where the former includes the electronic level re-
duction explained above. Initially, only NaO is present in the mixture; around
2500 K, the species starts to dissociate, forming Na and O. Around 5000 K,
Na starts to ionize, forming Na+, and finally, at 12000 K, the mixture becomes
fully ionized. The agreement between both models is excellent up to 17000 K,
corresponding to the limit of the NASA polynomials for these species.

Figure 2.5.: Equilibrium composition for
{
NaO, Na, O, Na+, O+, e–

}
;

lines: NASA database, symbols: RRHO.

2.3.2. Transport properties

An intuitive physical interpretation of the transport fluxes is given by:

...the molecules in their random thermal movement from one region
of the gas to another tend to transport with them the macroscopic
properties of the region from which they come. If these macroscopic
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properties are nonuniform, the molecules thus find themselves out
of equilibrium with the properties of the region in which they arrive.
The result of these molecular transport processes is the appearance
at the macroscopic level of the well-know nonequilibrium phenom-
ena of viscosity, heat conduction, and diffusion. (Vincenti and
Kruger [262, pp. 15]).

The excerpt above relates the transport of microscopic quantities to macro-
scopic fluxes due to gradients within the flow. The closure of transport fluxes
(Eqs. (2.14) to (2.19)) in the conservation laws is achieved through a multiscale
Chapman-Enskog perturbative solution of the Boltzmann equation [82, 262].
This perturbation method yields the expressions of the transport coefficients,
such as thermal conductivity, viscosity, and diffusion coefficients. The approxi-
mate solution of the perturbation functions is retrieved with a spectral Galerkin
method with the Laguerre-Sonine polynomials as basis functions. Magin and
Degrez [161, 162] derived expressions for the transport coefficients for weakly
ionized and unmagnetized plasmas, based on this perturbation method.
The collision dynamics between particles are closely related to the transport

coefficients, as this information appears in the linearized collision operator of
the Boltzmann equation. The deflection angle χij of a binary elastic collision
(Fig. (2.6)) is given by,

χij(E, b) = π − 2b

∫ ∞
rm

dr

r2
√

1− ϕE
ij/Eij

(2.34)

where b is the impact factor, Eij = 0.5µijg
2 the relative kinetic energy be-

tween colliding particles, r and rm are the distance between particles and the
minimum possible distance, respectively. The effective potential ϕE

ij between
particle i and j is given by,

ϕE
ij(E, b, r) = ϕij(r) + Eij

b2

r

where the first term is the spherical intermolecular potential and the second is
a repulsive centrifugal term.
The relevant cross section is given by,

Q
(l)
ij (E) = 2π

∫ ∞
0

[
1− cosl(χi,j)

]
b db, (2.35)

which relates the scattering angle with the impact factor. Q(1)
ij and Q(2)

ij rep-
resents respectively the momentum and viscosity cross sections [160]. The
reduced collision integral yields,

Q
(l,s)

ij (T ) =
2(l + 1)

(s+ 1)! [2l + 1− (−1)l] (kT )s+2

∫ ∞
0

exp

( −E
kBT

)
Es+1Q

(l)
ij dE,

If b is large enough the particles do not collide
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b rm χ

Figure 2.6.: Illustration of an elastic collision.

where (l, s) is the Laguerre-Sonine polynomial order.
In the case where both particles are considered rigid bodies or impenetrable

spheres the collision integral reduces to,

Q
(l,s)

ij = πd2, (2.36)

where d = 1
2 (di + dj) is the equivalent diameter for the i and j particles. The

expression above is independent of the relative kinetic energy between particles
i and j.
Most of the collision integrals for air species can be found directly in the

literature [48, 242]. In the case this data is not available, one can use the
non-dimensional tables of Monchick and Mason [180] provided with the correct
neutral-neutral parameters for the Stockmayer potential.

2.3.2.1. Intermolecular potential

Neutral-neutral interactions: The Stockmayer and Lennard-Jones potentials
are widely used for a neutral-neutral collision at low temperatures. The Stock-
mayer potential is given by,

ϕij(r) = 4 ϕ0
ij

[(σij
r

)12

−
(σij
r

)6

+ δ
(σij
r

)3
]
, (2.37)

where ϕ0
ij is the depth of the potential well, σij the distance of which the inter-

particle potential is zero and δ is related to the particle polarizability. The
Stockmayer reduces to the Lennard-Jones potential for non-polar molecules
(δ = 0). These potentials provide accurate results for the transport prop-
erties at T < 4000 K, where long-range interactions are dominant [160]. At
long-range, the potential has an attractive part (exponential 12), whereas at
short-range (distances where < σij), the interaction is dominated by repul-
sive forces (exponential 6). In the case of polar particles, the last term in the
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Stockmayer potential corresponds to the forces that arise from the polariza-
tion of a particle by the electric field of a permanent multipole from another
molecule. The potential parameters for the alkali metals were added to the
Mutation++ library, and they are tabulated in Table (A.2).
The Born-Mayer is pure repulsive potential suitable for short-range interac-

tions,
ϕij(r) = ϕ0

ijexp(−r/σij). (2.38)

At high temperatures, the kinetic energy of the particle is dominant over the
attractive forces. Hence, the particles only feel each other through repulsive
forces that occur at short ranges. This potential is usually used for tempera-
tures higher than 4000 K as well for ion-neutral interactions [160].

Capitelli et al. [48] combined the Lennard-Jones and the Born-Mayer poten-
tial for air species, providing accurate transport data for many temperatures.

Ion-neutral interactions: In this work, we used the Langevin potential for
this type of interaction [50], and it yields,

ϕij(r) = −
z2
j q

2
eαi

8πε0r4

where αi is the dipole polarizability of the neutral species and zj is the ele-
mentary changer of the ion. This potential is useful because it only requires
αi, which can be easily found in the literature. Moreover, it allows for a close
form of the reduced collision integral [229],

Q
(1,1)

ij = 424.443zjπ

√
αi
Th
, (2.39)

where the ratio with the reduced collision integral for the different Laguerre-
Sonine polynomial orders is constant (refer to Scoggins [229]).

Charged interactions: A collision between charged particles is characterized
by long-range forces represented by a Coulomb potential. In an ionized gas,
the quasi-neutrality is maintained by the presence of an ambipolar electric
field. This quasi-neutrality removes the long-range influence of the Coulomb
potential. In this thesis we use the Debye-Hückel potential,

ϕij(r) =
zizj
r

q2
e

4πε0
exp

(
− r

λD

)
,

which corresponds to a Coulomb potential shielded by the Debye length,

λD
2 =

ε0kB/q
2
e

ne/T ve +
∑
j∈H z

2
jnj/T

.
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2.3.2.2. Macroscopic properties

In many CFD solvers, the multicomponent transport coefficients are evaluated
with mixture rules. The mixture rules are limited to low temperatures, and they
lead to erroneous results for hypersonic conditions, e.g., meteoroid entry. As an
example, the Fick diffusion model does not conserve mass. On the other hand,
the Chapman-Enskog perturbation method is more rigorous, and it holds for a
broad range of temperatures. The method provides expressions of the transport
coefficients in terms of linear transport systems through a Laguerre-Sonine
polynomial. These linear systems are functions of binary collision integrals
and the local thermodynamic state-vector and may be solved through a variety
of methods.
A single component viscosity is expressed as,

µi =
5

16

√
π kB Thmi

Q
(2,2)

ij

, ∀i ∈ H, (2.40)

where one sees the dependence on the reduced collision integral Q
(2,2)

ij .
The monatomic thermal conductivity for a species i is related to the single

component viscosity, and is given by,

λi =
15

4

kB
mi

µi, ∀i ∈ H. (2.41)

Binary diffusion coefficient for heavy-heavy and heavy-electron are expressed
as,

D ij =
1

n

3

16

√
2πkbTh(mi +mj)

mimj

1

Q
(1,1)

ij

, ∀i, j ∈ H, (2.42)

D ie =
1

n

3

16

√
2πkbTe
me

1

Q
(1,1)

ie

, ∀i ∈ H. (2.43)

We briefly explain the linear system for multicomponent transport coeffi-
cients derived from the Chapman-Enskog perturbation method. The interested
reader is directed to Magin [160] and Magin and Degrez [162] for a more thor-
ough discussion. Details on transport algorithms to solve the linear systems
are provided in Magin and Degrez [161].

Viscosity: The multicomponent shear viscosity µ is a solution of the following
linear system, ∑

j∈H
Gµijα

µ
j = xi, ∀i ∈ H,

µ =
∑
j∈H

αµj xj ,
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where x is the species mole fraction and the multicomponent viscosity transport
matrix is expressed as,

Gµij = Gµji = xixj
16

5

√
2 mimj

πkBTh(mi +mj)3

(
Q

(2,2)

ij − 5

3
Q

(1,1)

ij

)
,∀i, j ∈ H, i 6= j

Gµii =
∑
j∈H
j 6=i

xixj
16

5

√
2 mimj

πkBTh(mi +mj)3

(
Q

(2,2)

ij

mj

mi
− 5

3
Q

(1,1)

ij

)
+
x2
i

µi
, ∀i ∈ H.

Electrons do not contribute to the viscosity transport matrix due to its small
mass, as a result of the electron-heavy scaling of the Boltzmann equation.

Thermal conductivity: Similarly to the shear viscosity, the thermal conduc-
tivity of the heavy particle translational mode is a solution of the following
system, ∑

j∈H
Gλijα

λ
j = xi, ∀i ∈ H,

λTh =
∑
j∈H

αλj xi,

where the multicomponent matrix is given by,

Gλij = Gλji =
1

25kB

xixj
nD ij

2 mimj

(mi +mj)2

(
16A?ij + 12B?ij − 55

)
,∀i, j ∈ H, i 6= j

Gλii =
1

25kB

∑
j∈H
j 6=i

xixj
nD ij

2 mimj

(mi +mj)2

(
30m2

i + 25m2
j − 12m2

jB
?
ij + 16mimjA

?
ij

)

+
4

15kB

x2
imi

µi
, ∀i ∈ H

A?ij =
Q

(2,2)

ij

Q
(1,1)

ij

, ∀i, j ∈ H

B?ij =
5Q

(1,2)

ij − 4Q
(1,3)

ij

Q
(1,1)

ij

, ∀i, j ∈ H

The thermal conductivity for each internal mode is given by the Eucken
correction,

λR =
∑
j∈M

ρic
R
i∑

j∈H xj/D ij
,

λV =
∑
j∈M

ρic
V
i∑

j∈H xj/D ij ,
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λE =
∑
j∈H

ρic
E
i∑

j∈H xj/D ij
,

where cRi , cVi and cEi are the rotational, vibrational, and electronic species
specific heats per particle, respectively. Expressions for the thermal conduc-
tivity of the electron translational mode λTe are provided by Magin [160] and
Scoggins [229].

The thermal conductivity in Eqs. (2.14) and (2.15) is given by,

λT = λTh + λR,

λve = λV + λE + λTe .

Diffusion velocity: The diffusion velocity vector V is given by the generalized
Stefan-Maxwell system that can be written as,∑

j∈G
GVijV j = dΘ′

i + kΘ
i E (2.44)

where dΘ′

i = d′iΘi, kΘ
i = kiΘi, Θi = Th/Ti i ∈ G. The grouping parameter k

is,

kj =
xjqj
kBTh

− yiq

kBTh
, ∀j ∈ G, and

q =
∑
i∈G

xiqi,

where the last equation refers to the mixture charge. Neglecting thermo-and
barodiffusion, the modified driving force follows,

d′i =
p

nkBTh
∇xi, ∀i ∈ G. (2.45)

The multicomponent diffusion matrix GV is given by,

GVij = GVji = −xixj
D ij

(1 + ψij), ∀i, j ∈ G, i 6= j

GVii =
∑
j∈H
j 6=i

xixj
D ij

(1 + ψij) +

(
Te
Th

)2
xixe
D ie

(1 + ψie), ∀i ∈ G

where ψii and ψie are correction functions to consider a higher order Sonine
polynomial. The expressions for the correction functions are provided by Magin
[160] and Scoggins [229].

The multicomponent diffusion matrix GV is singular. The solution of the
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linear system in Eq. (2.44) is obtained by adding a mass constraint,∑
j∈G

yjV j = 0.

The singular matrix GV can be regularized by incorporating the constraint
such that GV ′ = GV + αy ⊗ y where α = 1/max(D ij) [161].
In this thesis, we assume ambipolar diffusion, meaning that an electric field

develops naturally to keep quasi-neutrality between the charge species such
that, ∑

i∈G
xiqiV j = 0. (2.46)

This assumption leads to a diffusion velocity of electrons and ions of the same
order. The ambipolar assumption combined with the mass constraint yields,∑

j∈G
kjV j = 0,

where this expression is preferred to Eq. (2.46) to keep a symmetric formulation
of the Stefan–Maxwell system in thermal equilibrium.
The final Stefan-Maxwell system supplied with the mass constraint and the

ambipolar assumption yields,[
GV ′ −kΘ/s

−kT/s 0

] [
V
sE

]
=

[
dΘ′

0

]

where E is the ambipolar electric field and s = ‖k‖ is a scaling factor to
improve the robustness of the system.

2.3.3. Chemical kinetic

A reversible chemical reaction r ∈ R can be expressed as,∑
i∈G

ν
′

irXi 

∑
i∈G

ν
′′

irXi, ∀r ∈ R

where Xi is the chemical symbol for species i ∈ G, and ν
′

ir and ν
′′

ir are the
forward and backward stoichiometric coefficients for species i in reaction r.
From the Law of Mass Action, the chemical production rate is given by,

ω̇chem
i = Mi

∑
r∈R

νirRr, ∀i ∈ G (2.47)

where νir = ν
′′

ir − ν
′

ir and the symbol Mi stands for the species molar mass.
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The rate of progress for reaction r is given by

Rr = kfr
∏
i∈G

(
ρi
Mi

)ν′ir
− kbr

∏
i∈G

(
ρi
Mi

)ν′′ir
, ∀r ∈ R, (2.48)

and it represents the direction of the reaction, i.e, going towards the destruction
of the reactants (Rr > 0) or products (Rr < 0). A zero rate of progress means
a chemical equilibrium condition which leads to ω̇chem

i = 0

The forward rate kfr follows an Arrhenius-type empirical law given by,

kfr (T fr ) = AT βf exp

(
− Ea

kBT
f
r

)
, ∀r ∈ R

where Ea is the activation energy. The pre-exponential term represents to the
collision frequency between particles, whereas the exponential part is the prob-
ability for the reaction to occur based on the collision energy. The backward
rate is evaluated as

kbr =
kfr (T br )

Keq,r(T br )
,

where T f and T b are the forward and backward temperature, respectively.
In thermal non-equilibrium these temperatures are not the same for certain
reactions. For instance, the forward rate of the heavy particle impact dissoci-
ation reaction is controlled by a geometrical temperature

√
TT ve to account

for vibration-chemistry coupling effects [193, 194]. As for the electron impact
ionization/dissociation, both rates are controlled by the electron temperature
T ve, since the free-electrons are the ones providing the necessary energy to ion-
ize the heavy particle. Table (A.1) shows the reaction type and the choice of
temperature used in this work. This temperature controlling parameter is an
ad hoc solution to the fact that the macroscopic rates are derived from kinetic
theory assuming a Maxwellian distribution.

The equilibrium constant Keq,r the reaction r is defined in terms of chemical
concentrations,

Keq,r =

(
p◦

RT

)νr
exp

(
−∆G◦r

RT

)
,

where νr =
∑
i∈S νir. Quantity ∆G0

r is the difference of the molar Gibbs energy
between products and reactants at standard condition (1 atm and 273.15 K),

∆G0
r =

∑
i∈S

νirG
0
i ,

where G0
i is the standard state molar Gibbs energy of species i ∈ S,

G0
j = H0

j + TS0
j , ∀j ∈ S,

being H0 and S0 the molar enthalpy and entropy at standard condition, re-
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spectively.

2.3.4. Energy transfer mechanisms

A collision between particles results in the energy transfer between the species
modes. In the two-temperature model, this energy transfer is accounted for as
Ωve in Eq. (2.11) [94]. Elastic collisions entail energy transfer between transla-
tional and internal modes, and in the two-temperature model used in this work
it accounts for: i) vibration-translation energy exchange (ΩVT), and ii) free
electron and heavy translation energy exchange (ΩET). Additional energy ex-
change terms must be included in case the other modes are solved separately,
e.g., a rotational-translation energy exchange (ΩRT) if these two modes are
separated (for more details refer to Panesi [189]). The elastic transfer terms
described here assume that each internal mode follows Boltzmann distribution
at their temperature. They vanish when the internal modes equilibrate with
translational-rotational mode, i.e., follow a Boltzmann distribution at T . In-
elastic collisions alter the energy of the internal modes by adding or removing
energy from chemical reactions. In this work, we consider: i) electron-impact
ionization (ΩI), ii) chemical-vibration coupling (ΩCV), iii) chemical-electronic-
electron coupling (ΩCE).

Vibration-translation energy exchange (ΩVT) follows a Landau-Teller ex-
pression,

ΩVT =
∑
j∈M

ρj
eV
j (T )− eV

j (T ve)

τVT
j

where eV
j (T ) and eV

j (T ve) are the average vibrational energy that follows a
Boltzmann distribution at T and T ve, respectively. A ΩVT > 0 represents a
translational → vibrational energy transfer and vice versa. The quantity τVT

j

is the necessary kinetic time for both modes to relax to the same temperature.
Millikan and White [176] derived a phenomenological relaxation time which is
accurate for T < 8000 K,

1.013 25× 105p τMW
j =

∑
m∈G

xm exp
[
ajm

(
T−

1
3 − bjm

)
− 18.42

]
, ∀j ∈M

with ajm = 0.00116 µ
1/2
jm θ

V
j

4/3 and bjm = 0.015 µ
1/4
jm , where µjm is the reduced

mass between the vibrator j and the collision partner m.
The expression above considers an infinitely large cross-section (or relaxation

time) at high temperatures, leading to a sudden equilibrium between the two
modes. Park [195, 196] added a correction to the Millikan and White [176]
relaxation time by limiting the cross-section at high temperatures,

τP
j =

(
nj

√
8kBTh
πmj

σV
j

)−1

, ∀j ∈M
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where σV
j is an effective cross-section. This correction to the standard Landau-

Teller expression yields the ΩVT final expression,

ΩVT =
∑
j∈M

ρj
eV
j (T )− eV

j (T ve)

(τMW
j + τP

j )
.

Free electron and heavy translation energy exchange (ΩET) corresponds to
the energy transfer due to elastic collisions between the free electron and the
heavy particle. Similar to the ΩVT, this energy exchange follows a Landau-
Teller relaxation,

ΩET = ρe
eT
e (T )− eT

e (T ve)

τ eT

and the relaxation time,

1

τ eT
=
∑
i∈H

8

3

me

mi
ni

√
8kBT ve

πme
Q

(1,1)

ei ,

is derived from kinetic theory, where Q
(1,1)

ei is the reduced collision integral for
the electron-heavy interaction.

Electron-impact ionization (ΩI) corresponds to the energy provided by the
electron bath during electron-impact ionization reactions I. The necessary
energy to ionize a heavy species is removed from the electron, resulting in a
loss of the electron translation mode,

ΩI =
∑
r∈I

∆HrRr,

where Rr is the rate of progress Eq. (2.48). The term ∆Hr corresponds to the
necessary energy to ionize an atom from its ground state. Hartung et al. [105]
suggest taking the ionization energy for the electron-impact ionization reactions
of N and O from an excited state; therefore, we use 4.05× 108 J kg−1 mol−1

for the reaction (39) and 4.3× 108 J kg−1 mol−1 for the reaction (40) of Ta-
ble (A.1).

Chemical-vibration coupling (ΩCV) corresponds to the energy added or re-
moved to the vibration-electronic mode due to chemical reactions. This cou-
pling can be divided into preferential and non-preferential empirical models
[189]. The former model assumes that dissociation most likely occurs from
the higher vibrational states. Through collisions, molecules in the lower vibra-
tional states are excited to a higher state before dissociating. Scoggins [229]
and Panesi [189] present a detailed review of this model.
In this work, we use the non-preferential model, which assumes an equal

probability for the dissociation to occur from any vibrational energy state.
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The energy transfer term is given by,

ΩCV =
∑
j∈M

eV
j ω̇

chem
j ,

where eV represents the average vibrational energy.

Chemical-electronic-electron coupling (ΩCE) corresponds to the energy added
to electronic-electron mode due to chemical reactions. We add this term to
represent the production/destruction of species that are already electronically
excited [195],

ΩCE =
∑
j∈H

eE
j ω̇

chem
j + eTe ω̇

chem
e ,

where the second term on right-hand side represents the electron-chemistry
coupling effect.

Remark. In the work of Graille et al. [98], the ΩI and eTe ω̇cheme were derived
rigorously from kinetic theory. This derivation includes a proper scaling of the
Boltzmann equation to account for the electron mass disparity. Such rigorous
derivation of the other exchange terms is not available yet in the literature.

2.4. Numerical methods

In this section we describe the numerical discretization of Eq. (2.5) using the
Method-Of-Lines (MOL) [117]. This method separates the spatial and the
temporal dependence of the Partial Differential Equation (PDE) leading to an
Ordinary Differential Equation (ODE). The spatial integration of the ODE is
performed with a cell-centered FV method, whereas the temporal part is inte-
grated with the Backward-Euler (BE) method.
The quasi-1D nature of Eq. (2.5) allows for a fast numerical solution of flows

containing complex physico-chemical properties. The stagnation-line solver
was initially developed by Munafò [181], Munafò and Magin [182] to study
nitrogen State-To-State (STS) flows. Since then, the code has been extended
to study Gas-Surface Interaction (GSI) [19–21, 71, 255], flow-radiation coupling
[73, 74, 228, 238] and flow-material coupling [72, 226].

2.4.1. Stagnation-line discretization

Equation (2.5) is discretized both in space and time yielding,

δUn
i

∆ti
∆ri + Fin+1

i+ 1
2
− Fin+1

i− 1
2

+ Fvn+1
i+ 1

2
− Fvn+1

i− 1
2

=

(Sin+1

i + Svn+1
i + Skn+1

i + Sradn

i )∆ri, (2.49)
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where the superscript n corresponds to the temporal index, subscript i to the
spatial index (cell center location) and ∆ri the cell length. The local time-step
is based on the Courant-Friedrichs-Lewy (CFL) number such that,

∆ti =
CFL∆ri[

|ur|+ a+ 1
∆r max

(
4
3
µ
ρ ,

λ
cv

)]
i

,

where the viscous contribution on the denominator prevents numerical instabili-
ties on diffusion dominated regions, such as the boundary layer. Equation (2.49)
reaches a steady-state solution when δUn = Un+1 −Un → 0.
The non-linear fluxes and source terms in Eq. (2.49) are linearized by means

of a Taylor-Series expansion around time n. The inviscid flux is linearized by
an upwind splitting of the positive and negative eigenvalue contributions of the
Jacobian matrix [149] such that A± = RΛ±L,

Fin+1

i+ 1
2
' Fin

i+ 1
2

+
(
A+
)n
i
δUn

i +
(
A−
)n
i+1

δUn
i+1, (2.50)

where R and L are the right and left eigenvector matrices and Λ the eigenvalue
matrix. The kinetic and the inviscid source terms simple yields,

Sin+1

i+ 1
2
' Sin

i+ 1
2

+

(
∂Si

∂U

)n
i

δUn
i , Skn+1

i+ 1
2
' Skn

i+ 1
2

+

(
∂Sk

∂U

)n
i

δUn
i .

The viscous fluxes and source terms are linearized in two steps. The first step
consists in writing these two quantities by separating terms which depend on
the gradient of conservative variables and terms which are non-linear (for more
details refer to Munafò [181]). In the second step, the viscous flux and source
term are linearized by means of a Taylor-Series expansion. The final expression
for the viscous fluxes yields,

Fvn+1
i+ 1

2
= Fvn

i+ 1
2

+ 2Avn
i+ 1

2

(
δUn

i+1 − δUn
i

∆ri+1 + ∆ri

)
+(

∂Bv

∂U

)n
i

δUn
i +

(
∂Bv

∂U

)n
i+1

δUn
i+1,

and the viscous source terms,

Svn+1
i+ 1

2
= Svn

i+ 1
2

+ 2Av
s
n
i

(
δUn

i+1 − δUn
i−1

∆ri+1 + 2∆ri + ∆ri−1

)
+

(
∂Bv

s

∂U

)n
i

δUn
i .

The works of Munafò [181] and Scoggins [229] provide the analytical expressions
for the Jacobian matrices A, Av, Av

s , ∂USi, ∂USk, ∂UBv, ∂UBV
s .

Inserting the linearized expressions aforementioned into Eq. (2.49) yields the
following block-tridiagonal linear system which can be solved with the Thomas
algorithm,

MLiδU
n
i−1 + MCiδU

n
i + MRiδU

n
i+1 = −Rn

i (2.51)
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where,

MLi =
2 ∆ri A

v
s i

(∆ri+1 + 2∆ri + ∆ri−1)
− 2Av
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∂Si
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∂Sk
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2Av
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2Av
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MRi = − 2 ∆ri A
v
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Ri = Fi
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2
− Fi
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2
− Fv

i− 1
2
− (Si

i + Sv
i + Sk

i + Srad
i)∆ri.

The radiative source term Srad is solved explicitly and updated after a certain
number of iterations. We give more details in Chapter 6.

The viscous fluxes and source terms are evaluated in terms of primitive vari-
ables,

V = [ρi, ur, uθ, T, T
ve]

T
,

where their value and gradients at the volume interfaces are computed by a
weighted average and a central finite difference approximation, respectively,

vi+ 1
2

=
vi+1∆ri+1 + vi∆ri

∆ri+1 + ∆ri
,

(
∂v

∂r

)
i+ 1

2

= 2

(
vi+1 − vi

∆ri+1 + ∆ri

)
and the gradients in the viscous source term are evaluated at the cell center
with a two point central finite difference,(

∂v

∂r

)
i

= 2

(
vi+1 − vi−1

∆ri+1 + 2∆ri + ∆ri

)
.

The primitive variables are reconstructed at the interface using the Monotone
Upstream Centered Schemes for Conservation Laws (MUSCL) method of van
Leer [256] to reach second order accuracy in space,

vL,i+ 1
2

= vi +
1

2
φ(rL,i)(vi − vi−1), vR,i+ 1

2
= vi+1 +

1

2
φ(rR,i+1)(vi+2 − vi+1),

rL,i =
vi+1 − vi
vi − vi−1

, rR,i+1 =
vi+2 − vi+1

vi+1 − vi
,

where φ(r) is the slope limiter function and r is the ratio of consecutive dif-
ferences. The numerical inviscid fluxes at the interface are computed based on
the reconstructed primitive variables Fi

i+ 1
2

= Fi(VL,i+ 1
2
,VR,i+ 1

2
).
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2.4.2. Flux splitting methods

The Roe's approximate Riemann solver [218] is one of the most popular meth-
ods to solve the inviscid fluxes and yields,

Fi
i+ 1

2
=

1

2

[
Fi(Ui+1) + Fi(Ui)

]
− 1

2

∣∣∣Ã(Ũ)
∣∣∣ (Ui+1 −Ui) (2.52)

where
∣∣∣Ã(Ũ)

∣∣∣ is a dissipation matrix and corresponds the eigensystem of the

inviscid flux Jacobian (A = ∂UFi as in Eq. (2.50)) aforementioned. The quan-
tity Ũ is the conservative variable vector evaluated by the Roe's average state,
where Prabhu [212] extended the original scheme to multi-temperature models.
This scheme belongs to the Flux Difference Spliting (FDS) family, and due

to its low dissipative nature, it is accurate in the viscous region of the flow field.
This is an important feature in order to have a correct heating profiles at the
wall. Moreover, the Roe scheme has excellent shock capturing properties [27].
However, this scheme becomes highly unstable in presence of strong shocks
[12].
The high entry velocities endured by meteors has motivated the implemen-

tation of a more suitable scheme to perform in such flow conditions. A fam-
ily of schemes known for performing well at low and high velocities is the
AUSM-family. In this chapter, we have implemented the latest version into the
stagnation-line solver.

2.4.2.1. AUSM+-up2 scheme

The AUSM-family has been developed by Liou [148] with the intention of hav-
ing reliable schemes at low speeds. The stability of these schemes was obtained
by introducing a numerical speed of sound, re-scaling the Mach number to
unity in the subsonic range. The AUSM-family schemes has proven to work
for different range of velocities without the need of preconditioning the time
derivative terms in the governing equations. Despite this flexibility, the primor-
dial versions of the AUSM-family suffer from non-smoothness in the pressure
split function, which was remedied in AUSM+-up by introducing dissipation
in the pressure flux. The proper scaling for the numerical fluxes makes the
AUSM+-up a low dissipative scheme, yielding accurate predictions of the sur-
face heat flux. The dissipation in the pressure flux works only for low speeds
and it vanishes in the supersonic region, meaning that for strong shocks this
scheme might become unstable; as the Roe scheme aforementioned. Kitamura
and Shima [133] developed the AUSM+-up2 scheme to overcome this deficiency.
This scheme combines mass flux of AUSM+-up and the pressure flux of SLAU2
scheme.
As for all AUSM-family schemes, the inviscid flux is split into a convective

and a pressure flux,
Fi
i+ 1

2
= ṁψ + pN
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where the scalar mass flux ṁ = ρur and,

ψ = [yi, ur, uθ, H, e
ve]

T
,

N = [0, 1, 0, 0, 0]
T
.

The upwind inviscid flux is approximated as,

Fi
i+ 1

2
=
m̃+ |m̃|

2
ψR −

m̃− |m̃|
2

ψL + p̃ N

where p̃ is interface pressure flux and m̃ the upwind interface mass flux,

m̃ = a1/2 M1/2

{
ρL ur > 0,

ρR ur ≤ 0.

The interface Mach number is given by,

M1/2 = f+
M + f−M + Mp

where the split Mach numbers functions are,

f±M =

{
± 1

4 (M± 1)2
[
1∓ 2(∓ 1

4 (M∓ 1)2)
]
|M| ≤ 1,

1
2 (M± |M|) |M| > 1,

and the pressure diffusion term to insure stability a low speeds,

Mp =
0.25

fa
max

(
1−M

2
, 0
) pR − pL

ρ a2
1/2

,

with the scaling factor,
fa = M0(2−M0)

where the reference Mach number is

M2
0 = min

(
1,max

(
M

2
,M

2

∞

))
.

Up to this point, the numerical mass flux m̃ is identical as the AUSM+-up
scheme. The numerical pressure flux p̃ is given by the SLAU2 scheme [133],

p̃ =
pL + pR

2
+
f+

P

∣∣
α=0
− f−P

∣∣
α=0

2
(pL − pR) + Pu

where the pressure split functions are,

f±P
∣∣
α=0

=

{
± 1

4 (M± 1)2 [(∓2−M)] |M| ≤ 1,
1
2

(M±|M|)
M |M| > 1,

and the dissipation term is proportional to the Mach number at supersonic
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speeds,

Pu =

√
u2
r,L + u2

r,R

2
(f+

P

∣∣
α=0

+ f−P
∣∣
α=0
− 1)ρ a1/2.

Finally, the average density and Mach number are given by,

ρ =
ρL + ρR

2
and M

2
=

M2
L + M2

R

2
.

2.5. Results

In this section, we verify the AUSM+-up2 implementation in the stagnation-
line solver against the pre-implemented Roe scheme. The objective is to study
the differences between both schemes for meteoroid entry conditions. We carry
out a numerical simulation of a non-ablative 1 m radius body with an entry
velocity of 15 km s−1 at 50 km altitude. For simplicity, the flow is composed by
eleven air species (see Table (2.1)).

Table 2.1.: Gaseous species used in this chapter.
air species

e– N NO N2 O O2 N+ O+ NO+ N +
2 O +

2

Figure (2.7) shows the thermodynamic properties computed along the stag-
nation streamline with the AUSM+-up2 and the Roe scheme. The match be-
tween both schemes is excellent especially at the shock location, ≈ 47 mm from
the surface. A quantity of interest is the surface heat flux and the percent
relative error between both schemes is δ ≈ 3%. The AUSM+-up2 has proven
to be more stable during the converge allowing us to reach higher CFL values.
It is interesting to analyze these results from a physico-chemical point of

view, which lay ground for the flow interpretation in the following chapters.
Figures (2.7a) and (2.7b) show the T and T ve along the stagnation streamline,
respectively. The translational-rotational temperature quickly rise at the shock
location and immediately drops. This drop is owed to: i) chemical reactions
at the shock which alter the mixture energy, ii) energy transfer between to
the translation-rotational to vibrational-electronic-electron modes. Past the
shock, one can observe a thermal equilibrium T = T ve in the shock layer. This
equilibrium is owed to the high pressure after the shock, shown in Fig. (2.7c),
which results in a highly collisional gas. The high collisional frequency leads
to a chemical equilibrium and, thus, to a zero net energy transfer between the
internal modes in the shock layer.
Figure (2.8) shows the composition along the stagnation streamline. Up-

stream the shock, where the temperature is low, the mixture is only composed
by N2 and O2. At the shock, the temperature rises to 50 000 K (see Fig. (2.7a))
inducing the first reactions, heavy particle impact dissociation in Table (A.1).
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Figure 2.7.: Comparison of the thermodynamic properties between Roe and
AUSM+-up2 scheme.
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The creation of electron starts with the associative ionization reaction,

N + O NO+ + e–,

and once the first electrons are formed, a so-called electron avalanche occurs
due to electron impact ionization. For the test case presented in this section,
all these reactions occur close to the shock. The system quickly gets into
chemical equilibrium in the shock layer, as we can see from the plateau in
Fig. (2.8). As the temperature cools down in the boundary layer, the ionized
species recombines into neutrals and atoms into molecules.
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Figure 2.8.: Composition along the stagnation streamline computed with
AUSM+-up2 scheme.

The energy transfer terms due to chemical reaction and the internal modes
relaxation at the shock is shown in Fig. (2.9). The dominant terms are ΩET and
ΩI. The former occurs due to a the collision between heavy and electrons which
results in the acceleration of the electron, whereas the latter term results into a
deceleration. This energy exchange can be seen from the internal temperature
profile in Fig. (2.7b), where the initial rise is due to the positive energy transfer
terms and the small drop is due to ΩI.

2.6. Conclusion

In this chapter, we have presented the governing equations for hypersonic flows
applied to meteoroid entry. We have used state-of-the-art physico-chemical
models to close the governing equations. The models include accurate thermo-
dynamic, transport, kinetic, and energy transfer properties for high-temperature
flows. We have included the properties of metallic species in the open-source
Mutation++ library. These properties are essential for the following chapters
to study the surface evaporation and the flow radiation.



2.6. Conclusion 49

40 42 44 46 48 50
distance from the stagnation point,mm

−0.3

−0.2

−0.1

0.0

0.1

0.2

Energy source term, MW cm−3

ΩVT

ΩCV

ΩET

ΩCe

ΩCE

−ΩI

Figure 2.9.: Energy transfer source terms computed with AUSM+-up2
scheme.

Even though these models are accurate and standard in the hypersonic com-
munity, they are limited to a certain level of non-equilibrium. We have sim-
ulated a spherical body at 50 km altitude with a 15 km s−1 entry velocity. At
these conditions, we have observed a quick thermalization of the internal modes
right past the shock. This effect is owed to the high post-shock pressure, which
results in a large number of collisions between particles. Therefore, we do
not expect large deviations from equilibrium for the conditions of interest in
this thesis. Moreover, the flow composition is mostly dissociated and ionized
aftershock, meaning that the limitations of RRHO do not apply in this case.
We have used the stagnation-line solver developed at von Karman Institute

for fluid dynamics (VKI) to compute the discretized version of the governing
equations. This solver is quite fast since it solves the dimensionally reduced
Navier Stokes equations. Finally, we have implemented the AUSM+-up2 split-
ting scheme, which has proven to have the same accuracy as the Roe scheme
but is more stable at higher Mach numbers.
Concerning the collision integral data, the potential of Pirani et al. [205]

requires less data even though it provides accurate properties. Therefore, we
recommend this potential for upcoming studies.





CHAPTER 3

Surface evaporation

What we can do is to establish a bridge between the various levels in
order to form a coherent picture; the whole of Boltzmann's work is a
masterpiece of this procedure, i.e., how to construct, starting from atoms,
a description that explains everyday life.

— Carlo Cercignani, Ludwig Boltzmann: The Man Who Trusted
Atoms.

3.1. Introduction

The evaporation of a liquid surface is one of the most common phenomena
present in our daily lives, from making a cup of tea to fuel combustion. This
phenomenon has been studied since the 19th century, and yet it is a challenging
problem. Although hydrodynamic equations can describe the liquid phase well,
this is not the case for the vapor due to non-equilibrium close to the interface.
This non-equilibrium results in a kinetic layer called the Knudsen layer for,
which the continuum assumption does not hold, i.e., the Navier-Stokes equa-
tions are not valid [57]. At a macroscopic level, the presence of this layer creates
a jump of macroscopic variables such as temperature, density, and velocity at
the vapor-liquid interface.
Different modeling approaches have been adopted to predict evaporation over

the years with distinct levels of approximation. The heat-of-ablation method
is a simplified approach in the engineering community. It assumes that the
gas/liquid interface is at the saturation temperature, and the evaporation rate
is obtained by energy balance at the surface [25, 130, 178]. Another approach
used by the aerospace community is to presume chemical equilibrium between
the gas/liquid interface and to estimate the mass transfer based on transfer
coefficients [65, 177]. These approaches are simplified because they do not
simulate the dynamics between evaporation and condensation, causing the non-
equilibrium at the interface.
On the other hand, kinetic theory provides a more detailed and physically

sound approach to solve this non-equilibrium at the interface. The first known
and most popular evaporation model based on kinetic theory is from Hertz
[115] and Knudsen [135]; initially intended to study evaporation of mercury



52 Chapter 3. Surface evaporation

into a vacuum. A half-century later, Schrage [224] improved the Hertz-Knudsen
model by including non-linear convective terms. Since that period, this prob-
lem has received considerable attention, and researchers have used several ap-
proaches to study it from a mesoscopic and microscopic level. At the mesoscopic
scale, the Boltzmann [84, 85] and the Enskog-Vlasov equations [86, 88, 89] were
numerically solved using the Direct Simulation Monte Carlo (DSMC) method,
where the latter equation considers both the liquid and gas phase. The so-
lution of the Boltzmann equation with the moment methods is presented by
Aursand and Ytrehus [8], Bond and Struchtrup [28], Yasuda et al. [276], Ytre-
hus [278], Ytrehus and Østmo [279]. At the microscopic level, the gas-liquid
interface was solved with Molecular Dynamics (MD) in the work of Kon et al.
[137], Meland et al. [172]. Frezzotti and Barbante [87] gives an extensive re-
view of the existing kinetic models for evaporation and condensation flows.
For large-scale problems and when the external flow approaches the continuum
condition, using the first three methods is unfeasible due to the computational
cost. Hence, the only possible solution is to derive macroscopic properties
from the moments of the Boltzmann equation to model the Knudsen layer.
This method is relatively easy for the evaporation of a single component [279],
but it becomes mathematically complex for the evaporation of multicomponent
mixtures; see Yasuda et al. [276].

The objective of this chapter is twofold: i) to present an overview of the
evaporation models with distinct levels of approximation; ii) to develop a mul-
ticomponent evaporation model under translational non-equilibrium (rarefied
gas effects) as well as chemical equilibrium and non-equilibrium of the gas-
liquid interface. We start by expressing the balance equations between the gas
and the surface, derived from Navier-Stokes equations, in Section 3.2. The
closure of these balances under the equilibrium assumption is given in Sec-
tion 3.3, where we extend the state-of-the-art engineering models to address
multicomponent evaporation. Section 3.4 shows a closure, for multicomponent
evaporation, derived from the kinetic theory that includes the jump of macro-
scopic properties across the Knudsen layer. We apply both equilibrium and
non-equilibrium models to the evaporation of a multicomponent surface under
continuum flow conditions (Section 3.6) then we compare the latter model with
the DSMC reference solutions (Section 3.5). We stress that the balance equa-
tions can consider both the evaporation of liquids and the ablation of carbon-
based materials. The latter is essential to describe the experiments shown in
Chapter 5.

This work represents the first step to derive the evaporation of multicompo-
nent surfaces. It is original on the development of the non-equilibrium model
without the mathematical complexity present in the moment method of the
Boltzmann equation for this problem. This chapter is general for any evapora-
tion problem in the sense that its outcome goes beyond meteor entry.
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3.2. Flux balances at the surface

At steady state, the balances between the flow and the surface are formulated
by transforming the volumetric governing equations of mass, momentum, and
energy into an infinitesimal control volume attached to the surface. In the case
of a reactive surface — such as ablation of carbon-based materials and evap-
oration of liquid surfaces — one must consider source terms which represent
the creation or destruction of mass at the surface. Equation (3.1) shows the
generic surface balance for mass, momentum and energy,

[F g − F c] · n = Ω̇surf , (3.1)

where F g represents the flux from the gas side, F c is the flux from the material
side, n the unit vector normal to the surface and Ω̇surf the surface source term.
Generally, the momentum balance is neglected because the velocity boundary

condition is obtained from Eq. (3.4). Note that in the case of significant surface
forces, such as surface tension due to thermo-capillary effects, a momentum
balance should be considered [44, 79].

3.2.1. Surface mass balance

In the case of reactive flows where one needs to solve a mass conservation equa-
tion for each species i ∈ G a Surface Mass Balance (SMB) for each species must
be considered, as illustrated in Fig. (3.1). This balance represents a system of

di usion of gas

species to surface blowingsurface 

reaction

 

Figure 3.1.: Illustration of the mass balances on the surface.

non-linear equations whereby the solution is the species gas composition cre-
ated by surface reactions given by the species mass density at the wall ρw,i.
The mass balance of species i ∈ G writes as

F g,i = ρw,i(uw − uΓ) + Jw,i,

F c,i = 0, ∀i ∈ G,
Ω̇surf ,i = ṁablat,i + ṁvap,i = ṁi.

(3.2)

On the gas side (F g,i), uw is the blowing velocity, uΓ is the surface recession
velocity and Jw,i the species diffusion flux. It is worthwhile to note that uΓ ·
n� uw · n; thus, this term is usually neglected. On the material side (F c,i),
a term such as ρs,ius can be added to represent the flux of gases going towards
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the surface, e.g., the pyrolysis gases in the case of an carbon-based ablators that
contain resin. In this case, ρs,i would be the density of the pyrolysis gases and
us the blowing velocity. The surface source term accounts for thermochemical
carbon-ablation ṁablat,i, and/or evaporation ṁvap,i. It is possible to include
catalytic reactions [21], which are not considered in this work. The definition
of each source term is

ṁablat,i =
∑

r∈Rablat

ṁr
ablat,i, ṁvap,i =

∑
r∈Rvap

ṁr
vap,i ∀i ∈ G, (3.3)

where the set Rablat corresponds to all carbon ablation reactions and Rvap to
all evaporation reactions. By summing Eq. (3.2) over the set of species G, one
obtains the total mass blowing rate,∑

i∈G
ṁi = ṁ = ρwuw · n = ρsuΓ · n (3.4)

with,

uw · n =
ṁ

ρw
(3.5)

where ρw and ρs are the mass density of the gas and condensed phase, respec-
tively. From Eq. (3.4), it is obvious that uΓ · n � uw · n due to the density
difference of both phases.

convective energy 

ux

 

radiation re-radiation

convected enthalpy 

of the mixture

material conduction

Figure 3.2.: Illustration of the energy balances on the surface.

3.2.2. Surface energy balance

The Surface Energy Balance (SEB) illustrated in Fig. (3.2) is a non-linear
equation for the surface temperature Tw, and it writes as,

F g = ṁLheat + qcond,

F c = k∇Tw,

Ω̇surf = ε(σT 4
w − qrad

in · n).

(3.6)

On the gas side, the term ṁLheat represents the flux of energy released from
the surface into the gas phase due to reactions, where Lheat is the latent heat
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of vaporization and/or the latent heat of ablation for carbon-based ablators
[25]. Quantity qcond is the conductive heat flux from the gas into the surface
(Fourier's law). On the material side, the term k∇Tw represents the conductive
heat flux in the material. This term is estimated with a steady-state model
[254] or by solving the thermal response of the material numerically [72, 74].
The latter requires a coupling between the flow and the material (Chapter 4).
Quantity Ω̇surf represents the balance of radiative fluxes on the surface, ε is the
material emissivity, σT 4

w is the radiative flux from the material and qrad
in is the

radiative flux from the boundary layer.
The solution of the coupled system Eqs. (3.2) and (3.6) provides the surface

composition and temperature, which serve as boundary conditions to the flow
solver.

3.2.3. Equilibrium vapor pressure

The closure of the ṁi in Eqs. (3.2) and (3.6) is based on the surface reactions
considered, i.e., thermochemical carbon-ablation and/or evaporation. For the
thermochemical ablation of carbon-based materials, three types of reactions at
the material-vapor interface are considered: oxidation, nitridation, and sub-
limation. The rates for the three reactions were derived by Park et al. [202]
from experimental results. In the case of an evaporating surface, the ṁr

vap,i

is the net evaporation/condensation flux for reaction r ∈ R. The evaporation
and condensation fluxes based on kinetic theory are modeled with different
approaches, which will be shown later. The evaporation flux depends on the
equilibrium vapor pressure pvap, which is a pure thermodynamic property.
Consider the following generic reaction,∑

i∈S
ν
′

i,rAi

∑
k∈S

ν
′′,r
k,rAk, (3.7)

where S = {G, C} is the full set of species and C the set of condensed species.
Quantities ν

′

i,r and ν
′′

i,r are the forward and backward stoichiometric coefficient
for the species i ∈ S. The equilibrium constant for such reaction writes as

Kp,r =

∏
k∈S

a
ν
′′
k,r

k∏
i∈S

a
ν
′
i,r

i

= exp

(−∆G0
r

RT

)
, (3.8)

where ∆G0
r is the difference of the molar Gibbs energy between products and re-

actants at standard condition (1 atm and 273.15 K). The activity ai for species
i ∈ S in Eq. (3.8), writes as,{

ai = pvap,i, ∀i ∈ G,
ai = γixi, ∀i ∈ C, (3.9)
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where pvap,i is the equilibrium vapor pressure of species i ∈ G, xi the mole
fraction in the condensed phase and γi the activity coefficient; for ideal mixtures
γi = 1. Figure (3.3) shows the equilibrium vapor pressure for the reaction,

Na(l) Na(g),

where the ∆G0
r was computed with the thermodynamic module of Mutation++

and the vapor pressure was compared with the experiments carried out by
Bowles and Rosenblum [39].
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Figure 3.3.: Saturation vapor pressure of Na; comparison of
Mutation++with experimental measurements.

Multi-element vapor pressure

Most of the meteoroids are composed of a mixture of oxides. Table (3.1) shows
the composition of the most common meteoroids, the H5 chondrite. Once the
material reaches the melting point, the species in the liquid phase interact
forming new ones. The following set of reactions is an example,

MgO(l) + SiO2(l) MgSiO3(l),
2MgO(l) + SiO2(l) Mg2SiO4(l).

MgO(l) and SiO2(l) create new pseudo-species which has strong intermolecular
bonds. The creation of these pseudo-species effectively decreases the mole
fraction of the unbound oxides, deviating from the ideal mixture (Rault’s Law),
leading to γi < 1 and for the reaction above

γMgO =
aMgO

aMgO + aMgSiO3 + 2aMg2SiO4

. (3.10)
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Species H5
wt%

SiO2 38.36
TiO2 0.12
Al2O3 2.12
Na2O 1.03
K2O 0.13
CaO 1.75
FeO 11.28
MgO 24.22

Table 3.1.:Major oxides present in an H5 chondrite in weight percentage. This
composition is taken from Jarosewich [122] and the remaining major species
are H2O and Fe(s). The latter corresponds to bands of pure iron. MAGMA
only considers oxide compositions, thus, the weight fractions are rescaled here
to sum to 100%.

MAGMA is a multiphase-equilibrium solver developed by Fegley and Cameron
[80] to provide equilibrium vapor pressure pvap,i to mixture of metal oxides such
as the one shown in Table (3.1). The solver uses the Ideal Mixing of Complex
Components (IMCC) model [109] and accounts for the deviation from the ideal
mixture in the molten phase. In the IMCC model, one considers all the possible
species that may be formed in the molten layer, and the equilibrium solution
is obtained by minimizing the Gibbs free energy of the system. MAGMA has
been extensively validated for liquid-silicate compositions [223]. Figure (3.4)
shows the equilibrium vapor pressure of the possible related species for many
temperatures fitted in the form of,

pvap,i(Tw) = exp

(
A− B

Tw

)
, ∀i ∈ G, (3.11)

and the coefficients A and B can be found in Section A.3.
According to thermodynamics, multiphase chemical equilibrium is reached

once the chemical potential of both phases are the same, meaning that the mate-
rial is oxidized/reduced depending on the oxygen fugacity. However, MAGMA
disregards the excess of oxygen existent in the surrounding environment to
compute the multiphase reactions; thus, considering oxidation/reduction reac-
tions is impossible at this stage. To be consistent with the reactions present in
MAGMA, ṁvap,i in Eq. (3.3) considers all the possible reactions of type,

XaOb(l) a X(g) + b O(g), and (3.12)
XaOb(l) XaOb(g), (3.13)

where X represents any element present in the condensed phase such as Mg, Fe,
Na, Si and K. Equation (3.12) is a dissociative reaction and occurs for species
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Figure 3.4.: Saturation vapor pressure computed by MAGMA using the com-
position from Table (3.1). The dashed and solid lines represent to the products
of reactions 3.12 and 3.13. Bellow 2800 K, Na is the most abundant species in
the flow field since it is a volatile.

with low dissociation energy. Oxygen is also present in the free stream, but
it is difficult to quantify precisely how much of it condensates. The rate of
oxygen condensation is assumed to follow the stoichiometry ratio in Eq. (3.12),
as suggested by Alexander [4], such that

ṁvap,O =
∑
r∈R?

br
ar

MO

MXr

ṁr
vap,Xr , (3.14)

where R? corresponds to the subset of reactions given in Eq. (3.12) and M is
the molecular weight.

3.3. Equilibrium evaporation models

Equilibrium models were developed by engineers in the 60s to overcome the ab-
sence of surface reactions data describing the ablation of Thermal Protection
System (TPS). This problem was solved by considering the heterogeneous mix-
ture (hot gas phase and material surface) to be in thermochemical equilibrium
at the local conditions of pressure and temperature [25]. Lately, this approach
has also been used to study evaporation [65, 130]. When such equilibrium ap-
proach is considered, it is useful to rewrite Eq. (3.2) in terms of elements such
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that

∑
i∈S

αki (3.2) =


F g,k = ρw,kuw + Jw,k,

F c,k = 0 ∀k ∈ Econd,

Ω̇surf ,k = ṁablat,k + ṁvap,k = ṁk,

(3.15)
where Econd corresponds to the non-zero set of elements in the condensed phase,
and

αki = σik
Mk

Mi
(3.16)

where σik is the formation matrix coefficient of elements k in species i and M
the molecular weight, finally,∑

k∈Econd

ṁk = ṁ = ρwuw.

Equation (3.15) is called Elemental Surface Mass Balance (ESMB) and ρw,kuw

(or yw,kρwuw) is the elemental mass flux , Jw,k the elemental diffusion flux
and ṁk the production of elements k at the surface. This equation is directly
coupled with the flow solver serving as a boundary condition, meaning that ρw
and Jw,k are a solution of the thermochemical state of the flow.

Differently from Eq. (3.2), the surface composition yw,k is computed via a
multiphase-equilibrium approach by minimizing the Gibbs free energy of the
system S. Scoggins and Magin [231] developed a multiphase-equilibrium solver
based on the Gibbs function continuation method of Pope [210]. The contin-
uation method ensures the convergence of the Gibbs free energy minimization
by converting it into an initial value problem, which can be easily integrated.
Furthermore, the method has the capability of imposing any constraint to treat
multiple surface components. Figure (3.5) shows an example of the multiphase-
equilibrium solution whereby the condensed composition is made of 50% Na
and 50% Mg in a background gas of nitrogen atoms N. Na evaporates at a lower
temperature (650 K) than Mg, and it is depleted from the condensed phase at
750 K. It is worth to highlight that this composition corresponds to the surface
composition yw,k of the balance Eq. (3.15).

The remaining variable, ṁk, is the solution of the following linear system,ṁyw,k + Jw,k = ṁk, ∀k ∈ Econd,∑
k∈Econd

ṁk = ṁ. (3.17)

This closure, i.e., to enforce the equilibrium composition at the surface, is
equivalent to imposing the saturated properties for an evaporation case, leading
to a zero net evaporation flux [87–89]). The physical interpretation of this
model, more specifically the equilibrium ṁ, might be seen as the necessary
integrated mass for which the surface has to lose to establish an equilibrium
condition.
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Figure 3.5.: Multiphase equilibrium composition for pure Na, Mg and N, for
a condensed composition of Na =0.5 and Mg=0.5.

B′ formulation

We recall that Eqs. (3.2) and (3.17) are tightly coupled with the flow, i.e.,
the boundary conditions and the thermochemical state of the flow have to be
solved simultaneously. However, another approach is widely used for engi-
neering purposes based on transfer-coefficient correlations [25], decoupling the
material-response from the thermochemical state of the flow. The diffusion flux
across the boundary is approximated with the mass transfer coefficient Cm as

Jw,k = ρeueCm(yw,k − ye,k), (3.18)

where the subscript e corresponds to the flow conditions on the edge of the
boundary layer, w to the conditions at the wall and s to the condensed state.
At this stage, it is noteworthy to highlight that:

• the mass Cm and heat Ch transfer coefficients are related via the Chilton-
Colburn relation Cm = Ch(Le)α, where Le is the Lewis number and
α ' 3/2. Duffa [77] suggests that α ' 1 for significant blowing rates.

• the heat transferred to the surface depends on the material injected into
the boundary layer, due to “blocking effects” [25]. Therefore, Ch has to
be corrected based on the mass blowing rate.

Bianchi [25] gives a thorough review of the transfer-coefficient approach.
Inserting Eq. (3.18) in Eq. (3.17) and dividing the latter by ρeueCm, one

gets

B′yw,k + yw,k − ye,k = B′yc,k ⇒

⇒ B′ =
ye,k − yw,k
yw,k − yc,k

, ∀k ∈ Econd; (3.19)
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note that we define ṁk = ṁyc,k and yc,k corresponds to the in-depth elemental
composition of element k. Equation (3.19) constitutes the non-dimensional
mass blowing rate B′ = ṁ/ρeueCm [177], and it has been extensively employed
for the design of Thermal Protection System (TPS) [139, 173, 177, 178]. Mainly,
it represents the ratio of mass across the boundary layer (ye,k − yw,k) and the
ablated mass (yw,k− yc,k), and it can be obtained directly from an equilibrium
solution such as the one in Fig. (3.5). This approach is popular because of its
simplicity, since B′ can be tabulated for a range of pressures and temperatures
to be used in the Computational Fluid Dynamic (CFD) simulations.
For TPS composed by a single element, such as carbon graphite, the ma-

terial response modeling is rather simplified since yc,k = 1.0. On the other
hand, when the material is composed of multiple elements that have different
ablation behaviors, this response modeling becomes more complicated because
Eq. (3.19) might have multiple solutions. The thermochemistry ablation of mul-
tiple surface elements was first addressed by Milos and Chen [177], and they
handled this problem by constraining the surface element ratios. As mentioned
before, the multiphase-equilibrium solver can include any constraint. There-
fore, we impose that the ratio of the elements k ∈ Econd in the gas phase is the
same as the in-depth elemental composition. By applying this constraint, it is
possible to assume that all elements are removed, from the condensed phase,
with the same rate leading to a unique Eq. (3.19).
Figure (3.6) shows an example of a multiphase constrained equilibrium com-

position; where the condensed composition is the same as the one in Fig. (3.5).
In this example, the phase change of Na and Mg occurs at the same tempera-
ture, and the elemental ratio of Na/Mg is always the same, as opposed to the
unconstrained case.
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Figure 3.6.: Multiphase constrained equilibrium composition for pure Na, Mg
and N, for a condensed composition of Na =0.5 and Mg=0.5.

In this work, we formulate a unique B′ to account for the volatilization of
the different elements. This formulation consists in writing Eq. (3.17) in the
non-dimensional form, using the approximate diffusion fluxes from Eq. (3.18),
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yielding the linear system,B
′yw,k + yw,k − ye,k = B′k, ∀k ∈ Econd,∑

k∈Econd

B′k = B′, (3.20)

where elemental non-dimensional mass blowing rate B′k = ṁk/ρeueCm, ∀k ∈
Econd.
Figure (3.7) shows the comparison between the B′ approach resulting from

the unconstrained (Eq. (3.20)), and constrained (Eq. (3.19)) multiphase-equi-
librium solution and the NASA formulation [164]

B′ =
∑

k∈Econd

(ye,k − yw,k)/
∑

k∈Econd

(yw,k − yc,k). (3.21)

The abrupt increase of B′ occurs at the onset of the strong evaporation, and
the corresponding temperature is the equilibrium vapor temperature. Quan-
tity B′ reaches its maximum when all the elements in the condensed phase are
depleted (see Figs. (3.5) and (3.6)). Figure (3.7a) shows a lower equilibrium
vapor temperature for the constrained multiphase B′. Figure (3.7b) shows a
discontinuity for the unconstrained multiphase (or linear system in Eq. (3.20))
around 800 K, which represents the depletion of Na. The strong increase of
the function around 950 K represents the depletion of Mg (see Fig. (3.5)).
From Figs. (3.5) to (3.7), we observe that imposing a constraint in the multi-
phase equilibrium solution decreases the equilibrium vapor temperature of the
less volatile elements. Finally, the linear system in Eq. (3.20) and the NASA
formulation gives the same results, despite the different formulation.
Constraining or not, the multiphase-equilibrium solution has several impli-

cations in the flow and material compositions. By constraining the solution,
we are enforcing all elements to have the same equilibrium vapor tempera-
ture. Moreover, we enforce that the condensed phase composition does not
change due to the depletion of elements, contradicting the results of Pittarello
et al. [206] where depletion of volatile elements has been observed. Hence, this
method does not account for the volatilization, which is an import feature for
meteoroid entry analysis [265]. On the other hand, in the unconstrained case,
one should consider a transient deficit of the most volatile elements on the
surface. To consider this, one must solve the diffusion of the elements in the
material to define the surface composition accurately.

3.4. Kinetic-based evaporation models

Evaporation occurs when the flow pressure or temperature is lower than the
saturation condition at the surface. The opposite situation results in conden-
sation. In Section 3.2, we have shown generalized mass and energy balances
across the surface. In this section, we model the non-equilibrium ṁvap in
Eq. (3.2). This approach accounts for translational non-equilibrium effects at
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Figure 3.7.: B′ comparison at 1000 Pa between unconstrained (Eq. (3.20)),
and constrained (Eq. (3.19)) multiphase-equilibrium solutions and the NASA
formulation.

the surface, by considering the jump in the macroscopic properties across the
Knudsen layer.

3.4.1. The Knudsen layer

The Knudsen layer is the region where the two families of particles emerging
from the free stream and the surface thermalize, i.e., relax to equilibrium or fol-
low a Maxwellian Velocity Distrution Function (VDF) (drawing in Fig. (3.8)).
Its length might reach a hundred mean free paths, and inside this region, the
Navier-Stokes equations are not valid. Evaporating particles of species i ∈ G

 

di usion of gas

species to surface blowingsurface 

reaction

 

T0

x

y

Figure 3.8.: Illustration of the Knudsen layer jump conditions on the surface.

from the surface (x = 0) follow a half-space Maxwellian distribution f i(x, ξ)
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with the molecular velocity ξ described as,

f e,i(0, ξ) =
ne,i

(2πRiTw)3/2
exp

(
− |ξ|2

2RiTw

)
, ξ · n > 0, ∀i ∈ G, (3.22)

where x is the normal component to the surface, ne,i(pvap,i, Tw) the species
equilibrium vapor density, pvap,i the species vapor pressure, Tw the temperature
of the surface and Ri the specific gas constant of species i. At the edge of the
Knudsen layer, x = x∞, the particles follow a Maxwellian distribution function
at the local pressure p∞,i and temperature T∞,i,∀i ∈ S,

f∞,i(∞, ξ) =
n∞,i

(2πRiT∞)3/2
exp

(
−|ξ − u∞|

2

2RiT∞

)
, ∀i ∈ G, (3.23)

where n∞,i(p∞,i, T∞) is the species number density. At the edge of the Knud-
sen layer, the particles share the same temperature since the flow is thermal-
ized, hence, T∞,i = T∞,∀i ∈ S. The particles represented by the distribution
function in Eq. (3.23) follow the hydrodynamic velocity u∞ (drift velocity) at
the edge of the Knudsen layer. Both distribution functions are illustrated in
Fig. (3.9).

ξ

ae
+fe

+(Tw)

a -f -(T ) a +f +(T )

u (drift velocity)

Figure 3.9.: Illustration of the Maxwellian distribution function in the Knud-
sen layer; the red curve illustrates the VDF of particles at Knudsen layer's
edge, the blue curve illustrates the distribution of particles emerging from the
surface.

Due to few collisions within the layer, the two families of particles, emerging
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from both ends and traveling with opposite directions, generate a bimodal
distribution function, which largely deviates from a Maxwellian distribution.
Moreover, the anisotropy of the distribution function close to the surface leads
to a temperature jump [89, 172], illustrated in Fig. (3.8) as T0 6= Tw. The
significant deviation from a Maxwellian distribution is precisely the condition
by which the Navier-Stokes equations do not hold; thus, one has to resort to
the Boltzmann equation to solve the structure of the Knudsen layer.
When the Knudsen layer thickness is much smaller than the vapor-liquid

interface curvature, it behaves as a second "skin" adhering to the vapor-liquid
interface. In this case, the hydrodynamic equations can still be applied to
describe most of the vapor phase, and jump relations are used to model the
Knudsen layer. These jumps are obtained through the conservation of mass,
momentum, and energy across the kinetic layer [279]. In reality, the boundary
conditions of the Navier-Stokes equations correspond to the edge state of the
Knudsen layer.

3.4.2. Multicomponent non-equilibrium model

In this section, we derive the jump conditions across the Knudsen layer based on
the Moment Method to solve the Boltzmann equation. This method has been
used by Ytrehus and Østmo [279] for a single evaporation component. We use
their methodology to derive a solution for multicomponent evaporation, which
later will be compared with the numerical solution of the Boltzmann equation
using DSMC.
We start by defining the one-particle distribution function for species i ∈
Gvap neglecting the internal degrees of freedom, where Gvap corresponds to the
evaporation and condensation set of species. The three-modal ansatz [279] is
applied to define the distribution function along the Knudsen layer,

f i(x, ξ) = a+
e,i(x)f+

e,i (ξ) + a+
∞,i(x)f+

∞,i (ξ) + a−∞,i(x)f−∞,i (ξ) , ∀i ∈ Gvap

(3.24)
where f+

e,i is the half-Maxwellian distribution of the evaporated particles, and
f+
∞,i and f

−
∞,i are respectively the positive and negative part of the Maxwellian

distribution at the Knudsen layer edge, illustrated by Fig. (3.9). The amplitude
functions on both extremes of the Knudsen layer are,

x = 0


a+
e,i = 1,

a+
∞,i = 0,

a−∞,i = βi,

and x = x∞


a+
e,i = 0,

a+
∞,i = 1, ∀i ∈ Gvap,

a−∞,i = 1,

; (3.25)

where βi is an unknown parameter obtained by solving the jump conditions.
The one-dimensional, steady-state Boltzmann equation writes as,

ξx
∂fi
∂x

=
∑
j∈Gvap

Qi,j (fi, fj) , ∀i ∈ Gvap. (3.26)
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The left-hand side corresponds to the streaming operator and the right-hand
side to the collision operator, expressing the distribution function change due
to collisions between particles. We define collision invariants Ψk such that for
a binary collision of particles ij ∈ Gvap

Ψk
i + Ψk

j = Ψk′

i + Ψk′

j

where the superscript ′ denotes the post collision quantity. Collision invariants
of mass, x-momentum and kinetic energy for species i ∈ Gvap are,

Ψk
i =

{
miδik,miξx,−

1

2
mi |ξ|2

}
, ∀i ∈ Gvap, k = 1, ...,#Gvap + 2, (3.27)

where mi is the mass species. The moments of the Boltzmann equation are
obtained by multiplying Eq. (3.27) with Eq. (3.26) and integrating over the
velocity space such that,

∂

∂x

∑
i∈Gvap

∫
Ψk
i ξxfidξ = 0 k = 1, ...,#Gvap + 2, (3.28)

due to the orthogonality between the collision invariant space and collision
operator space, in other words, species mass, mixture momentum and energy
are conserved through collisions. Hence we write Eq. (3.28) as,

∑
i∈Gvap

∫
Ψk
i ξxfidξ

∣∣∣∣∣∣
x=0

=
∑
i∈Gvap

∫
Ψk
i ξxfidξ

∣∣∣∣∣∣
x=x∞

, k = 1, ...,#Gvap + 2,

(3.29)

which represents the conservative quantities on both sides of the Knudsen layer.

Inserting Eq. (3.24) into Eq. (3.29), with the amplitude functions defined in
Eq. (3.25) and u∞ = u∞êx in Eq. (3.23), one obtains the mass balance for
species i, momentum balance and energy balance for the mixture across the
Knudsen layer,

ρe,i

√
RiTw

2π
− ρ∞,i

√
RiT∞

2π
F−i βi = ρ∞,iu∞, ∀i ∈ Gvap, (3.30)

∑
i∈Gvap

(
1

2
ρe,iR,iTw +

1

2
ρ∞,iR,iT∞G

−
i βi

)
=

∑
i∈Gvap

(
ρ∞,iu

2
∞,i + ρ∞,iR,iT∞

)
,

(3.31)
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∑
i∈Gvap

[
2ρe,iR,iTw

√
RiTw

2π
− 2ρ∞,iR,iT∞

√
RiT∞

2π
H−i βi

]
=

∑
i∈Gvap

[
ρ∞,iu∞

(
1

2
u2
∞ +

5

2
RiT∞

)]
,

(3.32)

where the velocity ratio is,

S∞,i =
u∞√

2RiT∞
, (3.33)

and the half-range integration of the distribution function f−∞,i leads to the
following [41],

F±i =
√
πS∞,i(±1 + erf(S∞,i)) + exp

(
−S2
∞,i
)
,

(3.34)

G±i = (2S2
∞,i + 1)(1± erf(S∞,i))±

2√
π
S∞,iexp

(
−S2
∞,i
)
,

(3.35)

H±i =

√
πS∞,i

2

(
S2
∞,i +

5

2

)
(±1 + erf(S∞,i)) +

1

2
(S2
∞,i + 2)exp

(
−S2
∞,i
)
.

(3.36)

The left-hand side of Eq. (3.30) is the net of species evaporation/condensation
i analogous to ṁvap,i in Eq. (3.3).
To retrieve the same formulation as Ytrehus and Østmo [279], we approxi-

mate Eqs. (3.30) to (3.32) as,

∑
i∈Gvap

(3.30)⇒ ρe

√
RTw
2π
− ρ∞

√
RT∞

2π
F−β = ρ∞u∞, (3.37)

1

2
ρeRTw +

1

2
ρ∞RT∞G

−β = ρ∞u
2
∞ + ρ∞RT∞, (3.38)

2ρeRTw

√
RTw
2π
− 2ρ∞RT∞

√
RT∞

2π
H−β = ρ∞u∞

(
1

2
u2
∞ +

5

2
RT∞

)
, (3.39)

which might not be exactly equivalent due to the non-linear terms of Eqs. (3.34)
to (3.36), meaning that we make an approximation on averaging F−i , G−i
and H−i . Later we evaluate the accuracy of the approximation by compar-
ing with the DSMC simulations. Using of the equation of state p = ρRT , such
ρe(pvap, Tw) and ρ∞(p∞, T∞), and defining the following ratios,

Z =
pvap

p∞
, R =

√
T∞
Tw

; (3.40)

where R is the specific gas constant of the vapor mixture, pvap =
∑
i∈Gvap pvap,i
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and p∞ =
∑
i∈Gvap p∞,i; we write Eqs. (3.37) to (3.39) as,

Z R − βF− = 2π1/2S∞, (3.41)

Z + βG− = 4S2
∞ + 2, (3.42)

Z −RβH− = Rπ1/2S∞

(
S2
∞ +

5

2

)
. (3.43)

From the system of Eqs. (3.41) to (3.43) is possible to define Z , R, β and
M∞ as function of S∞ = u∞/

√
2RT∞ (see Cercignani [57] for the detailed

derivation) which leads to the following table:

Table 3.2.: Evaporation parameters

S∞ Z R2 β M∞ = (6/5)1/2S∞

0.0 1.000 1.000 1.000 0.000
0.1 1.231 0.957 1.020 0.110
0.2 1.500 0.915 1.060 0.219
0.3 1.812 0.876 1.135 0.329
0.4 2.170 0.838 1.271 0.438
0.5 2.577 0.802 1.511 0.548
0.6 3.037 0.767 1.928 0.657
0.7 3.553 0.734 2.644 0.767
0.8 4.127 0.703 3.862 0.876
0.9 4.764 0.673 5.932 0.986
0.907 4.813 0.671 6.132 0.994

The system of Eqs. (3.41) to (3.43) were derived by Ytrehus [278], Ytrehus
and Østmo [279] for a single evaporating species. They compared the accuracy
of the model with experiments carried out in a low-density wind tunnel at the
von Karman Institute for fluid dynamics (VKI), where the flow was created
by molecular effusion from a punctured wall (around 105 m−2 perforations).
Figure (3.10) shows the downstream velocity ratio as function of the driving
force Z .

3.4.3. The Hertz-Knudsen model

The net evaporation/condensation (left-hand side of Eq. (3.37)) derived by
Hertz [115] and Knudsen [135] writes as,

ṁvap =
∑
i∈Gvap

(
ρe,i

√
RiTw

2π
− ρ∞,i

√
RiT∞

2π

)
. (3.44)

M∞ = u∞/
√
γRT∞ and for monoatomic gases γ = 5/3
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Figure 3.10.: Velocity ratio vs. pressure jump Z from Ytrehus and Østmo
[279]. Note that pe = pvap.

This model only considers the conservation of mass across the Knudsen layer,
and compared to Section 3.4.2 it disregards: i) the drift velocity represented
by F−, meaning that the Maxwellian distribution function on the edge of the
Knudsen layer is centered in zero; ii) the non-equilibrium parameter β at the
surface, denoting that the backscatter of particles, due to collisions on the
Knudsen layer, is neglected. Moreover, for weak evaporation problems it is
usually assumed that T∞ = Tw [204].

3.4.4. The Schrage model

Schrage [224] improved the Hertz-Knudsen model by including non-linear con-
vective effects in the Knudsen layer. They considered the drift velocity effect,
but in turn, omitted the non-equilibrium parameter β. The Schrage model
writes as,

ṁvap =
∑
i∈Gvap

(
ρe,i

√
RiTw

2π
− ρ∞,i

√
RiT∞

2π
F−i

)
. (3.45)

Contrarily to the Hertz-Knudsen model, it does consider the conservation of
momentum and energy. Similarly to the previous model, the thermochemical
state of the flow at the edge of the Knudsen layer cannot be obtained by the
Schrage equation itself, as Ytrehus and Østmo [279] stated.
Notice that Eq. (3.30) can be written in a general form,

ṁvap,i = ρ∞,iu∞, ∀i ∈ Gvap, (3.46)

regardless of which non-equilibrium model is used. We can relate the similari-
ties of this expression with the SMB written in Eq. (3.2), with the exception
that the former excludes the diffusion fluxes Jw,i. The diffusion fluxes aren't
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present in Eq. (3.46) precisely because the particles follow a Maxwellian distri-
bution on the edge of the Knudsen layer, leading to zero transport fluxes.

Remark. In the case of reactive surfaces (ablative, catalytic, or both), the
state-of-the-art surface reactions [21, 202, 254] depend on an impinging par-
ticles flux following Maxwellian distribution, and yet the diffusion fluxes are
considered in the SMB. This inconsistency is mentioned by Barbante [12], and
it should be reviewed in the future.

3.5. Numerical methods

Section 3.4 shows the derivation of the balances across the Knudsen layer using
the Moment Method to solve the Boltzmann equation. In this section, we solve
the structure of the Knudsen layer using the DSMC technique.

3.5.1. The DSMC method
In DSMC [26], the trajectories of a group of representative particles are sim-
ulated in the physical space. Each time-step alternates the execution of three
phases: i) a free-advection phase, where particles are displaced in the physical
space without interacting. Evaporating molecules are generated at the wall
according to the VDF prescribed by Eq. (3.22) and at infinity particles are
generated according to Eq. (3.23); ii) a collision phase, where particles in prox-
imity can collide and change their velocity because of the binary encounters.
For this purpose, a background mesh is used for the efficient choice of collisions
partners. The employed 1-D code of Frezzotti [84] implements elastic collisions
for monatomic species and variable-hard-sphere cross-sections. iii) a sampling
phase, where macroscopic quantities are obtained as averages of the molecu-
lar properties in each cell of the grid. At steady state, time-averaging allows
evaluating the macroscopic properties accurately.

3.5.2. Comparison with non-equilibrium evaporation mod-
els

We study the structure of the Knudsen layer formed by the evaporation of
a binary mixture with different mass ratios µ = m2/m1. The surface vapor
composition and the molecular diameter are the same for both species. We
compare the normalized evaporation rate using Hertz-Knudsen, Schrage, and
Ytrehus and Østmo [279] models with the numerical simulations. It is impor-
tant to mention that Ytrehus and Østmo [279] model and the one described
in Section 3.4.2 are equivalent for µ = 1. Moreover, the model described in
Section 3.4.2 requires the pressure jump across Knudsen layer as a driving pa-
rameter. Therefore, this model is omitted in the following comparison, and we
compare all the models in Section 3.6.
The jump of macroscopic properties across the Knudsen layer– density, tem-

perature, and other non-equilibrium parameters – are directly provided to the
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models by the DSMC simulations. Furthermore, the DSMC results serve as ref-
erence to compare with the multicomponent non-equilibrium model, described
in Section 3.4.2, applied to an evaporation problem in continuum flow con-
ditions, shown in Section 3.6. We provide the expressions of the different
temperature components to aid the discussion [41],

T‖,i =
mi

ρiRi

∫
C‖,ifidξ, (3.47a)

T⊥,i =
mi

2ρiRi

∫
C⊥,ifidξ, ∀i ∈ G, (3.47b)

Ti =
mi

3ρiRi

∫
Cifidξ, (3.47c)

were Ci = |ξi − u|2, ξ‖ = ξxêx and ξ⊥ = ξyêy + ξzêz. The total mixture
temperature yields,

T =
∑
i∈G

yiTi, (3.48)

where yi is the mass fraction for species i ∈ G.

Evaporation of a binary mixture of mass ratio µ = 1

We start by showing the Knudsen layer structure of a binary mixture with equal
mass, being equivalent to single component evaporation. Figure (3.11a) shows
the temperature relaxation in the Knudsen layer for different downstream Mach
numbers M∞. At the surface, x = 0, we observe a jump between the mixture
temperature Ttot and the surface temperature Tw, as depicted in Fig. (3.8).
This jump is due to the backscatter of particles that arrive to the surface with
a different VDF than the particles evaporating [88]. As mentioned by Aursand
and Ytrehus [8], the interface jump temperature corresponds to the majority
of temperature jump across the Knudsen layer.
The Knudsen layer is present due to an anisotropy of the distribution func-

tion. Its thickness is the distance by which Ttot reaches an asymptotic value.
For bigger M∞, the thickness Knudsen layer becomes larger, meaning that the
particles require more mean-free paths λw to relax. This relaxation of parti-
cles is better grasped by Fig. (3.11b), which shows the different temperature
components. T⊥ and T‖ are respectively, the temperature due to the kinetic
energy of the perpendicular and parallel components of the VDF. One can ob-
serve that the two temperature components are different in the Knudsen layer,
which originates from an anisotropic VDF. After several mean-free paths, the
particles thermalize by collisions, and as a consequence, both temperatures
reach the asymptotic Ttot. The temperature ratio at the edge of the Knud-
sen layer corresponds to R2 given in Table (3.2).
Figure (3.12) shows the normalized density in the Knudsen layer with a

similar behavior as the temperature. For strong evaporation conditions, i.e.,
high M∞ the temperature downstream of the Knudsen layer can reach 70% of
Tw while the density can attain 40% of ρw. With the DSMC temperature and
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Figure 3.11.: Temperature for µ=1.
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density, we compute the evaporation rate using Eqs. (3.37), (3.44) and (3.45)
for each species i. Figure (3.13a) shows the normalized evaporation rate of
the different non-equilibrium models and DSMC, with ṁe = ρe

√
(RTw/2π),

and Fig. (3.13b) shows the respective relative error compared to DSMC. One
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(a) Normalized evaporation rate for dif-
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Figure 3.13.: Comparison of the evaporation rate between DSMC and non-
equilibrium models for µ=1.

observes a perfect agreement between Ytrehus and Østmo [279] and DSMC.
We recall that this model is accurate for a single evaporating component. The
error of the Schrage model increases at high M∞, and in the subsonic limit, it
predicts almost zero condensation. This effect is a combination of: i) β = 1 in
Eq. (3.37) which means that all condensing particles follow a half-Maxwellian
with the conditions edge at the Knudsen layer; ii) high M∞ it means a large
drift velocity u∞ which in turn will prevent the condensation of particles. In
Eq. (3.37), lim(S∞ → +∞)F−(S∞) = 0 which means that the distribution
function, described by the red curve in Fig. (3.9), is shifted to +∞; hence, it
becomes entirely positive in the velocity space. The Hertz-Knudsen evaporation
behaves almost linearly with the M∞. We recall this model assumes β = 1 and
that the VDF of the condensing particles is centered in zero, meaning that
unlike the Schrage model, the particles condense at high M∞.

Evaporation of a binary mixture of mass ratio µ 6= 1

We extend the previous analysis to a binary mixture of the different mass ratios,
namely µ = 2 and µ = 10. Figure (3.14) shows the normalized temperature
profile in the Knudsen layer for µ = 2, like the one shown in Fig. (3.11a).
Furthermore, Frezzotti [84] has shown that the normalized temperature jump
in the Knudsen layer depends weakly on the mass ratio. Figure (3.15) shows the
temperature components for the light and heavy species for the different mass
ratios. Figs. (3.15a) and (3.15b) shows a similar behavior in the late relaxation
of the T‖ for the heavy species, being more predominant in the latter figure.
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Figure 3.14.: Normalized temperature profile in the Knudsen layer for differ-
ent edge Mach number, for µ=2.

Both particles leave the surface with different thermal velocities, where the light
owns a higher velocity. Close to the surface, Fig. (3.15b) shows a slight increase
of the parallel velocity of the light particle. It quickly drops and thermalizes
due to the collisions within the Knudsen layer. The opposite is observed for
the heavy particle because the collisions are less effective, resulting in a later
thermalization.
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(a) µ = 2 at M∞ = 0.9062.
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Figure 3.15.: Temperature components of the light and heavy species in the
Knudsen layer.

The different thermal velocity of the particles results in a dissimilar compo-
sition downstream of the Knudsen layer. Figs. (3.16a) and (3.16b) shows an
enrichment and deficit of the light and heavy particle, respectively,compared
to the surface, which is stronger for high M∞.
Figs. (3.17) and (3.18) show the normalized evaporation rate and the relative
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Figure 3.16.: Species mole fraction downstream of the Knudsen layer for
different M∞.

error for µ = 2 and µ = 10. Contrarily to µ = 1, the Ytrehus and Østmo
[279] model does not show a perfect agreement with the DSMC results. The
mismatch arises because the Ytrehus and Østmo [279] model does not account
for the interaction of many species in the Knudsen layer. This lack of interaction
is also present in the Hertz-Knudsen and Schrage models.
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Figure 3.17.: Comparison of the evaporation rate between DSMC and non-
equilibrium models for µ=2.
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Figure 3.18.: Comparison of the evaporation rate between DSMC and non-
equilibrium models for µ=10.

3.6. Results

In the previous section, we have shown that state-of-the-art non-equilibrium
models do not agree with the numerical Boltzmann solution for multi-species
evaporation problems. In this section, we apply the multicomponent non-
equilibrium model, described in Section 3.4.2. We model the evaporation of
a 0.1 dm radius sphere – composed of atomic species with different mass ratios
– into atomic nitrogen using the stagnation-line solver. The inlet velocity is
5 km s−1 and the free-stream pressure and temperature correspond to 60 km
altitude. The inlet conditions are irrelevant to this problem since the objective
is to study the evaporation with an imposed surface temperature Tw. Further-
more, the flow is considered frozen, meaning that we ignore chemical reactions
in the gas phase. We impose the evaporation boundary condition at the surface
by solving the following system,

ρe,i

√
RiTw

2π − ρ∞,i
√

RiT∞
2π F−i βi = ρ∞,iu∞, ∀i ∈ Gvap,∑

i∈Gvap
ṁvap,i = ṁvap = ρ∞u∞,

T∞ = TwR2,

(3.49)

where ρe(pvap, Tw) and ρ∞(p∞, T∞) are related via the perfect gas equation-of-
state. As mentioned before, the Navier-Stokes boundary conditions correspond
to the conditions at the edge of the Knudsen layer. Hence, we impose the
quantities with subscript ∞ as the “surface” of the Stagnation-line solver. In
the derivation of Table (3.2) the driving parameter is S∞, but in this case
the driving parameter is the pressure ratio Z = pvap/p∞, because the pvap

is retrieved from Eq. (3.8) and p∞ is a direct solution of the Navier-Stokes
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equations. Therefore, the variables R2(Z ), βi(Z i) and F−i (S∞,i(Z i)), to
close Eq. (3.49), are obtained from Table (3.2), both for the properties of the
mixture and the species i.

3.6.1. Navier-Stokes solution for evaporation

Evaporation of a binary mixture Na and Mg, µ = mMg/mNa ≈ 1.0

We start by simulating the evaporation of pure Na and Mg into atomic nitro-
gen. We choose this surface composition for two reasons: i) both Na and Mg
are significant species for meteoroid ablation, more specifically, Na is an im-
portant element to understand light curves ii) both species have similar mass
ratio, meaning that the original model of Ytrehus and Østmo [279] holds for
this problem. Figure (3.19a) indicates the temperature profile along the stag-
nation streamline for an imposed surface temperature of Tw = 1125 K. The
shock wave is at 7 cm from the surface and the shock layer thickness is around
3 cm, reaching a maximum of 7813 K. After the shock layer, we observe a
large plateau of 4.37 cm where the temperature at the “Computational Fluid
Dynamics (CFD) surface” is T∞ = 838 K. Figure (3.19b) shows the velocity
profile along the stagnation streamline and at the surface the blowing velocity
is u∞ = 514 m s−1.
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Temperature, K

(a) Temperature profile along the stagna-
tion streamline.
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distance from the stagnation point,cm
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5000

Velocity, m s−1

(b) Radial velocity profile along the stag-
nation streamline.

Figure 3.19.: Physical properties along the stagnation streamline due to the
evaporation of Na and Mg into N for Tw = 1125.

Figure (3.20) shows the composition along the stagnation streamline where
a vapor layer, between 0 and 4.37 cm, contains only Na and Mg. Note that
the concentration of Na is larger than Mg due to a higher equilibrium vapor
pressure pvap, or in other words, Na is more volatile than Mg. The tempera-
ture jump is R2 = T∞/Tw = 0.745 for a Mach number of M∞ = 0.726 and
an evaporation rate of ṁvap=17.51 kg m−2 s−1. These conditions represent a
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Figure 3.20.: Composition along the stagnation streamline due to the evapo-
ration of Na and Mg into N for Tw = 1125.

strong evaporation case whereby a large vapor layer develops, due to the mas-
sive evaporation rate. This large vapor layer moves the shock upstream and it
is the cause of the temperature plateau in Fig. (3.19a).

Evaporation of a binary mixture Na and Fe, µ = mFe/mNa = 2.5

We extend the conditions above to a surface composition of Na and Fe, which
represents a mass ratio µ = 2.5. Na has higher volatility concerning Fe, and
to avoid a vapor layer comprised only by the former, we enforced the same
equilibrium vapor pressure to each element. The fact that both elements have
equal vapor pressure does not affect the non-equilibrium evaporation because
the primary impact parameter is the mass ratio. Figs. (3.21a) and (3.21b)
show, respectively, the temperature and velocity profile along the stagnation
streamline, for an imposed surface temperature of Tw = 1067 K, where the flow
properties have a similar behavior as the previous case.
Figure (3.22) shows the composition along the stagnation streamline. Like

the previous case, we examine a large vapor layer composed only by Na and Fe.
An interesting remark is that although both elements have the same equilibrium
vapor pressure, we observe an enrichment of Na in the vapor layer due to its
lighter mass compared to Fe, and therefore, higher thermal velocity. In this
case, the temperature jump is R2 = T∞/Tw = 0.738 for a Mach number of
M∞ = 0.697 and an evaporation rate of ṁvap=22.26 kg m−2 s−1.

Evaporation of a ternary mixture Na, K and Fe, µ1 = mK/mNa=1.25
& µ2 = mFe/mNa = 2.5

The final analysis regards the evaporation of pure Na, K and Fe into atomic
N. The objective is to access the fidelity of the multicomponent evaporation
model for more than two species with different mass ratios. As in the previous
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Figure 3.21.: Physical properties along the stagnation streamline due to the
evaporation of Na and Fe into N for Tw = 1067.
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Figure 3.22.: Composition along the stagnation streamline due to the evapo-
ration of Na and Fe into N for Tw = 1067.
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case, the vapor pressure is the same for all elements. Figs. (3.23a) and (3.23b)
show the temperature and velocity for an imposed surface temperature of Tw

= 1040 K.

0.0 2.5 4.8 7.0
distance from the stagnation point,cm

907

7813

Temperature, K

(a) Temperature profile along the stagna-
tion streamline.

0.0 2.5 4.8 7.0
distance from the stagnation point,cm

−188

5000

Velocity, m s−1

(b) Radial velocity profile along the stag-
nation streamline.

Figure 3.23.: Physical properties along the stagnation streamline due to the
evaporation of Na, K and Fe into N for Tw = 1040.

Figure (3.24) shows the composition along the stagnation streamline where,
from lighter to heavier, Na is the richer component at the surface, followed
by K then, Fe. For the ternary evaporation case, the temperature jump is
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Figure 3.24.: Composition along the stagnation streamline due to the evapo-
ration of Na, K and Fe into N for Tw = 1040.

R2 = T∞/Tw = 0.872 for a Mach number of M∞ = 0.331 and an evaporation
rate of ṁvap=13.41 kg m−2 s−1.
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3.6.2. Comparison with the equilibrium and non-equilib-
rium evaporation model

In the previous sections, we present different approaches to simulate evapo-
ration using equilibrium (Section 3.3) – widely employed by the engineering
community – and non-equilibrium models (Section 3.4). Here, we correlate
the two models developed in this thesis shown in Eq. (3.17) and Eq. (3.49).
The test case is the same as the one in Section 3.6.1, corresponding to Na and
Mg evaporating into N. Figure (3.25) compares the ṁvap with the equilibrium
(red) and the non-equilibrium (blue) model for different surface temperatures
Tw. We observe a significant deviation between the two models for higher
temperatures, where the equilibrium calculates more than the double ṁvap at
Tw=975 K, compared to the non-equilibrium approach. The equilibrium model
overestimates the ṁvap because it excludes condensation due to the saturation
of the vapor at the surface.
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Figure 3.25.: Evaporation rate of Na and Mg into N for different surface
temperatures; (red): equilibrium model, (blue): non-equilibrium model.

3.6.3. Comparison with the Navier-Stokes and Boltzmann
solution

In Section 3.5.2, we show that state-of-the-art non-equilibrium models, such
as Schrage, Hertz-Knudsen and Ytrehus and Østmo [279], do not correlate
well with the DSMC for binary mixtures with µ > 1. Here, we compare the
DSMC solution with the test cases indicated in Section 3.6.1 for various sur-
face temperatures Tw, employing the multicomponent non-equilibrium model
described by Eq. (3.49). Figure (3.26a) compares the normalized evaporation
rate of the different non-equilibrium models with DSMC, for the evaporation of
Na and Mg into N. The Hertz-Knudsen and Schrage rates are computed using
the closure of Eqs. (3.44) and (3.45) in Eq. (3.49), instead of the closure of the
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multicomponent model. Figure (3.26a) shows a similar behavior to Fig. (3.13a)
from which Ytrehus and Østmo [279] model is exact. Figure (3.26b) shows the
temperature jump across the Knudsen layer where a good agreement with the
DSMC solution is also found. The multicomponent model and the Ytrehus
and Østmo [279] are the same for an µ = 1 evaporation, which is supported
by Figs. (3.13) and (3.26). Figure (3.27a) shows the normalized evaporation
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(a) Normalized evaporation rate for dif-
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Figure 3.26.: Comparison of the evaporation properties between DSMC and
multicomponent non-equilibrium model for µ=1.

of the multicomponent case, shown in Section 3.6.1. The figure shows a good
agreement concerning the DSMC solution for the same conditions. Moreover,
the temperature jump across Knudsen layer, shown in Fig. (3.27b), also agrees
well with the numerical solution of the Boltzmann equation. We recall that at
these conditions, the Ytrehus and Østmo [279]model does not hold, as we show
in Section 3.5.2.
The reasons why the multicomponent non-equilibrium model (Section 3.4.2)

agrees with DSMC results for µ > 2 have to be thoroughly investigated in the
future. Intuitively, the two last equations in the system Eq. (3.49) acts as a
mixture constraint to the multicomponent evaporation.

3.7. Conclusion

In this chapter, we have developed two models to treat the evaporation of
multicomponent elements. The first model assumes the chemical equilibrium
between the gas and the surface, and it is an extension of state-of-the-art
models widely used by the engineering community to design TPS. The second
model includes the jump of properties across the Knudsen layer. This model
is derived from the solution of the Boltzmann equation, and it is an extension
of Ytrehus and Østmo [279] work, which is only able to treat single component
evaporation.
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Figure 3.27.: Comparison of the evaporation properties between DSMC and
multicomponent non-equilibrium model for binary and ternary surface compo-
sition.

We have compared the equilibrium and the non-equilibrium model for the
evaporation of a surface composed by Na and Mg (mass ration equal to one)
into N. The former model predicts more than the double of the evaporation rate,
compared to the latter. Since the equilibrium model imposes the saturation
conditions at the surface, it does not simulate the dynamics of evaporation and
condensation of particles.
Finally, we have compared the multicomponent non-equilibrium model with

the DSMC method, where we observe an excellent agreement. This comparison
includes evaporation of elements with mass ratios higher than one, from which
the state-of-the-art models fail. [84] showed that the jump of mixture macro-
scopic properties across the Knudsen layer is weakly related to the mass ratio of
evaporating components. Leveraging from those results, we have developed our
models to approximate the vapor mixture as a single evaporation component
allowing the macroscopic mixture jumps to be treated with the method of [279].
However, this model is not appropriate to analyze the Knudsen layer structure.
The evaporation phenomenon is present in several different areas, from com-

bustion to the ablation of meteors. The multicomponent non-equilibrium model
developed in this chapter represents a step forward to increase the fidelity of
evaporation modeling. This model is relevant to study the evaporation of sur-
faces exposed to intensive radiative fields, such as laser or meteoroid ablation.
Moreover, we express the model in a general form suitable to weak and strong
evaporation conditions.
As future work, we plan to compare the multicomponent non-equilibrium

model with the DSMC for larger mass ratios. Finally, we propose to extend
this model to the evaporation of molecules, where the species internal degrees
of freedom must be considered. The evaporation of a polyatomic gas has been
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studied by Frezzotti [85] using DSMC methods. The author observed ther-
mal non-equilibrium effects at the edge of the Knudsen layer, which might be
relevant for space applications such as reentry vehicles.



CHAPTER 4

Material melting

We need science education to produce scientists, but we need it equally to
create literacy in the public. Man has a fundamental urge to comprehend
the world about him, and science gives today the only world picture which
we can consider as valid. It gives an understanding of the inside of the
atom and of the whole universe, or the peculiar properties of the chem-
ical substances and of the manner in which genes duplicate in biology.
An educated layman can, of course, not contribute to science, but can
enjoy and participate in many scientific discoveries which are constantly
made. Such participation was quite common in the 19th century, but has
unhappily declined. Literacy in science will enrich a person's life.

— Hans A. Bethe

4.1. Introduction

Recent laboratory experiments [2, 113, 151] yield insights into meteoroid abla-
tion and emission phenomena at entry conditions. From these experiments, it
was clear that a substantial ablation mechanism was due to the shear ablation
process. Stony meteorites recovered from the ground typically present a fusion
crust layer [206, 207] of condensed molten material, which is clear evidence that
the material underwent a melting process during its entry. In the literature of
meteoroid ablation [45, 130, 265], little attention is given to modeling the melt
of meteoritic material, and the shear ablation by aerodynamic forces. This
might have the effect of biasing inference of meteor size and composition from
observations. For materials that undergo melting, an effective heat of ablation
can be derived to consider the mass loss of the molten layer due to aerodynamic

Parts of this chapter have been published in

1. B. Dias, A. Turchi, E. Stern, and T. E. Magin, A model for meteoroid ablation
including melting and vaporization, Icarus, 345(2020) 113710.

1. B. Dias, F. Bariselli, A. Turchi, A. Frezzotti, P. Chatelain, and T. E. Magin,
Development of a melting model for meteors, AIP Conference Proceedings
1786(1) 160004, 2016 .
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forces [1]. The heuristic coefficients (heat transfer, ablation and luminosity),
used in meteor trajectory models to infer the size of a meteoroid from obser-
vations, are influenced by the mechanisms of ablation. Recent work account
for melting effects, Girin [93] developed a melt-spraying model to represent the
fragmentation of the molten layer which is proposed to explain high-altitude
flares observed in many bolides. In this model, the molten thickness is esti-
mated using the boundary-layer theory and not by solving the phase-transition.
Capek et al. [47] also used a melt-spraying model to interpret light curves of
iron meteoroids. They solve the material response at which the molten layer
is assumed to be removed in the form of spray immediately after the surface
reaches the melting temperature.
Bethe and Adams [24] presented a model based on the incompressible Navier-

Stokes equations which estimated the shear ablation for glassy materials. Glassy
materials do not have a definite melting point, and a change of viscosity char-
acterizes the material. The liquid thickness is defined by the authors as the
distance from which the viscosity increases one order of magnitude. In the case
of stony materials or metals such as ordinary chondrites and iron meteorites, the
phase-transition occurs when the energy of the material overcomes the latent
heat of fusion [44]. Nevertheless, Bronshten [42] applied the model of Bethe and
Adams [24] to meteoroid ablation. The most advanced model to simulate ma-
terials that undergo phase-transition is presented by Chen et al. [65]. They use
the model of Bethe and Adams [24] together with a coupling of a material/flow
solver to study the evaporation and shear ablation of quartz experiments, pre-
sented in Agrawal et al. [2]. The equilibrium model used for evaporation lacks
accuracy because evaporation is intrinsically a non-equilibrium phenomenon
[87]. Therefore, without modification, this model is unsuitable for modeling
the melt flow ablation of meteoritic material.
The objective of this chapter is to develop an ablation model for meteoroids

which accounts for the solid-liquid phase transition, as well as the removal of
the molten layer by evaporation and shear ablation. This methodology aims
to study meteor trajectories with low computational resources, where flow and
material behavior are considered. Within this methodology, we assume that
the surface temperature is uniform which leads to a uniform molten layer,
and that the aerodynamic forces, promoting the removal of the molten layer,
are averaged along the surface. In this work, we develop a finite-differences
material solver which estimates the phase-transition for stony/metal materials
(Section 4.2). From this solver, we compute the mass loss of the molten layer
at the stagnation point due to aerodynamic forces using a steady-state incom-
pressible Navier-Stokes model as Bethe and Adams [24]. Moreover, we derive
a boundary condition to estimate the overall recession of the meteoroid at en-
try conditions; assuming average aerodynamic forces, uniform temperature and
constant molten layer around the surface. The aerodynamic forces from the
flow to the material are obtained by solving the chemically reacting, compress-
ible Navier-Stokes equations using the stagnation-line solver (Section 2.2). We
use a Hertz-Knudsen law (assuming T∞ = Tw in Eq. (3.44)) to compute the
rates of evaporation/condensation of the molten layer as a boundary condition
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for the flow governing equations. We compare our material/flow coupling ap-
proach using ablation data for the Tamdakht H5 ordinary chondrite, to the
experimental results of Agrawal et al. [2], from which we assume an equivalent
radius from the sphere-cone sample, described in Section 4.3. We first analyze
the flow around the material and the influence of evaporation in Section 4.4.1,
and in Section 4.4.2 we study the material behavior. Finally, we compare the
stagnation point recession with the experimental measurements, and we derive
the effective heat of ablation from our results.

4.2. Multi-phase model

4.2.1. Material phase-transition

The phase-transition of a multicomponent material occurs in a range of tem-
peratures where the material is in an intermediate state of pure liquid and
solid since the different components have distinct melting temperatures. In a
transient problem, the enthalpy method is one of the simplest ways to simulate
the moving solid-liquid boundary due to the phase-transition, since it does not
require deformation of the numerical grid. This method considers the thermo-
dynamic properties of both phases and a mushy region where the material is
in a combination of solid and liquid state because of the melting point of the
different components. Below the solidus temperature (Tsolidus), the material is
in a pure solid-state, and above the liquidus temperature (Tliquidus), the mate-
rial is in a pure liquid-state, up to the evaporation point. Fig. (4.1) illustrates
the thermodynamic properties: on the top, we see the behavior of the enthalpy
with the temperature; on the bottom the specific heat at constant pressure
(cp = ∂Th). The phase-transition enthalpy is defined as [44]:

h(T ) =

∫ T

Tref

cp(τ)dτ + fl(T )Lm (4.1)

where Lm is the latent heat of fusion and fl the liquid volume fraction:

fl =
1

2

[
tanh

(
T − Tm

δT

)
+ 1

]
(4.2)

with the melting temperature Tm = (Tsolidus + Tliquidus) /2 and the mushy
temperature range δT = Tliquidus − Tsolidus. In Eq. (4.2), the hyperbolic tan-
gent allows for a smooth transition between phases, ensuring continuity of
the enthalpy function, also observed on the specific heat cp plot (bottom of
Fig. (4.1)). It is worthwhile to mention that we choose constant thermody-
namic properties for the solid and liquid phase due to the lack of experimental
data, but the model can be used for any type of non-linear properties.
We estimate the molten thickness of the material (δm) by solving the energy
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Tsolidus Tliquidus

Temperature

cp,solid

cp

cp,liquid

hsolidus

h

hliquidus

Figure 4.1.: Enthalpy method: top - enthalpy function; bottom - specific heat
at constant pressure. This figure represents a constant cp in temperature for
the solid and liquid phases. The peak in cp arises from the ∂h/∂T due to the
latent heat of fusion, which is important to consider when solving the one-fluid
equation (liquid and solid phase in the same domain). This method is also
known as the “Equivalent Heat Capacity Method”[79].

equation. The energy equation in conservation form is written as,

∂ρh

∂t
=

1

ξn
∂

∂ξ

(
ξnk(T )

∂T

∂ξ

)
, (4.3)

h(ξ, t = 0) = h0(T0), ∀ ξ ∈ Ω

∇T (ξ0, t > 0) = 0, ∀ ξ0 ∈ Γ0

h(ξw, t > 0) = hw(Tw), ∀ ξw ∈ Γw

where ξ is a generic variable depending on the coordinate system, i.e., if
n = {0, 1, 2} then ξ = {cartesian, cylindrical, spherical}, Ω corresponds to the
domain of integration, Γ0 is the back-surface or the center of a sphere and Γw

is the surface exposed to the flow. In this work, we assume only heat conduc-
tion of the material and we neglect the thermo-capillary effects in the molten
layer. The solution of the energy equation allows for identification of the phase-
transition by locating the solidus temperature through post-processing. The
conservative variable h is converted into the primitive variable T by iteratively
solving the non-linear Eq. (4.1). The solid and liquid phases have different val-
ues of thermal conductivity. Similar to the thermodynamic quantities above,
we define the thermal conductivity as having a smooth transition from the solid
to the liquid phase in Eq. (4.4), also shown by Fig. (4.2). In this figure, we show
a constant solidus and liquidus thermal conductivity. The assumption of the
constant thermal conductivity is due to the lack of experimental measurements
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of this property at high temperatures. The recent work of Haskins et al. [108]
aims to fill this experimental gap by deriving models using ab-initio methods.
These calculations have been proven efficient for less complex mixture than the
one studied in this chapter and for time being this approach is inapplicable for
the complex mixture analyzed here.

k(T ) = (1− fl)ksolid + flkliquidus (4.4)

Tsolidus Tliquidus

Temperature

ksolid

kliquid

thermal conductivity

Figure 4.2.: Thermal conductivity as a function of temperature. As in the cp,
we defined a constant k for the solid and liquid phase.

Remark. The model above refers to an equilibrium phase-transition. This
model has limitations for materials that endure short high-heating rates, such
as laser ablation or erosion of the Arc Jet electrodes. In such conditions, the
heating pulse time might be of the same order as the lattice excitation time;
thus, the phase-transition should be treated with a non-equilibrium model [267].
In practice, these non-equilibrium effects might change the solidus, liquidus,
and melting temperatures.

4.2.2. Removal of the molten material

The molten removal by aerodynamic forces is estimated by using a quasi-steady
Stokes flow derived by Bethe and Adams [24] for silicate materials. Starting
from the incompressible momentum equation, Bethe and Adams [24] retrieved
the velocity along the molten thickness by neglecting the inertial terms, pos-
tulating that the viscous forces are predominant (Stokes flow). The velocity
along the molten layer in steady-state reads as,

ux(x, y) = τw(x)

∫ y

−R

1

µ
dη +

∂P (x)

∂x

∣∣∣∣
w

∫ y

−R

η

µ
dη, (4.5)
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where the details are in Section B.2. In Eq. (4.5), the y and x are the normal
and tangential coordinates at the surface, respectively (see Fig. (4.4)). The dis-
tance δm is defined based on the solidus temperature. Therefore, we integrated
Eq. (4.5) from the center at location −R, where the velocity is zero (or the
viscosity is infinite), to the gas-liquid interface where y = 0. The aerodynamic
forces τw and ∂P/∂x are the shear stress and pressure gradient, respectively,
at the gas-liquid interface. These variables are boundary conditions obtained
from the flow solver (Section 2.2).
As the temperature of the molten layer increases, the material becomes less

viscous facilitating its removal due to aerodynamic forces. In Fig. (4.3) we
present two viscosity models and their behavior with the temperature. The
“BA” concerns an empirical viscosity model derived by Baldwin and Allen [11],
where the viscosity is linear with temperature in the log scale (the coefficients
can be found in Bronshten [42]). In the Vogel–Fulcher–Tammann (“VFT”)
model, the viscosity has a non-Arrhenian temperature dependence (Eq. (4.6)).

log µ(T ) = A +
B

T − C
(4.6)

Giordano et al. [92] retrieved the VFT parameters from more than 1770 mea-
surements, for silicates mixtures. The parameters are computed based on
the abundance of each component. For the composition considered in this
work (Table (3.1)), the VFT parameters are A = −4.55, B = 4723.94 and
C = 576.16. Once we solve for the in-depth temperature of the material and
the flow properties around the object, the velocity profile of the molten thick-
ness and mass flux removed by aerodynamic forces can be estimated.

Figure 4.3.: Viscosity of the material (solid and liquid phase) as a function of
temperature. We compared two empirical methods to compute the viscosity:
the “BA” is found in Bronshten [42] and the “VFT” is found in Giordano et al.
[92].
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The stagnation point recession, i.e, the normal velocity on the surface is
derived by solving the equation for mass conservation together with Eq. (4.5).
The details of the derivation can be found in Section B.2. The general recession
velocity at the stagnation point reads as,

uy = −2

∫ 0

−R
∂xux(y)dy, (4.7)

where uy is the normal velocity at the surface and ∂xux(y) writes as,

∂xux(y) = ∂xτw

∫ y

−R

1

µ
dη + ∂xxP |w

∫ y

−R

η

µ
dη. (4.8)

This derivation is similar to the one given by Bronshten [42], and the difference
comes from the numerical integration of Eq. (4.5). Moreover, we do not enforce
that the molten thickness corresponds to a distance whereby the viscosity in-
creases by one exponential factor. Therefore, this formulation is more general,
and it can be applied to any material, rather than just silicates. The pres-
sure forces along the surface were computed assuming a Newtonian pressure
distribution, and the Reynolds analogy was used for the shear distribution [77].

x

y

δm

r⋆(x)
r

θ
ϕ

Y

X

(x, y)

Figure 4.4.: Illustration of a half-sphere from which the mass flux is integrated.
We assume that the molten thickness (δm) is constant over the half-sphere.

It becomes troublesome to use this 1D model for studying the overall mete-
oroid recession during a trajectory. The main issue arises from the change of
shape due to the non-uniform surface recession, leading to a loss of the spherical
shape. We propose to build a formulation that captures the overall recession
by estimating an effective constant recession, i.e., it estimates an uniform re-
cession velocity on the surface. It is possible to build such formulation if we
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assume a uniform surface temperature (an assumption made for tumbling bod-
ies [45]), a constant molten thickness around the surface. The distribution of
the aerodynamic forces along the surface are approximated as average values.
As shown in Section B.3, by doing a balance of fluxes on the body represented
in Fig. (4.4), the average recession velocity ur is obtained by,∫ 0

−R
ux (y +R) dy = ur

(
R2

∫ π
2

0

sin θ dθ +
π

2

∫ 0

−R
(y +R) dy

)
, (4.9)

where R is the radius of the sphere and ux(y) writes as:

ux(y) = τw

∫ y

−R

1

µ
dη +

∂P

∂x

∣∣∣∣
w

∫ y

−R

η

µ
dη (4.10)

τw and ∂xP are the average aerodynamic forces around the surface.
The total recession velocity of the material is obtained by summing the re-

cession velocity by aerodynamic forces, uy given by Eq. (4.7) or ur by Eq. (4.9),
and the recession velocity due evaporation.

4.2.3. Finite-differences method
We solve the phase-transition problem using a finite-difference method in spher-
ical coordinates, where Section 4.2.1 is spatially discretized as,

∂ρhi
∂t

=
ki+ 1

2
(Ti+1 − Ti)− ki− 1

2
(Ti − Ti−1)

∆r2
+

2

ri

ki+ 1
2

(Ti+1 − Ti)
∆r

. (4.11)

The time dependent term is discretized with a forward Euler method. Since
the thermal conductivity is temperature dependent, we evaluate the average
quantity between two nodal points using a harmonic average (Eq. (4.12)).

ki+ 1
2

=
2ki+1ki
ki+1 + ki

(4.12)

Moreover, one can notice the singularity when ri → 0 on the last term of
Eq. (4.11). To overcome this singularity, we used the approach of Versypt and
Braatz [260] for spheres where the last node of the domain is computed as,

∂ρh0

∂t
=

6k0 (T1 − T0)

∆r2
i

. (4.13)

This correction still respects the adiabatic boundary condition (third condition
of Section 4.2.1). The mass removal of the material leads to a reduction of
the computational domain at each time step. This reduction is simulated by
removing nodes from the surface and remapping the old solution into a new
computational domain. In the work of Chen and Milos [64], a convective term
is added to the energy equation as change of the reference frame, and the last
node is dropped to take into account the recession. Our approach and the
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latter are compatible; but in spherical coordinates it is essential that the last
node is fixed at the center to respect the symmetry boundary condition. The
verification of the material solver is shown in Section B.1.

4.3. Arc Jet validation experiment

Quantitative data on meteoroid ablation, with sufficient fidelity to aid in the de-
velopment and validation of detailed models, is scarce. Interrogation of bolide
observational data, because of the complex and highly coupled entry phenom-
ena, can only help inform the relatively simple heuristic models in common
use. Therefore, there is a need for controlled experiments, performed at entry-
relevant conditions, to provide data that you can be used to assess the accu-
racy of detailed ablation models, such as that in the current work. To this
end, NASA's Asteroid Threat Assessment Project (ATAP) has performed a
series of experiments [2] in the Arc Jet (high-enthalpy wind tunnels) facilities
at NASA Ames Research Center to investigate meteoroid ablation and emis-
sion. A detailed description of the experimental apparatus and full data-set is
beyond the scope of the current work. For more detail the reader is referred
to the work of Agrawal et al.[2]. A brief description of the relevant elements of
the experiment follows.
One of the stated goals of the experimental campaign was to obtain quan-

titative data on meteorite ablation at entry-relevant conditions. To achieve
this, test articles were machined to precise specifications such that the flow
environment around the model could be accurately computed, as well as make
simulations more feasible. Figure (4.5) shows a schematic of the model used in
the Arc Jet experiment. The model consists of a 45◦ sphere-cone with 3.070cm
base diameter, and a 0.635cm nose radius. The meteorite sample that will be
simulated in the current work is the Tamdakht H5 ordinary chondrite[268]. The
sphere-cone design was selected to provide higher heat fluxes at the stagnation
point, as well as significant shear stresses on the conic flank. The aerother-
mal environment in the Arc Jet was computed using the DPLR computational
fluid dynamics (CFD) solver [273], resulting in a predicted cold wall stagnation
point heat flux of ≈ 3.4 kW/cm2, and a stagnation pressure of 126 kPa. Pre-
and post-test laser scans were done on all models to provide accurate recession
profiles. Additionally, edge detecting image processing techniques were applied
to high-speed video from the experiment to obtain in situ measurement of the
stagnation point recession during exposure. The model was inserted into the
flow for approximately 2s, which yielded significant shape change of the model.
Figure (4.6) shows a frame from 1000fps high-speed video after ≈ 1.49s from
model insertion. It is evident from this image that shear ablation plays an
important role in the overall ablation of the model.
We compare the experimental ablation of the H5 chondrite with the abla-

tion model, where the material boundary conditions are provided by the flow
solver. The aerodynamic forces are primarily computed with the stagnation-
line solver as a series of steady-state solutions for a time interval of 0.4 seconds.
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Figure 4.5.: Model assembly for Arc Jet experiment. All dimensions in cm.

Figure 4.6.: Frame from high-speed video captured at 1.49 seconds from model
insertion.
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After, these forces are fitted with a 4th order polynomial and passed to mate-
rial solver as time-dependent properties. We imposed the surface temperature
measured by the pyrometer as a boundary condition for the energy equation
(Section 4.2.1). The procedure described above is only possible due to prior
knowledge of the sample recession as each steady-state flow field computation
considers an updated geometry (i.e., updated radius of curvature).
Since the focus of this validation is to compare the recession of the stag-

nation point, and we can only work in spherical coordinates, it was necessary
to transform the original 2D sphere-cone sample into a 1D symmetric sphere.
This transformation was possible by fitting the nose to a sphere. Figure (4.7)
shows an increase of the effective radius of curvature (6.83 mm pre-test and
12.5 mm post-test). The shock wave location - which is directly affected by the
curvature of the sphere - affect the aerodynamic forces at the surface, thus the
need to simulate the same radial curvature as in the experiment. The increase
of the effective radius was interpolated linearly in time from the pre and post
shape.

0 6.83 12.5

8.83

15.05

pre-test

post-test

Figure 4.7.: Sample shape pre and post test: solid lines - measured shape;
dashed lines - spherical fit.

4.4. Results

The set of species S use in this chapter is given in table Table (4.1). The ther-
modynamic properties are computed from a polynomial database of McBride
et al. [168].
For the present study, we use the Roe inviscid-flux scheme implemented in the

stagnation-line solver. The Hertz-Knudsen evaporation model (Section 3.4.3)
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Table 4.1.: Gaseous species used in this chapter. The evaporation products
contain only the major species according to their saturated vapor pressure.

air species
N NO N2 O O2 Ar

H5 chondrite evaporation products
Mg MgO FeO Si SiO SiO2 Na NaO K Fe

served as boundary condition to the flow field simulations which is coupled to
the Mutation++ library.

4.4.1. Flow results

Figure (4.8) shows the temperature profile along the stagnation streamline at
test start and after 2 seconds. For the numerical simulations, we impose an
isothermal boundary condition meaning that surface temperature is the one
measured by the pyrometer at the stagnation point. We can observe a sharp
increase in the temperature representing the shock wave located at a different
position for different times. For example, at 0 seconds, the shock layer thickness
is almost half the one at 2 seconds. The increase of the shock layer in time
is due to an increase of effective radius leading to a decrease of heat flux in
time, as shown by Fig. (4.9). The heat flux presented in this work is within
the catalytic and non-catalytic heat flux estimated by the 2D axisymmetric
simulations of Agrawal et al. [2], where evaporation is not considered. Assuming
a fully catalytic boundary condition, they estimated a pre-test heat flux of 2700
W cm−2 and a post-test heat of 2200 W cm−2. For a non-catalytic boundary
condition, they estimated a heat flux of ∼1000 W cm−2.
The aerodynamic forces acting on the molten later, ∂xxP and ∂xτw, are

highly dependent on the radius of the body. We recall that these properties are
evaluated with the Newtonian pressure distribution and the Reynolds analogy,
similarly to Bethe and Adams [24]. The behavior of these quantities are shown
in Fig. (4.10); where they decrease in time as a result of an increase of the
effective radius.
The gas composition along the stagnation streamline at the beginning of the

experiment is shown in figures Figs. (4.11) and (4.12a). The plasma composi-
tion in Fig. (4.11) shows that the free-stream is mostly composed by N2 and O
with some traces of N and Ar. Figure (4.12a) shows the gas composition along
the stagnation streamline. Note that the most abundant evaporation product
is sodium – which is also the most volatile component on the H5 composition
[208]– followed by iron. Moreover, SiO quickly dissociates into silicon further
upstream and K is shown as a trace, due to its small presence in the oxide
composition. Figure (4.12b) shows the evaporation species along the stagna-
tion streamline at 2 seconds. The same conclusions can be withdrawn from
Fig. (4.12a) but in this case the vapor layer is larger. The vapor layer is larger
than the 0 seconds result due to the increase of the effective radius. This larger
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Figure 4.8.: Stagnation-streamline temperature profile at different times.
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Figure 4.9.: Stagnation point heat flux in time taking into account the evap-
oration of the molten layer.
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Figure 4.10.: Gradient of the aerodynamic forces in time around the sphere:
top - ∂xxP ; bottom - ∂xτw.

vapor layer results in a decreases of the diffusion fluxes due to a lower con-
centration gradient. The spectral measurements by Agrawal et al. [2] support
the presence of these species. However, Agrawal et al. [2] reports the non-
appearance of the MgO molecular bands as it is theoretically predicted. The
present results show that the presence of evaporated MgO is almost inexistent
from chemical recombination, thus, justifying why it does not appear in the
spectrum.

0.0 0.5 1.0 1.5 2.0
distance from the stagnation point,mm

10−3

10−2

10−1

100
species mole fraction

N

O

NO

N2

O2

Ar

Figure 4.11.: Plasma composition along the stagnation streamline at 0 sec-
onds.

An increase of radius leads to an increase of the gas pressure on the surface
and a decrease of the diffusion fluxes. This effect translates into a signifi-
cant amount of particles that can condensate lowering the net evaporation flux
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(a) Evaporation species along the stagnation
streamline at 0 seconds. Note that 0 seconds it
corresponds to few instants right after the injection
of the material.
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(b) Evaporation species along the stagnation
streamline at 2 seconds.

Figure 4.12.: Evaporation species at the beginning and at the end of the test.
Sodium is the most abundant component due to its volatilization and the vapor
layer increases due to the increase of the effective radius.
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(Fig. (4.13)). It is important to stress that overall mass loss due to evapo-
ration is small due to a combination of high pressure at the surface, and low
surface temperature, explaining the low content of the evaporated species in
Fig. (4.12a).

0.0 0.4 0.8 1.2 1.6 2.0
time, s

8.50

7.73

7.13

6.65

6.24

5.90

Evaporation rate, g m−2 s−1

Figure 4.13.: Decrease of the evaporation mass blowing rate in time. This
decrease is due to a combined effect of a small increase of stagnation pressure -
increasing the condensation flux of the particles - and a lowering of the diffusive
flux.

4.4.2. Multi-phase results
Generally speaking, the necessary properties for a flow/material coupling are
the aerodynamic forces (Fig. (4.10)), evaporation mass loss (Fig. (4.13)) and
heat flux (Fig. (4.9))[226]. In this work, the latter becomes superfluous since
we imposed the measured stagnation point temperature. The underlying as-
sumption is that the surface temperature is uniform. The thermal conductivity
of the Tamdakht H5 in the solid state is taken from Opeil et al. [188], which is
equal to 3.0 W m−1K−1. Due to the lack of data for the material properties at
high temperatures (see Loehle et al. [150] for EL6 enstatite chondrite proper-
ties), it is merited to examine the impact of these uncertainties on the material
response analysis. Therefore, we make a sensitivity analysis on those properties
considered relevant for the mechanical mass removal due to the aerodynamic
forces, which as explained before represents the major contribution to the over-
all mass loss. We use Eq. (4.7) to compute the stagnation point recession and
we compared with the experimental results.

Thermal conductivity

Figure (4.14a) shows the strong dependence of the stagnation point reces-
sion on the thermal conductivity even though the molten thickness is small
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(Fig. (4.14b)). The sensitivity analysis revealed a good agreement with the
experimental measurement if we assume a molten thermal conductivity of 0.85
W m−1K−1 for the liquid phase together with the VFT model for viscosity. The
molten thickness increases linearly for most of the heating period (Fig. (4.14b)),
and it becomes maximal for the case of ks = 3.0 and kl = 1.0. We assumed
that the sample does not lose mass during the cooling period, i.e., when the
arc-jet is shut down.
A comparison of Fig. 13 and Fig. 16 confirms that the mechanical mass

removal is the dominant process under the present conditions (four orders of
magnitude larger than the evaporation mass removal). The mechanical removal
trend over time (Fig. (4.14c)) presents an initial growth followed by a slight
decrease; the combination of the rapidly increasing molten thickness and the
maximal aerodynamic forces is responsible for the growth, whereas the decreas-
ing trend of the aerodynamic forces over time causes the decrease.

Viscosity

The material viscosity is another important parameter to estimate the mechan-
ical removal (Eq. (4.8)). We compared the VFT and the BA model presented in
Section 4.2 for the nominal condition ks = 3.0 and kl = 0.85. The comparison
of both models shows that the BA model underpredicts the surface recession
by nearly 50% (Fig. (4.15a)). This under-prediction is due to a higher viscos-
ity at higher temperatures; leading to a lower recession velocity. A thermal
conductivity much higher than 0.85 W m−1K−1 would be needed to match the
experimental data with the BA model, which might not be physical for these
type of materials. The lower-mass removal predicted by the BA model leads
to an increase in the molten thickness seen in Fig. (4.15b).

Mushy zone

Figures (4.16a) and (4.16b) show that, for different mushy temperatures range,
the stagnation point recession and the mass removal is the same as in the
nominal conditions (ks = 3.0/kl = 0.85 and VFT model for viscosity). The
different temperature range in the mushy zone have a negligible effect on the
growth of the molten thickness which leads to an equal recession velocity at
the stagnation point. For a sharp phase change a small difference is observed
mainly due to a smaller molten thickness. It is important to remark that the
difference between the solidus and liquidus temperatures is reported to have
substantial importance in geochemistry. However, as discussed, we did not
observe any significant impact in our analysis.

Thermal behaviour of the material

The fast recession at the stagnation point and the low thermal diffusion rate
of the material results in a steep temperature profile close to the surface. Fig-
ure (4.17) shows the material in-depth temperature for different time instants
assuming ks = 3.0 and kl = 0.85, the VFT model for viscosity and δT = 100 K.
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(a) Recession of the stagnation point dur-
ing the test and after the test. The ( )
curve is the recession of the stagnation
point determined from the video camera
data.
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(b) Growth of the molten thickness in
time.
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(c) Mass removal rate of the molten layer.

Figure 4.14.: Parametric study on the thermal conductivity of the material.
The study shows that the thermal conductivity on the solid has little influence
on the overall shear ablation.
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(c) Mass removal rate of the molten layer.

Figure 4.15.: Study on the empirical viscosity models. The BA model predicts
a lower stagnation point recession because it estimates a higher viscosity com-
pared to the VFT model. The BA model could only match the experimental
results by prescribing nonphysical thermal conductivities.



104 Chapter 4. Material melting

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

time, s

5.766

5.195

4.612

4.016

3.405

2.777

2.132

1.466

0.779

0.000

6.150

stagnation point recession, mm

∆T=100.0

∆T=50.0

sharp discontinuity

(a) Recession of the stagnation point dur-
ing the test. The ( ) curve is the re-
cession of the stagnation point determined
from the video camera data.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

time, s

0.01

0.02

0.03

0.04

0.05

0.06

molten thickness, mm

∆T=100.0

∆T=50.0

sharp discontinuity

(b) Growth of the molten thickness in
time.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

time, s

0

2

4

6

8

10

12

mass removal, kg m−2 s−1

∆T=100.0

∆T=50.0

sharp discontinuity

(c) Mass removal rate of the molten layer.

Figure 4.16.: Parametric study on the mushy temperature range. The dif-
ferent mushy temperature range have a negligible impact on the overall mass
removal.
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Figure 4.17.: In-depth material temperature along the centerline. The curves
are 0.2 seconds apart (from test start to test end). The low thermal-diffusivity
of the material prevents the thermal wave from reaching the core of the sample.

A substantial increase of the temperature is observed close to the surface while
the core remains at 300 K as the initial condition. The large temperature gra-
dients at the surface are due to the relatively slow diffusion of the heat wave,
mainly driven in turn by the low thermal conductivity of the material and the
high mass removal of the molten layer. The permanent removal of the molten
layer also implies a loss of energy in the material, effectively dissipating energy
from the flow before it can be used to heat the core.
The cooling down of the material has an essential effect on the creation of the

fusion crust. As seen by the large temperature gradient in Fig. (4.17), during
the heating period (2 seconds), i.e., while the sample is exposed to the plasma
flow, the material accumulates energy. When the sample is removed from the
plasma flow, this energy diffuses inside the material allowing the solid/liquid
interface to propagate. As shown in Fig. (4.18), the surface temperature was
imposed constant (isothermal boundary condition) during the heating phase
and estimated by a radiative boundary condition (kl∇Tw = −σεT 4

w, where
ε =0.85) during the cooling phase. We use a radiative boundary condition
during the cooling phase because the sample was immediately removed from
the testing position, not allowing the pyrometer and the mid-Infra-Red camera
to measure the surface temperature. After the experiment, we find a rapid drop-
off of the surface temperature due to the large temperature gradient inside the
material, as well as the initially high surface temperature. The rate of cooling
changes around the melting temperature, where the energy inside the material
is overcoming the latent heat of fusion and the thermal conductivity increases.
As the heat wave propagates inside the material, the cooling rate at the surface
decreases, and the core temperature slowly increases.
State-the-art meteor physics models typically disregard the shear ablation by
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Figure 4.18.: Surface and core temperature for the heating and cooling period
of the experiment.

aerodynamic forces, and instead is based on the theoretical heat of vaporiza-
tion for an ideal mixture of meteoritic constituents. Melting, and subsequent
removal due to aerodynamic forces, is energetically more favorable than va-
porization. Therefore, in instances where melting is important, the effective
heat of ablation may be overestimated. By knowing the heat flux and the total
mass loss one can estimate the effective heat of ablation for a given scenario.
The mass loss is the sum of the evaporation and mechanical removal, where
the evaporation is negligible. Figure (4.19) shows the evolution of the effective
heat of ablation of the stagnation point in time for the validation case used
in this work. As can be seen in this figure, the value peaks at the test start
and then decreases, quickly reaching a fairly steady-state value. The abrupt
decrease is due to the initial high heat flux and low mass loss, as time and
energy are required to bring the material to its melting point. We computed
the average effective heat of ablation following the definition given by Adams
et al. [1],

heff =

∫ tf
0
q̇(t)dt∫ tf

0
q̇(t)/heff(t)dt

. (4.14)

The value obtained for our validation exercise is 1.16 MJ kg−1, whereas the
state-of-the-art effective heat of ablation is 8.0 MJ kg−1. It should be noted
that, while the conditions in the Arc Jet are among the most extreme achiev-
able in a ground test, they are still not necessarily representative of the flow
environment for a given meteor. Indeed, in the case of a large meteoroid at low
altitudes, the heat fluxes (mostly due to radiative heating) will far exceed that
simulated in the current work, and in those cases, with such extreme heating,
the melt layer would conceivably be vaporized before it could be removed by
aerodynamic forces. In those cases, such as the one of Johnston and Stern [125],
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it would be reasonable to expect the effective heat of ablation to approach the
classical value.
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heat of ablation, MJ kg−1

Figure 4.19.: Heat of ablation at the stagnation point in time (heff). We
estimated the heat of ablation from the total heat flux computed by the flow
solver and by the total mass loss due to evaporation and shear ablation. The
effective heat of ablation (Eq. (4.14)) is computed by integrating this profile.

Comparison of the stagnation point shear and the surface average
shear

As mentioned in the Section 4.2, an assumption was made to derive a formu-
lation able to capture the overall recession of a meteoroid during its trajec-
tory. Different from the stagnation point shear (Eq. (4.7)), the surface average
shear (Eq. (4.9)) depends on the average aerodynamic forces along the sur-
face. Figure (4.20) shows the average aerodynamic forces for the Tamdakht
H5 experiment assuming a perfect sphere with the equivalent radius shown in
Fig. (4.7).

Figure (4.21a) shows the comparison of the stagnation point recession by
using the two formulations. From the figure, the surface average shear predicts
nearly half of the stagnation point recession compared to stagnation point
shear, due to a lower mass removal seen in Fig. (4.21b). It is important to
stress that this comparison does not serve as a validation of the surface average
shear formulation but more as a qualitative one. To properly validate this
formulation, it is necessary to perform a 2D axisymmetric computation, which
is beyond the scope of this chapter.
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Figure 4.20.: Average aerodynamic forces in time around the sphere: top -
∂xP ; bottom - τw.

4.5. Conclusion

This work has proposed a coupled material/flow methodology for meteoroid
entry modeling, accounting for vaporization, and shear ablation of the melting
layer. The flow solver computes the evaporation rate, provided by a non-
equilibrium evaporation model, and provides boundary conditions (aerody-
namic forces) to the material solver. In contrast, the latter computes the ther-
mal behavior and the liquid layer's mass removal due to aerodynamic forces.
We have compared the numerical methodology with an H5 ordinary chondrite's
experimental data from a campaign carried out at NASA Ames in a high en-
thalpy facility.
The stagnation point's numerical recession agrees with the experimental re-

sults where the shear ablation is the dominant process of ablation (four orders
of magnitude higher than the evaporation mass loss). Moreover, this process is
sensitive to the molten compound's viscosity and thermal conductivity, which
is poorly characterized. We have performed a sensitivity analysis due to the
lack of data on the thermal conductivity at high temperatures. Although a
low evaporation rate is estimated, we have observed that the evaporation of
more volatile elements is consistent with the spectral measurements shown by
Agrawal et al. [2].
From our results, we have quantified an effective heat of ablation 1.16 MJ kg−1,

which is roughly eight times smaller than the one reported in the literature
[42, 265]. We have deduced the effective heat of ablation considering the mass
loss due to evaporation and the shear ablation. This outcome is regarded as
primary importance as the heat of ablation affects the interpretation of visual
and photometric observations, meaning that a lower heat of ablation results in
a different estimation of the meteoroid mass derived from trajectory equations.
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Figure 4.21.: Comparison of two mass removal models; the stagnation point
removal and the average removal on the surface.
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Although our findings show that the shear ablation is the primary source of
mass loss, the evaporation rate might increase at the condition of higher heat
flux, balancing the importance of both ablation mechanism. The estimate of
meteoroid's mass from photometric observations, based on the measured lumi-
nosity and an approximated heat transfer analysis (i.e., transfer coefficient ap-
proach), considers evaporation as the primary mass-removal mechanism. Con-
sequently, it is essential to consider the coupled effects between the material
and the flow to understand the ablation mechanism during a meteor trajectory
to derive these coefficients, which can be later used to interpret photometric
observations.
The material thermochemical properties are an uncertainty source to study

the melting of meteoroids. At present, these properties have not been measured
experimentally for molten meteoritic material at high temperatures. As shown
in relevant works in this field (i.e., Haskins et al. [108]), Molecular Dynamics
(MD) is a promising method to fill the experimental gap and gain knowledge
on these properties.
Finally, we believe that the current model can be extended to account for the

break-up and spraying of the molten layer by following the work of Girin [93]
and Capek et al. [47]. In the derivation of the uniform recession presented in this
chapter, we have inferred that the melting layer is lost on the sample's shoulder
as it occurs in the experiment. Our assumption is supported by the fact that
the surface forces have an infection point at θ = π/2. As future work, we
recommend analyzing this assumption through multidimensional simulations.



CHAPTER 5

Flow radiation

All the fifty years of conscious brooding have brought me no closer to
answer the question, “What are light quanta?” Of course today every
rascal thinks he knows the answer, but he is deluding himself.

— Albert Einstein

5.1. Introduction

One important characteristic of the meteor phenomenon is the light emitted
during the entry. This light is owed to the radiative process inherent to hyper-
sonic entries. It is caused by the excitation of air components and alkali metals
arising from meteoroid ablation. The radiative signal of the latter allows to
classify the meteoroid, enabling astronomers to understand their origin. The
spectral analysis of the meteor phenomenon is the first step to understand its
composition. However, there are still several uncertainties related to unknown
physics during flight [264] – spraying of the molten layer is one example. This
uncertainty can be minimized with ground experiments on real meteorites since
the testing conditions and material composition are known. Moreover, ground
experiments provide measurements that cannot be inferred from flight obser-
vations, such as surface temperature and an in-depth spectral diagnostic of the
flow with spatio-temporal resolution.

Parts of this chapter have been published in
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teoroid atmospheric entry investigated with plasma flow experiments:
Petrography and geochemistry of the recovered material, Icarus, 331:170-
178, 2019.
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On the modeling side, the classic meteor physics equations, described in
Chapter 1, do not simulate the radiative field in detail, hindering the classifi-
cation of these objects. Simulating the radiative field is a tremendous task due
to its complexity and costly computations. The hypersonic community has a
strong knowledge of coupled flow, radiation, and ablation phenomena [229] for
the design of Thermal Protection System (TPS), where several approximated
models were established to solve the radiative field. One of these is the Hybrid
Statistical Narrow-Band (HSNB) (Section 5.2.2), developed by Lamet et al.
[140], which has proven to be precise and computationally fast.
In this chapter, we replicate the radiative field of the El Hammami H5 or-

dinary chondrite ground experiment carried out at von Karman Institute for
fluid dynamics (VKI), where we compare the results obtained by means of the
HSNB model with the spectral measurements. The objective is to assess the
accuracy of the HSNB model to simulate radiative meteor fields. The ground
experiments (Section 5.3) are performed in an inductively-coupled plasma wind-
tunnel (Plasmatron). The subsonic 1.2MW Plasmatron facility can reproduce
the aero-thermodynamic environment of atmospheric entry in the boundary
layer of a test object for many pressures and heat fluxes [38]. We use the
stagnation-line solver to recreate the flow field, and we compare the simu-
lated and observed spectral intensity (Section 5.4) by integrating the Radiative
Transport Equation (RTE) along lines-of-sight, representing the spectrometers
measurements. The simulations include an evaporation boundary condition
described in Chapter 3.
The experimental results shown in this chapter were carried out by Dr.

Helber. This chapter's original contribution concerns the inclusion of several
atomic bound-bound and bound-free processes for alkali metals to the High
Temperature Gas Radiation (HTGR) database. Moreover, we develop a sys-
tematic approach to reproduce ground experiments with simulation tools and
to perform spectral diagnostics.

5.2. Flow radiation modeling

In this section, we analyze the radiative processes in a participating media and
how they influence the flow field. After, we describe the HSNB model and the
1D tangent slab method, which allows for an efficient and fast solution of the
radiative source terms.

5.2.1. Radiative transfer in participating media

The quantized nature of atoms and molecules might create or annihilate elec-
tromagnetic radiation, also known as photons. The interaction of photons with
matter leads to radiative processes that are divided in three categories (see
Fig. (5.2)): i) bound-bound, ii) bound-free and iii) free-free (also known as
Bremsstrahlung). As mentioned in Chapter 2, molecules and atoms contain
internal energy modes. In the case of molecules, an electronic level n contains
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vibrational levels v, which in turn are composed by rotational levels j. The
energy of a molecule ro-vibronic level is,

E = EE(n) + EV(n, v) + ER(n, v, j)

where n, v and j are the electronic, vibration and rotation quantum number,
respectively. An energy transition is represented as (n′, v′, j′) → (n′′, v′′, j′′)
in Fig. (5.2). In some instances, the transition might overcome the ionization
energy level I resulting in the loss of an electron from the molecule/atom-shell.

I
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states

free
states

hcσ

hcσ
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hcσ

Energy levels

hcσ
hcσ

hcσ
hcσ
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Figure 5.1.: Radiative processes in participating media.

Bound-Bound

These processes occur within the bound states of the atom/molecules internal
modes. The collision between heavy particles can lead to an excitation of the
upper internal energy levels Eu [163, 189, 191]. After a characteristic lifetime
τul, the atom or molecule spontaneously relax to a lower energy El releasing a
photon [69] described as,

hcσul = Eu − El. (5.1)

where σul is the photon wavenumber. This decay of energy, u → l , is
called spontaneous emission and is depicted as transition (a) in Fig. (5.2).
In molecules, the ro-vibrational transitions within the same electronic state re-
sult in a weak energy release, meaning that the photon wavenumber is in the
InfraRed (IR) part of the electromagnetic spectrum [247]. The electronic state
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decay results in the photon emission with higher energy (or high-wavenumber),
corresponding to UltraViolet (UV) / Visible (VIS) or Vacuum-Ultraviolet (VUV)
emission [179]. The radiation field leads to the emission of photons by inducing
the decay of energy levels. This process called induced or stimulated emission,
is depicted by the process (c), and results in the emission of two photons that
have identical propagation direction [69, 250]. The inverse process of induced
emission is called absorption, process (b) in Fig. (5.2), where the atom/molecule
absorbs a photon leading to an excitation of the upper level such as l→ u. Both
absorption and induced emission depend on the spectral energy density, thus,
they are similar in nature but with opposite behaviour.

Line-shape: Although the ro-vibronic and electronic transitions are discrete,
the emission/absorption of photons results in broadened spectral lines centered
in σul. The causes of the line broadening, in our applications, are mostly due
to Doppler effects and collisions of the radiating particles (Lorentz) such that,∫ ∞

0

fD,L(γD,Lul , σ − σul)dσ = 1.

where γDul and γ
L
ul are line half-width for the Doppler and Lorentz broadening,

respectively.
Doppler broadening, fD leads to a wavenumber shift because of the particle

movement concerning the observer reference frame. The shift in wavenumber
is given by,

σ − σul = σul
v

c
(5.2)

where v = v · ŝ is the relative velocity between emitting/absorbing particle and
the observer and ŝ the unit direction vector. The velocity of the particles can
be derived from Kinetic Theory (KT) and they are assumed to follow Maxwell’s
velocity distribution. In Section C.2, we give more details regarding the line
profile due to Doppler effect.
The collision broadening is due to the collision frequency between particles,

and it arises when the radiator collides with a perturber. This broadening is
divided into several contributions, where the line shape follows a Lorentzian fL.
Neutral-Neutral collisions generate van der Waals broadening (Section C.2.2.1).
Resonance broadening (Section C.2.2.2) happens only for collisions where the
perturber is the same as the radiator. Lastly, the Stark broadening (Sec-
tion C.2.2.3) occurs in the presence of an electric field. This electric field
is either induced externally or due to the collisions of charged particles (free
electrons and ions).
For hypersonic applications, both Doppler and collision broadening are es-

sential. The convolution of the two line-profiles gives rise to the Voigt profile.
In this work, we use the method of S.R. Drayson [241] to compute the convo-
lution, where the details are presented in Scoggins [229]. The line profiles are
depicted in Fig. (5.2).
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Figure 5.2.: Doppler, Lorentz and Voigt line shape. This figure has been
adapted from Modest [179].

Master equation: We write the master equation of an isolated line, describing
above processes in a wavenumber range [σ, σ + dσ], as

∂tnl|σ = nuA
bb
ul f

se
ul(σ − σul)− uσ

[
nlB

bb
lu f

ab
ul (σ − σul)− nuBbb

ul f
ie
ul(σ − σul)

]
dσ

(5.3)
where n is the number density, the probabilities Abb

ul , B
bb
ul and Bbb

lu are the
Einstein coefficients for spontaneous emission, induced emission and absorp-
tion, respectively, and uσ is the radiative energy density. The line profiles f se,
fab, and f ie are associated with spontaneous emission, absorption, and induced
emission [97]. The relation between the Einstein coefficient will be given later,
but for now we define the spontaneous emission coefficient as,

Abb
ul =

1

τul
=

2πσ2
ulq

2
e

ε0mec

al
au
flu. (5.4)

where a is the degeneracy of the level and f is the oscillator strength of a line.

Bound-free

When a high-energy photon collides with a gaseous particle, it might break
the molecular bonds (photodissociation) or remove electrons from the atom-
ic/molecular electron shells (photoionization). These photochemical processes
alter the composition of the flow, and they usually appear on the VUV part of
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the spectrum. A general formula for photochemistry writes as,

X(i) + hcσ −−⇀↽−− Y(j) + Z(k), (5.5)

where X, Y and Z are the species involved in the reaction and i, j and k
represent their respective energy level. Lamet et al. [142] generalized the energy
conservation for reaction Eq. (5.5) such that,

1

2
µg2 = hcσ + EX

i − EY
j − EZ

k , (5.6)

where g and µ are respectively the relative velocity and the reduced mass of Y
and Z, Esl is the energy of species s at the level l. In Fig. (5.2), photochemistry
process is depicted as (d) while its inverse, radiative recombination, is depicted
as (e).

Master equation: Analogous to Eq. (5.3), we write a master equation of this
process such that,

∂tn
X
i

∣∣
σ

= nY
j n

Z
kA

bf
jk − uσ

[
nX
i B

bf
i − nY

j n
Z
kB

bf
jk

]
(5.7)

where ns
l is the number density of species s at level l and the rates Abf

jk, B
bf
i

and Bbf
jk are similar to the Einstein coefficients and write as,

Abf
jk = gSse

jk,i(σ) f0(g) d3g dΩ

Bbf
jk = gSie

jk,i(σ) f0(g) d3g dΩ

Bbf
i = Sabs

i,jk(σ) dΩ

where Sse
jk,i, Sie

jk,i and Sabs
i,jk are the effective cross-sections on spontaneous

emission, induced emission and absorption, respectively. f0(g) is the distribu-
tion function of the relative velocity between the products of Eq. (5.6).

Free-free

The collision between an electron and a heavy species may result in the deceler-
ation of the electron. This loss of kinetic energy translates into the emission of a
photon, and this mechanism is called Bremsstrahlung, process (g) in Fig. (5.2).
On the other hand, the collision of a photon with an electron leads to an in-
crease of the electron kinetic energy (inverse Bremsstrahlung); this corresponds
to process (f).
Since the translational energy of the particles is not quantized, the bound-

free and free-free processes result in a near-continuum spectrum. In the case of
bound-free radiation, the continuum absorption and emission appear above the
ionization/dissociation energy. At the same time, for the free-free, it can span
the entire spectrum because the photon released or absorbed does not have a
specific wavenumber. Continuum radiation is relevant when dissociation and
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ionization become substantial.

Radiative field

We derive the power due to the bound-bound process, of an isolated line, from
the master equation. The same method is general for the bound-free. The
radiative power per unit volume in a spectral range [σ, σ + dσ] is retrieved
by multiplying the master equation, Eq. (5.3), with the photon energy hcσul
yielding,

dPrad = hcσul ∂tnl|σ =

∫
4π

hcσul

[ 1

4π
nuA

bb
ul f

se
ul(σ − σul)−

Iσ
c

[
nlB

bb
lu f

ab
ul (σ − σul)− nuBbb

ul f
ie
ul(σ − σul)

]]
dΩ dσ. (5.8)

where the radiative density energy is,

uσ =
1

c

∫
4π

Iσ(ŝ)dΩ, (5.9)

and Iσ is the radiant intensity.

Figure 5.3.: Energy balance in an infinitesimal pencil of rays.

The power in an elementary volume dV (shown in Fig. (5.3)), in an elemen-
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tary solid angle dΩ and in a spectral range [σ, σ + dσ] is,

dPraddV =
dIσ
ds

ds dAdσ dΩ⇒

dPrad =
dIσ
ds

dσ dΩ,

(5.10)

and substituting the above equation in Eq. (5.8) yields,

dIσ
ds

= ŝ ·∇Iσ(ŝ) = ηbb
σ,ul − κbb

σ,ulIσ(ŝ). (5.11)

This is known as the steady Radiative Transfer Equation (RTE) and represents
the steady-state transport of the photon energy flux at certain wavenumber σ,
in a certain direction ŝ along an optical path s. The quantities ησ,ul and κσ,ul
are, respectively, the absorption and emission coefficient of an isolated line and
the sum over all transitions is,

ηbb
σ =

∑
ul

ηbb
σ,ul =

∑
ul

nu
Abb
ul

4π
hcσulf

se
ul(σ − σul) (5.12)

κbb
σ =

∑
ul

κbb
σ,ul =

∑
ul

[
nlB

bb
lu f

ab
ul (σ − σul)− nuBbb

ul f
ie
ul(σ − σul)

]
hσul, (5.13)

and the same coefficients for bound-free processes are,

ηbf
σ =

∑
ijk

ηbf
σ,ijk =

∑
ijk

nY
j n

Z
k hcσ gS

se
jk,i(σ) 4πg2 f0(g)

dg

dσ
, (5.14)

κbf
σ =

∑
ijk

κbf
σ,ijk =

∑
ijk

[
nX
i Sabs

i,jk(σ)− nY
j n

Z
k gS

ie
jk,i(σ) 4πg2 f0(g)

dg

dσ

]
hσ.

(5.15)

Without loss of generality, we extend Eq. (5.11) to all radiative mechanisms
k ∈ R such that,

ησ =
∑
k∈R

ηkσ, κσ =
∑
k∈R

κkσ.

The HTGR database [9, 61, 62, 240] provides all the radiative mechanisms
used in this work, shown in Table (C.1). The database includes bound-bound
(atomic and molecular transitions), bound-free and free-free mechanisms for
several species; it covers a spectral range from 1000 to 200 000 cm−1 valid to
temperatures up to 30 000 K.

The formal solution of the RTE, which includes all mechanisms in R is [247],

Iσ(s) = Iσ(0)
∏
k∈R

τkσ (0, s) +
∑
k∈R

∫ s

0

ηkσ(s′)τkσ (s′, s)
∏
k′ 6=k

τk
′

σ (s′, s) ds′, (5.16)
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where Iσ(0) is the spectral intensity at the boundary of the optical path s,
the term ηkσ(s′)τkσ (s′, s) represents the self-absorption of the mechanism k and
τσ(s′, s) is the spectral transmissivity between points s′ and s given by,

τσ(s′, s) = exp

(
−
∫ s

s′
κσ(s′′) ds′′

)
. (5.17)

The transmissivity is related to the opacity of the gas, i.e., in optically thin
medium this property is close to the unity while for optically thick it approaches
zero.
In a homogenous medium under Local Thermodynamic Equilibrium (LTE)

[250], the RTE equation reduces to Kirchhoff’s law,

ησ = Ibσκσ (5.18)

where the spectral intensity is given by Planck’s law,

Iσ = Ibσ ≡ 2hc2σ3
[
exp

(
hcσ

kBT

)
− 1
]−1

. (5.19)

Inserting Eqs. (5.12) and (5.13) into Eq. (5.18) allows to derive the relationship
between the Einstein coefficients and line shapes for the bound-bound [97],

Bbb
ul f

ie
ul(σ − σul) =

1

8πhcσ3
Abb
ul f

se
ul(σ − σul), (5.20)

Bbb
lu f

ab
ul (σ − σul) =

1

8πhcσ3
Abb
ul f

se
ul(σ − σul)

au
al

exp
[hc(σ − σul)

kBT

]
. (5.21)

and the relationship between bound-free cross-sections using Eqs. (5.14)
and (5.15),

Sse
jk,i(σ) = 2hcσ3 Sie

jk,i(σ),

Sie
jk,i(σ) =

h2

4πµ2g2c

ai
ajak

Sabs
i,jk(σ).

(5.22)

5.2.2. The Hybrid Statistical Narrow-Band method

The integration of the RTE (Eq. (5.16)) over the spectral space is the real
bottleneck for engineering applications because of the large number of rovibra-
tional and electronic transitions. Essentially, some mechanisms contain millions
of lines. The spectral integration is usually done via Line-By-Line (LBL), which
is computationally costly due to the spectral resolution required to capture the
fine structures of these transitions. This method becomes almost impractical
for 2D or 3D problems, especially for coupled radiation/flow simulations. Since
the 60s, approximated methods are being developed to overcome this computa-
tional issue. Approximated methods include the mean absorption coefficient –

the boundaries of the RTE will be shown later
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such as the Rosseland mean used by Park [199, 200, 201] described in Chapter 1
– Smeared-Rotational-Band [129] and narrow-band models, among others.
In the narrow-band models, the radiative properties are averaged around a

small enough band, ∆σ, which contains numerous spectral lines and the Planck
function (Eq. (5.19)) is nearly constant. These models can be divided into two
families [97, 250]: i) regular band models or the Elsasser model, ii) and Statisti-
cal Narrow-Band (SNB) models or the Mayer-Goody model [97]. The Elsasser
model assumes equally spaced lines with the same intensity. In contrast, the
Mayer-Goody model assumes a random distribution of similar shape lines, and
the line intensity S follows a probability distribution function P (S). The for-
mer model overestimates the absorption coefficient at high temperatures due
to less overlap between the lines, compared to the statistical model.
In this thesis, we use the HSNB model of Lamet et al. [140], which combines

a statistical model for optically thick molecular systems and a box model for
optically thin molecular systems and continua. The small number of atomic
lines in a narrow-band prevents atomic systems from being treated with a
statistical approach; hence, it is treated with the classic LBL method. Scog-
gins [229], Soucasse et al. [238] used the HSNB method to perform coupled
flow/radiation simulations showing reduction of the computational cost, while
retaining the accuracy of the full LBL method.
The RTE for the HSNB model is derived by averaging Eq. (5.16) over a

narrow-band using the following definition,

X
∆σ ≡ 1

∆σ

∫
∆σ

X dσ, (5.23)

yielding,

Iσ(s)
∆σ

= Iσ(0)
∆σ ∏

k∈R

τkσ (0, s)
∆σ

+
∑
k∈R

∫ s

0

ηkσ(s′)τkσ (s′, s)
∆σ ∏

k′ 6=k

τk′σ (s′, s)
∆σ
ds′.

(5.24)
The main assumptions of Eq. (5.24) are:

• all the mechanisms inR are statistically uncorrelated. In other words, the
spectra between the different species are weakly correlated [247]; hence,
the mean transmissivity yields,

τσ
∆σ =

∏
k∈R

τkσ
∆σ

.

• the boundary intensity is approximated as,

Iσ(0)
∏
k∈R

τkσ (0, s)
∆σ

= Iσ(0)
∆σ ∏

k∈R

τkσ (0, s)
∆σ

,

which according to Taine and Soufiani [247] is reasonable for weakly re-
flecting walls (or high wall ε).
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At this stage, it is important to separate the set of mechanismR in Eq. (5.24)
according to their radiative contribution such that,

k ∈ R = Rthick ∪Rthin ∪Rcontinua ∪Ratom.

A radiative mechanism is a priory considered thick if its optical depth κσl > 0.1
on a slab l = 10 cm at the LTE conditions of T = 8000 K and p = 2 atm,
otherwise it is considered thin. Figure (5.4) shows all molecular systems present
in the SNB database according to their optical thickness

Statistical narrow-band for optically thick molecular systems

From Eq. (5.24), the spectral intensity for optically thick systems can be written
as,

Ithick
σ (s)

∆σ
=

∑
k∈Rthick

∫ s

0

ηkσ(s′)

κkσ(s′)

∂

∂s′
τkσ (s′, s)

∆σ R∏
k′ 6=k

τk′σ (s′, s)
∆σ
ds′, (5.25)

and Lamet et al. [140] approximated the self-absorption term as,

ηkσ(s′)

κkσ(s′)

∂

∂s′
τkσ (s′, s)

∆σ

≈ ηkσ(s′)

κkσ(s′)

∆σ
∂

∂s′
τkσ

∆σ
(s′, s). (5.26)

This approximation is consistent under LTE conditions because the ratio of
emission and absorption coefficients follow the Planck function, which is uncor-
related to the transmissivity over a narrow-band. Under non-LTE conditions,
Lamet et al. [140] verified the validity of Eq. (5.26), and they observed an error
less than 1 % for most of the thick mechanisms at maximum temperature ratio
of T r/T ve = 2.
We discretize Eq. (5.26) in a homogenous slab ∆si = si+1 − si,

Ithick
σ (sj)

∆σ
=

∑
k∈Rthick

j−1∑
i=1

[
τkσ (si+1, sj)

∆σ−τkσ (si, sj)
∆σ
] ηkσ
κkσ

(si)

∆σR∏
k′ 6=k

τk′σ (s∗i , sj)
∆σ

,

(5.27)
and to simplify the spatial integration in Eq. (5.25), we introduce a mean
equivalent point s∗i , such that

τkσ (s∗i , sj)
∆σ ≡

√
τkσ (si, sj)

∆σ
τkσ (si+1, sj)

∆σ
. (5.28)

As cited by Soucasse et al. [238], Taine and Soufiani [247], the aim of the
SNB is to provide an expression of the mean transmissivity on a homogenous
slab of length l,

τσ(l)
∆σ

=
1

∆σ

∫
∆σ

exp(−κσl) dσ. (5.29)

Under the assumptions of the SNB model mentioned above, Goody and Yung
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Figure 5.4.: Graphical summary of the molecular systems and continuum processes included in the SNB database. This figure
was adapted from Scoggins [229].
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[97] provided an expression of the mean transmissivity,

τσ(l)
∆σ

= exp
(
−W/δ

)
, (5.30)

where δ is the average line spacing,

δ =
∆σ

N
,

and N is the number of lines within the narrow-band ∆σ. The absorption
coefficient follows the definition [179],

κσ = f(σ − σul)S,

where S is the line intensity, leading to the expression of the mean black equiv-
alent line width given by [97, 140, 247],

W =
1

N

N∑
i

∫ +∞

0

[
1− exp(−Sif(σ − σul)l)

]
dσ

=

∫ +∞

0

P (S)W (S)dS

From the expression above, the mean black equivalent line width depends on
the probability distribution function of the line intensity, and a unique spectral
line shape for all the lines. The line intensity PDFs P (S) can be described by
the Goody exponential distribution [97] or by the Malkmus inverse-exponential
distribution [156].
Soucasse et al. [238] provides expressions for the mean black equivalent width,

for a uniform and non-uniform media. They are a function of the mean absorp-
tion coefficient κσ∆σ , the partial pressure of the species, and the line overlap-
ping parameters βD and βL related to the Doppler and Lorentz broadening. In
this manuscript, we only describe the mean black equivalent width for a non-
uniform media using the Lindquist-Simmon approximation, see Table (5.1).
The interested reader is referred to Lamet et al. [140], Lamet [141], Scoggins
[229], Soucasse et al. [238] for more information related to the statistical treat-
ment for uniform media and for non-uniform media with the Curtis-Godson
approximation.
The Lindquist-Simmons provides a better approximation for non-uniform

paths with strong variations of the line widths since it accounts for its deriva-
tive, as opposed to the Curtis-Godson which assumes uniform path-averages
properties. The expression for the broadening regime is given by,

WL/D

δ
(s′, s) = −

∫ s

s′

1

δ

∂

∂s′′
WL/D(s′′, s)ds′′, (5.31)

where the derivatives can be found Table (5.1) provided by Rivière and Soufiani



124
C
hapter

5.
Flow

radiation

Table 5.1.: Summary of analytical relationships for mean black equivalent line widths for a non-uniform path o using the
Lindquist-Simmons approximation (adapted from Scoggins [229]), corresponding to different probability distribution functions
P (S) of line strength S and the mean line intensity S0 =

∫
SP (S)dS. k is the mean absorption coefficient per partial pressure

pa of species a, and W
∗

= −1/δ ∂s′′W (s′′, s)
[
pa(s′′)k(s′′)

]−1
.

P (S) k Lorentz profile: Doppler profile:

x = uk
∗
/2βL

∗, ρ = βL(s′′)/βL
∗

x = uk
∗
/βD

∗, ρ = βD(s′′)/βD
∗

βL W
∗
L βD W

∗
D

Goody exponential
1

S0
exp

(
− S

S0

)
S0

δ

γL
0

δ

γD
0

δ

√
π

ln 2

1√
π

∫ +∞

−∞

exp
(
−ξ2

)
[1+x exp(−ρ2ξ2)]2

dξ

Malkmus tail inverse-exponential

exp
(
− S
Smax

)
− exp

(
− RS
Smax

)
S lnR

Smax

δ lnR

πγL
0

δ lnR

2x ρ+ (1− ρ2)
√

1 + 2x

(1− ρ2 + 2x)
√

1 + 2x

γD
0

δ lnR

√
π

ln 2

1√
π

∫ +∞

−∞

exp
(
−ξ2

)
1+x exp−ρ2ξ2

dξ
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[216].
The Voigt mean black equivalent width is obtained by [229],

WV

δ
= uk

∗√
1− Ω−1/2,

Ω =

[
1−

(
1

uk
∗
WD

δ

)2]−2

+

[
1−

(
1

uk
∗
WL

δ

)2]−2

− 1.

(5.32)

where the pressure path length u, mean absorption coefficient k
∗
per partial

pressure pa of the absorbing species, and mean overlap parameter β
∗
are given

by,

u =

∫ s

s′
pa(s′′)ds′′, (5.33)

k
∗

=
1

u

∫ s

s′
pa(s′′)k(s′′)ds′′, (5.34)

β
∗

=
1

uk
∗

∫ s

s′
pa(s′′)k(s′′)β(s′′)ds′′. (5.35)

When compared to the LBL method, Scoggins [229] found that the Malkmus
distribution provides a better match for the Lorentz broadening of all systems.
In the case of Doppler broadening, he observed that the Goody distribution
provides a better match for the air systems, while the Malkmus distribution is
better for the carbonaceous systems.
The SNB formulation allows to tabulate the radiative parameters for opti-

cally thick systems ησ/κσ
∆σ

, κσ∆σ , βD and βL enabling a fast computation
of the radiative field. These parameters have been tabulated [140, 229, 238]
based on the rotational T r (500–50 000K) and the vibronic T ve (500–25 000K)
temperatures for constant band-widths of ∆σ = 1000 cm−1 for 1000–200 000
cm−1.

Box model for optically thin molecular systems and continua

Lamet [141] showed that the curve of growth (− ln[τσ
∆σ (l)] for a slab of char-

acteristic length l) for optically thin systems behaves linearly, which allows the
following approximation,

− ln(τσ
∆σ (l)) = − ln

(
1

∆σ

∫
∆σ

exp(κσl)dσ

)
≈ κσ∆σ l.

This approximation is called the Box model [179] and holds for continua since
these contributions have a weak spectral dynamic, due to the continuum be-
havior of bound-free processes. Since both optically thin and continua systems
are treated with the Box model, we write both sets of mechanism R into a
single one such that,

Rbox = Rthink ∪Rcontinua
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For these mechanisms, the absorption and emission coefficient are weakly
correlated which simplifies the self-absorption term to,

ηkστ
k
σ

∆σ
= ηkσ

∆σ
τkσ

∆σ
.

allowing to write Eq. (5.24) as,

Ibox
σ (s)

∆σ
=

∑
k∈Rbox

∫ s

0

ηkσ(s′)
∆σ ∏

k′∈R

τk′σ (s′, s)
∆σ
ds′, (5.36)

and the average transmissivity is given by the Box model,

τkσ (s′, s)
∆σ

= exp

(
−
∫ s

s′
κkσ(s′′)

∆σ
ds′′
)
, ∀k ∈ Rbox. (5.37)

Equation (5.36) is discretized as,

Iboxσ (sj)
∆σ

=
∑

k∈Rbox

j−1∑
i=1

ηkσ(si)
∆σ∏

k′∈R

τk′σ (s∗i , sj)
∆σ

∆si (5.38)

and the pseudo-mean transmissivity simplifies to,

τkσ (s∗i , sj)
∆σ

=

exp

(
− (si+1 − si)

2
κkσ(si)

∆σ−
j−1∑
k=i+1

(sk+1 − sk)κkσ(sk)
∆σ

)
, ∀k ∈ Rbox.

(5.39)

Similarly to the optically thick systems, the radiative properties for the Box
systems (ησ∆σ and κσ∆σ ) are also tabulated for many temperatures.

One contribution of this thesis is the addition of photoionization processes
for atomic alkali to the HTGR database; hence, we proceed to the derivation
of the absorption and emission coefficient for photoionization. We recall that
Eqs. (5.14) and (5.15) are general coefficients for any bound-free process, given
by Eq. (5.5). Photoionization is a case of Eq. (5.5) and the radiative coefficients
are obtained by inserting the electron Maxwellian distribution

f0(ve) =
m3

e

h3 ξ(me, T ve)
exp

(
− mev

2
e

2 kB T ve

)
=

m3
e

h3 ξ(me, T ve)
exp

(
Eat

ion − hcσ
kB T ve

)
,

(5.40)

into Eqs. (5.14) and (5.15), using the relation provided by Eq. (5.22). Quantities
me, ve and Eat

ion are respectively the electron mass, velocity and the ionization
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energy and the electron volumetric translational partition function is

ξ(me, T
ve) =

(2πmekBT
ve

h2

)3/2

.

The population of the atomic electronic energy levels is expressed as,

ni = θBi
nat

QE
at(T

ve)
akexp

(
− Eat

i

kBT
ve

)
, (5.41)

whereQE
at is the electronic partition function, and θBi represents a non-Boltzmann

parameter of the electronic energy level i. In the case of the atomic species
N, N+, O and O+ the θBi is taken from the Quasi-Steady-State (QSS) method
of Johnston [126]. To the author’s best knowledge, these data are currently
not available for the alkali atoms; thus, we assume θBi = 1, which represents a
Boltzmann distribution of the electronic levels.
Finally, inserting Eq. (5.41) into Eqs. (5.14) and (5.15) yields the radiative

coefficients associated with atomic photoionization,

ηat,bf
σ = 2hc2σ3exp

(
− hcσ

kBT ve

)
nat

QE
at

χneq
∑
i

ai exp

(
− Eat

i

kBT ve

)
Sabs
i (σ), (5.42)

κat,bf
σ =

nat

QE
at

[∑
i

ai exp

(
− Eat

i

kBT ve

)
Sabs
i (σ)

] [
1− χneqexp

(
− hcσ

kBT ve

)]
,

(5.43)

where the non-equilibrium factor is given by

χneq =
nionne

nat

QE
at

2ξ(me, T ve)QE
ion

exp

(
Eat
ion

kBT ve

)
. (5.44)

The absorption cross-sections Sabs
i are obtained from The Opacity Project

atomic database (TOPBASE) [67] and they are,

Sabs
i (σ) = hσ

∑
jk

Sabs
i,jk(σ), (5.45)

where j and k represent the ion electronic level and the unique electron energy
level, respectively.

Atomic lines

The atomic lines are solved with the LBL method because their weak spectral
density prevents a statistical narrow-band treatment [140]. The atomic emis-
sion ηat

σ and the absorption κat
σ coefficients and transmissivity τat

σ are computed
on the fly with the LBL approach and subsequently averaged over a narrow-
bands of ∆σ = 1000 cm−1. The intensity contribution to the RTE, for all
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atomic systems in Ratom, is

Iatom
σ (s)

∆σ
=

∫ s

0

ηat
σ (s′)

κat
σ (s′)

∂

∂s′
τat
σ (s′, s)

∆σ R∏
k′ 6=Ratom

τk′σ (s′, s)
∆σ
ds′, (5.46)

and is discretized as,

Iatomσ (sj)
∆σ

=

j−1∑
i=1

[
τatσ (si+1, sj)− τatσ (si, sj)

]ηatσ
κatσ

(si)

∆σ R∏
k′ 6=Ratom

τkσ (s∗i , sj)
∆σ

.

(5.47)
Scoggins [229] developed a spectral mesh algorithm to accelerate the the LBL in-
tegration. This algorithm optimizes the number of spectral points required
based on a bisection method.

The emission and absorption coefficients for atomic bound-bound processes
are obtained by inserting Eqs. (5.4), (5.20) and (5.21) along with the distribu-
tion of Eq. (5.41) into Eqs. (5.12) and (5.13),

ηat,bb
σ =

∑
ul

ηat,bb
σ,ul =

hσq2
e

2ε0me

nat

QE
at

∑
ul

θBu exp

( −Eat
u

kBT ve

)
alflu σ

2
ul f

se
ul(σ − σul),

(5.48)

κat,bb
σ =

∑
ul

κat,bb
σ,ul =

1

2hc2σ3

∑
ul

[θBl
θBu

exp

(
hcσ

kBT ve

)
− 1
]
ηat
σ,ul. (5.49)

The atomic line data (alflu, Eat
u , and σul) of the alkali metals — added to the

HTGR database in Table (C.1) — is taken from the NIST database [138].

5.2.3. Radiative source terms and HSNB tangent-slab

The radiative processes, described above, alter both the energy and the com-
position of the flow field, and they are accounted for as a radiative source
term Srad in Eq. (2.12). The radiative powers Prad and Prad,ve indicate the
energy source terms due to radiative processes that contribute to the total
energy and the vibronic modes, respectively. Photochemical mass production
rate of species i, ω̇rad

i , represents the creation or destruction of species i during
bound-free radiative processes, such as photoionization (X + hcσ X++ e–)
or photodissociation (X + hcσ Y + Z).

In one dimension, the total radiative source term is given as the negative
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divergence of the radiative heat flux, qrad,

Prad(r) = − ∂

∂r
qrad(r),

= 2π

∫ ∞
0

∫ π
2

0

cos θ
∂Iσ(r, θ)

∂r
sin θ dθ dσ,

= 2π

∫ ∞
0

∫ π
2

0

[κσIσ(r, θ)− ησ] sin θ dθ dσ.

(5.50)

where r is the radial coordinate and θ is the angle between the stagnation line
and the ray direction.
The vibronic radiative energy source term is estimated by neglecting radiative

energy exchanges with translational and rotational modes. Specifically, we
assume

Prad,ve(r) = Prad(r)−
∑
p∈J

∆hpω̇
rad
p,e (r)

− (Prad
SR − ω̇rad

SR (Eel
O1D − Ē

vib
O2

)), (5.51)

where J is the set of photoionization processes, ω̇rad
p,e is the electron mass pro-

duction rate for the bound-free process p, and ∆hp is the ionization energy per
unit mass of the electron. The terms Prad

SR and ω̇rad
SR are the radiative power

and production rate of O1D, respectively, associated with the Schumann-Runge
photodissociation process, O2(X) + hcσ O3P + O1D. Finally, Eel

O1D and
Ēvib
O2

are the electronic energy of the first excited state of atomic oxygen and the
average vibrational energy of the ground electronic state of O2, respectively.
The summation on the right-hand side accounts for the part of the photon en-
ergy transformed into formation energy during photoionization processes [154],
while the remaining terms regard for the formation and translational energy
production due to the Schumann-Runge O2-photodissociation. To our knowl-
edge, these last terms are a novel contribution; they proved to be crucial for
the stability of the numeric solver when significant photodissociation occurs in
front of the shock. The photochemistry production is obtained from Eq. (5.7)
with the relations given by Eqs. (5.14) and (5.15),

ω̇rad
j = mj

2π

hc

∑
p∈Rphoto

νpj

∫ ∞
0

1

σ

∫ π
2

0

(
κpσIσ − ηpσ

)
sin θ dθ dσ. (5.52)

where Rphoto represents the set of all photochemical processes and νpj is the
stoichiometry coefficient of species j in process p. Equation (5.52) is the net
number of photons multiplied by the species mass mj .
The tangent slab approximation [127] allows to solve the RTE (Eq. (5.11))

in a simple and fast manner. Johnston et al. [130] has shown that this ap-
proximation compared fairly well the Prad regarding more complex techniques
such as Ray-tracing. The tangent-slab divides the flow field into infinity slabs
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with constant properties, depicted in Fig. (5.5), reducing the RTE calculation
to one dimension.

s=0

Figure 5.5.: Illustration of the tangent-slab approximation. U represents the
stagnation line solution which is extended along infinite constant slabs. θ is
the angle between the ray path s and the stagnation line.

The RTE in one dimension is,

cos θ
∂Iσ(r, θ)

∂r
= ησ(r)− κσ(r)Iσ(r, θ), (5.53)

and the radiative heat flux is,

qrad(ri) =

∫ ∞
0

∫
4π

Iσ(ŝ) ŝ dΩ dσ

= 2π

∫ ∞
0

∫ 1

−1

Iσ(ri, µ) µ dµ dσ

= 2π
∑
∆σ

#µ∑
1

Iσ
∆σ

(ri, µi)µi∆µ∆σ

(5.54)

where the last equation represents the discretized heat flux with the HSNB for-
malism. Scoggins [229] observed that 20 equal points were enough to divide
−1 < µ < 1, leading to a ∆µ = 0.1. We recall that the average spectral inten-
sity Iσ

∆σ
(ri, µi) is given by Eq. (5.24) for a ray starting at a boundary, with a

direction θi (where µi = cos θi), and ending at the location ri
The spectral intensity at the free-stream boundary is treated as a black wall

at the local temperature,

Iσ
∆σ

(r∞, µi) = Ibσ
∆σ

(T∞), µi < 0 (5.55)
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and at the wall boundary is,

Iσ
∆σ

(rw, µi) = εIbσ
∆σ

(Tw) +
1− ε
π

∑
µj<0

Iσ
∆σ

(rw, µj) |µj |∆µ, µi > 0 (5.56)

where the first part of the right-hand side is the Planck intensity, Eq. (5.19),
and the second is the reflection of the spectral irradiance. This boundary is
known as a diffusely emitting and reflecting opaque wall which assumes equal
emissivity and absorptivity, as shown in Modest [179].
Inserting the wall spectral intensity, Eq. (5.56), into Eq. (5.54),

qrad
out =

∑
∆σ

∑
µi>0

Iσ
∆σ

(rw, µi) |µi|∆µ∆σ (5.57)

and considering the incoming heat flux from the flow as,

qrad
in =

∑
∆σ

∑
µi<0

Iσ
∆σ

(rw, µi) |µi|∆µ∆σ (5.58)

we write a balance of radiative heat flux at the surface,

qrad
w = qrad

out − qrad
in = ε(σT 4

w − qrad
in ). (5.59)

which contributes to the Surface Energy Balance (SEB) in Eq. (3.6). It is
important to model this balance with a certain accuracy because the ablation
of large bodies is mostly driven by radiative heating.

5.3. H5 Chondrite Plasmatron experiment

In this section, we describe the Plasmatron facility and the experimental set-
up to test the H5 Chondrite. Thereafter, we highlight the main experimental
results that serve as a comparison with numerical simulations. We recall that
the experiments were carried out by Dr. Helber and they have been published
in Helber et al. [113].

5.3.1. Plasmatron facility description

The VKI Plasmatron facility has been used for the reproduction of the aerother-
modynamic environment of atmospheric entry plasma flows, creating a high-
enthalpy, highly dissociated subsonic gas flow [38]. It is equipped with a 160 mm
diameter Inductively Coupled Plasma (ICP) torch powered by a high frequency,
high power, high voltage (400 kHz, 1.2 MW, 2 kV) generator (MOS technol-
ogy). The gas is heated by induction through a coil, creating a high purity
plasma flow. Three probe holders are installed in the Plasmatron facility next
to each other, which can be exchanged independently by a pneumatic mech-
anism. One holds the test sample, while the other two are used for heat flux
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and Pitot pressure measurements in the same experimental run as the abla-
tion test. The cold-wall (∼ 350K) stagnation point heat flux q̇cw is measured
with a water-cooled calorimeter having a sensing surface of 14 mm in diameter
made of copper. A water-cooled Pitot probe, connected to a Validyne variable
reluctance pressure transducer, is used to determine the dynamic pressure of
the plasma flow. Atmospheric air at a mass flow of ṁ = 16 g s−1 was used
to create the plasma flow. For the results presented throughout this chapter,
the time indication t = 0 s corresponds to the injection of the test sample into
the plasma flow. The sample was attached to a sample holder located 445mm
downstream of the plasma jet exit. After reaching the target testing condition
(testing chamber static pressure and heat flux), the sample was inserted using
the pneumatic mechanism. We used a two-color Raytek Marathon MR1S-C py-
rometer to determine the surface temperature at a 1Hz acquisition rate (1300 K
to 3300 K). A broadband infrared radiometer (KT19 HEITRONICS Infrarot
Messtechnik GmbH, Wiesbaden, Germany) recorded the surface radiance in
a broad spectral range (0.6 − 39µm), which allows the estimation of the hot
wall emissivity by using the two-color pyrometer surface temperature as black
body radiance reference. The front surface was monitored by a 14 bit Charge-
Coupled Device (CCD) camera (pco.pixelfly developed by PCO AG) providing
snap shots throughout the experiment. Synchronized with the camera were
Optical Emission Spectroscopy (OES) measurements, which consisted of three
low-resolution, wide-range Ocean Optics HR4000 spectrometers, providing in-
formation of the emission spectrum upstream of the test specimen. The HR4000
spectrometers cover a wide spectral range (200 nm to 1000 nm) within a single
acquisition and a minimum integration time of 5ms. A schematic of the ex-
perimental setup for in-situ ablation measurements can be found in Fig. (5.6)
[110, 112].

5.3.2. Test sample and holder

The H5 chondrite sample was cut into a cylindrical shape with diameter d =
16mm and length, l = 6mm, using a commercial diamond-embedded drill bit,
and it was embedded in a hemispherical holder of 50mm diameter and 45mm
length made out of cork-composite ablative material (Fig. (5.7)). This sample
holder had two main objectives: firstly, insulating the test sample from side-wall
heating, allowing a one-dimensional heat conduction approach; and secondly,
to provide a test shape of known geometry in order to be able to perform
an extensive plasma flow characterization by intrusive probes and numerical
rebuilding. The employed cork composite material is highly insulating and the
only source of heat delivered to the test sample can be assumed to be coming
from the stagnation region. The main drawback of using a cork housing was
the pollution of the boundary layer with cork ablation products as detected
by the spectrometers, as will be seen in Section 5.3.3. Another possibility for
future experiments could be investing in a water-cooled metallic housing of
the meteor sample. This would provide the desired test shape (for example,
hemisphere) without polluting the boundary layer, and at the same time would



5.3. H5 Chondrite Plasmatron experiment 133

 

Broadband
radiometer

Plasma torch

2-color 
pyrometer

Synchronizer / trigger

Windows

Test 
sample

Exhaust &
heat exchanger

Pixelfly
Camera

test
gas

Cork 
holder

optical fibers

mirrors
lensspectrometers

Figure 5.6.: Schematic of experimental setup (not to scale) with diagnostics
for meteoroid ablation analysis.

provide 1D thermal conduction inside the sample if well insulated from the
cooled holder walls. Unfortunately, such thermal insulation from the sidewalls
would not be trivial as ablation of the sample was one main objective, which
would lead to destruction of the insulation material as well, again polluting
the test material and boundary layer. We suggest using a pure test sample,
as done by Loehle et al. [151], without any additional interfaces that could
contaminate the recorded data, such as a single sample in the desired test
shape (e.g., hemisphere). However, meteorite samples for such destructive tests
are difficult to obtain, especially on a reasonable size to be machined into the
desired shape, and the strong sidewall heating in such case would make the
thermal analysis more difficult compared to the one-dimensional approach we
applied in this work. In addition, such a sample might be completely destroyed
during the experiment because of the fast heating, hampering recovery and
further analyses of the resulting material (no material remainders have been
analyzed in Loehle et al. [151]).

Their main characteristics of the (OC) are reported in Table (5.2). The
density was obtained by weighing the samples and assuming a perfectly cylin-
drical shape. The chemical characterization of a silicate portion of the sample,
obtained via Laser Ablation-Inductively Coupled Plasma-Mass Spectrometry
(LA-ICP-MS) [206], is reported in Table (5.3), where the average composition
of H chondrites reported by [122] is also presented as a reference. Yomogida and
Matsui [277] computed bulk densities in a range between 3350 and 3690 kg m−3

for H chondrites
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Figure 5.7.: Schematic of the sample and its cork holder. Material sample of
16mm diameter embedded in the sample holder in stagnation point configura-
tion.

Table 5.2.: Characteristics of the El Hammami H5 ordinary chondrite
l d m ρ

mm mm g kg m−3

6 16 3.65 3026

5.3.3. Experimental results

In Table (5.4), we present an overview of the main results in terms of maxi-
mum surface temperature, test time and total mass loss. The sample withstood
the plasma flow during the entire test time of 21 s without fracturing, prob-
ably because of a predominantly granular metamorphic texture (rather than
igneous). In fact, the ordinary chondrite sample only lost 3mg during those
21 s, starting from an original weight of 3.65 g. This illustrates that, although
the surface appeared to be boiling and frothing (Fig. (5.8)), only a little mate-
rial volatilization took place and not much mass was injected into the boundary
layer, allowing the recovery of the ablated material.
Photographs taken before and after each experiment are shown in Fig. (5.9)

and Fig. (5.10). The sample displayed a reddish color change, which probably
indicates a change of the oxidation state of the high iron content with formation
of hematite (Fe2O3) at the surface. Global oxidation of the sample is also
suggested based on petrographic observations of the resulting material, which
contains magnetite [206].

Surface temperature measurements

The plateau temperature reached during these test conditions 2360K for the
ordinary chondrite (Fig. (5.11)). Although the pyrometers measuring surface
area of 11mm diameter mostly covered the OC sample surface, some addi-
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Table 5.3.: Major species chemical composition before the experiments
Species OC OC-Ref.

wt% wt%
SiO2 50.71 36.6
TiO2 0.07 0.1
Al2O3 1.74 2.1
Na2O 1.55 0.8
K2O 0.10 -
CaO 2.33 1.7
FeO 15.93 11.9
MgO 26.03 23.1

NOTE: Chemical composition was determined by means of LA-ICP-MS for the ordinary
chondrite (OC-silicate portion). For the latter, a reference value from literature is also
provided [122].

Table 5.4.: Overview of Plasmatron results for condition (1)
Material τ Tw ∆m ε

s K mg -

OC 21 2360 3 0.69
NOTE: Data for ordinary chondrite (OC) includes test sample exposure time τ , mean surface
temperature Tw, total mass loss ∆m, and surface emissivity ε.

Figure 5.8.: Snap shots (upper left to lower right) during ordinary chondrite
test at 1.2 MW m−2 and 200 hPa highlighting boiling of the surface after 5 s
(time from injection indicated in each image); a melted surface state remained
present throughout the remaining 15 s of the test.

tional radiation, coming from the cork housing, may have been recorded by the
pyrometer. This cork housing is likely to have resulted in a different surface
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(a) Before experiment. (b) After experiment.

Figure 5.9.: Ordinary chondrite samples before (a) and after (b) plasma ex-
posure.

Figure 5.10.: Samples after plasma exposure. The change of color, probably
a sign of the change in the oxidation state of iron, is visible.

temperature than the held sample, as well as in different apparent emissivity,
affecting the measured temperature to a small degree.

Optical emission spectroscopy

We present emission spectra recorded in front of the test sample during plasma
exposure in Fig. (5.12). The two plots present the radiative signature of the
air plasma free-stream (red) together with radiation mostly coming from the
ablating cork holder just at injection (a), and emission spectrum recorded in
front of the ordinary chondrite sample several seconds into the test (b), when
radiative emission was highest. The free-stream emission spectrum presents
expected CN violet and N2

+ radiation, both strong radiators and generally
present in atmospheric air plasmas at such gas temperatures (5000K - 10000K).
The ablating cork sample, in addition, led to much stronger CN violet emission
due to ablation, as well as sodium (Na) and potassium (K). Traces of the
volatile elements sodium and potassium in this spectrum may also result from
the ablation of the test sample. Sodium has been found in the cork material as
a result of either the supplier's manufacturing process, or in-house machining
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Figure 5.11.: Surface Temperature of the H5 sample measured by the two-
color pyrometer.

of the test sample.
The spectral intensity signal observed by the spectrometers strongly changed

during the ablation of the ordinary chondrite. The spectrum is mainly dom-
inated by iron emission (Fe), with several strong lines in the UV and visible
range of the spectrum, as indicated by the fine markers. As seen in Table (5.3),
high concentrations of iron are present in the sample. The recorded emission
signals of sodium (589 nm) actually saturated during the measurement. The
saturation is not apparent from the plots of Fig. (5.12) as emission lines at lower
and higher wavelengths are well captured (at higher calibrated intensity); this
comes from the lower quantum efficiency of the HR4000 sensor towards its
wavelength wings below 400 nm and above 750 nm.
Interestingly, although the sample is predominantly composed of SiO2, it

did not show any silicon emission during the whole experiment. In general,
moderately refractory elements like Si, Mg, and truly refractory elements such
as Al, which are part of the ordinary chondrite elemental composition, are not
strongly present in the spectrum. The emission of iron lines produced by an
ablating ordinary chondrite sample in plasma flows was also reported by Loehle
et al. [151], together with traces of silicon, sodium, potassium, and manganese.
In addition to the radiative species emission, continuum radiation, emit-

ted by the hot surface, was recorded by the spectrometer close to the surface
(Fig. (5.12)). This might have been caused by the cork material that tends to
swell upon heating up, with emission of the hot surface reaching the optics of
the closest spectrometer.
Potassium and sodium emission during ablation of meteoritic samples is of

particular importance and high interest to the community. However, several
constraints limited the possibility of obtaining unpolluted emission spectra from
the observed material alone. One limiting factor was the available test sample
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Figure 5.12.: Emission spectra overview of air plasma and cork holder (a),
and ordinary chondrite (b) tests; the air free-stream spectrum for each test run
is given in red, while the spectrum recorded in front of the ablating material
sample is given in gray, highlighting the presence of additional radiative con-
tributors ejected by the material (all spectra recorded by spectrometer closest
to surface).
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dimension, which was a cylinder of 16mm diameter, thus, an adequate sample
holder needed to be used. We decided to embed the test sample in a sample
holder of known shape (i.e., a hemisphere) in order to be able to perform
an extensive plasma flow characterization by intrusive probes and numerical
rebuilding.

Test parameters and rebuilding of flight free-stream condition

The Local Heat Transfer Simulation (LHTS) methodology was originally de-
veloped by [136] allowing us to duplicate flight conditions at the stagnation
point by matching the boundary layer edge total enthalpy he, pressure pe and
and the radial velocity gradient in radial direction at the wall (βe = (∂u/∂x)e)
between ground experimental and flight conditions.
The subsonic Plasmatron flow field was numerically simulated by solving the

Navier-Stokes equations coupled with the Maxwell equations for the electro-
magnetic field created by the coil (VKI ICP code [68, 160, 257]). This provides
the boundary layer velocity gradient β and boundary layer thickness δ, as well
as an initial stream-wise velocity v for the characterization of the boundary
layer around the test sample under local thermodynamic equilibrium and ax-
isymmetric flow assumptions [13]. The hydrodynamic boundary layer edge pa-
rameters (temperature Te, density ρe, and velocity ve) are determined through
an iterative procedure using the VKI boundary layer code [14], which takes
as input conditions the flow quantities determined from the VKI ICP code,
as well as the experimental heat flux and Pitot pressure measurements. The
VKI boundary layer code consists of solving the chemically-reacting stagnation
line boundary layer over a catalytic surface under chemical non-equilibrium
conditions, assuming fixed wall catalytic properties for copper and a cold-wall
temperature for the heat flux probe. A more detailed description of this pro-
cedure applied to ablation tests can be found in [111].
We chose three test conditions, often used for TPS testing, which are charac-

terized by a high level of confidence in terms of repeatability and flow behavior.
In addition, these experimental conditions were chosen to allow the recovery
of the sample for surface characterization analysis after the tests. The exper-
imental conditions are listed in Table (5.5). In this work, we present results
for condition (1), while conditions (2) and (3) are relevant for the surface char-
acterization presented in [206]. Notice that the cold-wall heat flux q̇cw was
measured by means of a cylindrical calorimeter probe for condition (1) and
a hemispherical calorimeter probe for conditions (2) and (3). The values pre-
sented in Table (5.5) are given for a hemispherical calorimeter, or its equivalent
for condition (1).
A numerical procedure was used to infer flight conditions from the exper-

imental ones. By solving the Rankine-Hugoniot jump relations, assuming a
thermally perfect gas, a contour map of post-shock enthalpy he, and pressure
pe, was defined for a range of free-stream velocities and altitudes. An equiv-
alent flight radius can also be computed by means of the modified Newtonian
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Table 5.5.: Plasmatron test conditions
Experimental Numerical

Condition ps Pel q̇cw he ρe Te ve β
ID hPa kW MW m−2 MJ kg−1 g m−3 K m s−1 1 s−1

(1) 200 206 1.2 24 7.0 6293 26 1230
(2) 220 310 3.0 42 4.3 8079 55 4480
(3) 15 373 3.1 54 0.3 9229 687 29790

NOTE: Data include experimentally measured static pressure ps, generator electric
power Pel, and mean cold-wall heat flux q̇cw, as well as numerically rebuilt boundary
layer edge values of enthalpy he, gas density ρe, gas temperature Te, velocity ve,
and boundary layer gradient βe.

theory [7]:

Requ,f =
1

β

√
2(pe − p∞)

ρe,f
(5.60)

where p∞ represents the atmospheric pressure at the flight altitude and ρe,f the
flight boundary layer edge density obtained from the Rankine-Hugoniot jump
relations. The three experimental conditions are shown in Fig. (5.13). For
the experimental results reported here, condition (1) corresponds to a 3.8m
diameter object (2 × Requ,f), flying at a velocity of 6.9 km s−1, at an altitude
of 54.7 km. Fireball trajectories for two well-known events are also reported
in Fig. (5.13): one can observe that the range of velocities of the two bolides,
Benes̆ov and Chelyabinsk, are higher than our experimental conditions. We
chose a lower heat flux condition than what can be assumed from existing
meteor observations to avoid complete destruction of the samples and ensure
successful recovery of the modified basaltic and chondritic materials. Recovery
of modified experimental samples enabled us to set a further objective in this
experimental campaign, which was a complete petrographic and geochemical
characterization and comparison with natural meteorite fusion crust. Future
work may include testing at higher heat fluxes, reproducing smaller meteoroids
at higher entry velocities.

It should be noted here that most of the mass of extraterrestrial material
falling on Earth consists of micrometeorites (between 50 and 2000µm produc-
ing 40,000 ± 20,000 metric tons of extraterrestrial matter to Earth every year
[155]). But the largest fraction of significant discoveries about meteorite parent
bodies and the early stages of the solar system formation have so far been made
focusing on actual meteorites. It is, therefore, important to constrain the mod-
ifications induced on this material during atmospheric entry. Micrometeorites,
including their innermost parts, undergo degassing, melting, and evaporation,
with limited material remaining required for high-precision analytical studies.
To amplify the detectable effects of atmospheric passage on geological materials
and at the same time recover material required to make our observations, we
opted for the experimental design described above.
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Figure 5.13.: Duplication of the Plasmatron test conditions to flight condi-
tions. The Benes̆ov fireball reported by Borovička et al. [33] has an estimated
value at entry conditions of 2.3m diameter body with 21.3 km s−1 velocity. The
Chelyabinsk event [35] is estimated to be 18m in size, with an entry velocity
of 19 km s−1. The trajectory #6882 is one of the 413 photographic meteors
reported by [233] and [121]. The sizes of these bodies are not reported.

5.4. Comparison with Plasmatron experiments

In this section, we simulate the experiment of the El Hammami H5 sample
using the stagnation-line solver (Section 2.2). Earlier we mention the ICP code
and the Boundary layer code to rebuild the plasmatron conditions, but for this
case the stagnation-line solver is preferred due to the following:

ICP code solves the 2D axisymmetric Navier-Stokes coupled with the Maxwell
equations. However, it presupposes local thermal and chemical equilib-
rium in the boundary layer, which are strong assumptions in this region.
It ignores any boundary condition for the gas-surface interaction. Lastly,
it is computationally costly, which becomes cumbersome for parametric
studies.

Boundary layer code considers chemical non-equilibrium, and it is fast since
it only solves the boundary layer equations. On the other hand, it only
includes catalytic reactions as part of gas-surface interaction, and it does
not account for ablative or evaporation boundary conditions. Further-
more, it does not resolve the external flow since the physical domain is
confined to the boundary layer.

Using the flow solution as input, we integrate the RTE along three lines-of-
sight – which represent the three spectrometers – allowing us to correlate the
simulated radiative emission of the vapor species with spectroscopy measure-
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ments (Fig. (5.12)) at different time instants. We focus our comparison at the
6 s and 14 s of the experiment.

5.4.1. Numerical set-up

The flow exiting the Plasmatron torch is at low Mach number, thus, we use
the AUSM+-up2 flux-splitting scheme due to its excellent properties at this
flow regime. Moreover, instead of imposing a subsonic boundary condition, we
decided to employ a supersonic inlet with a sufficiently large domain, where
the Riemann problem automatically screens the information needed from the
boundary.
We consider three important aspects to compare the simulated radiative

intensity with the experimental measurements, using the stagnation-line solver:

• the boundary conditions and how to include the presence of the cork
holder;

• the fact that the spectrometers assess the integrated radiative intensity
across the plasmatron chamber while the stagnation-line solver can only
resolve the stagnation streamline;

• the swelling of the cork which appears as continuum radiation in the
experimental data.

Boundary condition: The stagnation-line solver requires an inlet and a wall
boundary condition. The numerical rebuilding explained in Section 5.3.3 pro-
vided the inlet boundary conditions. The inlet static-pressure is 20 000 Pa, the
temperature is 6293 K and the free-stream velocity is 70 m s−1. The species
partial densities are imposed according to the equilibrium composition at the
local pressure and temperature. On the wall side, we impose an isothermal
boundary condition, which corresponds to the surface temperature measured
by the pyrometer, Fig. (5.11). Furthermore, we impose a gas-surface boundary
condition, which contains both the evaporation of the sample and the ablation
of the cork.
As in Chapter 4, we use the Hertz-Knudsen model (Section 3.4.3) to simulate

the evaporation of the El Hammami H5 sample, but in turn, Eq. (3.44) includes
an evaporation coefficient αevap and a condensation coefficient αcond, such that,

ṁvap,i = αevap,iρe,i

√
RiTw

2π
− αcond,iρ∞,i

√
RiTw

2π
, ∀i ∈ Gvap. (5.61)

In the previous chapters, we consider the evaporation/condensation coefficient
α equal to one. A unity αcond indicates that all the particles impinging on
the surface condensate, and a unity αevap means all the particles leaving the
surface follow a half-Maxwellian distribution function at the saturation con-
ditions. Typically, these coefficients are derived either by experimental mea-
surements [165, 204] or by numerical simulations with Molecular Dynamics
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(MD) [28, 137, 172, 183]. From experimental results, Ogasawara et al. [186], Sa-
farian and Engh [219] show a unity αevap for the evaporation of pure substances
into vacuum; Meland et al. [172] concluded the same with MD. The αevap of
polyatomic species do not follow any trend [17]. Alexander [4] shows an evapo-
ration coefficient far from unity when compared with the experimental results
of Hashimoto [106]. It is cumbersome to derive the condensation coefficient
from experiments because they are carried out under vacuum conditions. The
gas expands into the void without back flow; hence, few particles condensate.
Furthermore, this coefficient depends on numerous parameters, such as the en-
ergy of the particle colliding with the surface, the surface temperature, the
surface morphology, and many others [28]. We consider αevap = αcond = 1 for
all species evaporating from the surface and αcond = 0.3 for the evaporation of
Fe, for reasons that we will mention after.
The cork housing ablation results in the appearance of carbonaceous species

detected by the spectrometers, consequence of surface oxidation and nitridation
reactions,

C(s) + X CX, X = {O,N}; (5.62)

where C(s) represents a carbon atom in the condensed phase. The reaction in
Eq. (5.62) stands for the production of CO and CN in the flow field, where
the latter species emits strongly. The mass blowing rate for these types of
reactions,

ṁablat,X = γCXX ρX

√
RXTw

2π
, X = {O,N}; (5.63)

where γX is the recombination probability of the impinging atom – e.g., a
γX = 1 means that every X atom that impinges the surface results in a CX
molecule. In this work, we used the nitridation probability from Suzuki et al.
[244],

γCNN = 0.003, (5.64)

and the oxidation probably from Park [192]

γCOO = 0.63 exp(−1160/Tw). (5.65)

Together with Eq. (5.61), the mass blowing rate of the cork (Eq. (5.63)) is
included into the Surface Mass Balance (SMB) (Eq. (3.2)) to simulate the
ablation of the holder.
Finally, cork contains natural resin that under high heat loads it decomposes,

originating the blowing of carbonaceous species into the boundary layer, known
as pyrolysis gases [251, 252]. For simplicity, we ignore the pyrolysis gases in
our analysis.

Two-dimensional flow field projection: Although the stagnation-line solver
utilizes high-fidelity physico-chemical models, it only solves the stagnation
streamline. This hinders the spectral diagnostics of the plasma. Hence, to
compare the numerical with the experimental results, we need a full thermo-
chemical description of the flow surrounding the sample. Therefore, we project
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the stagnation streamline field in two dimensions using spherical slabs, meaning
that the physical property at the cell-center is assumed to be constant along
the slab, see Fig. (5.14).

Figure 5.14.: Projection of stagnation streamline field using spherical caps
with constant properties.

Apart from the boundary layer, one must consider the plasma jet that sur-
rounds the sample. This plasma jet is at high temperature, and it might contain
atomic and ionized species that determine the RTE integration. Following the
work of Bellas-Chatzigeorgis [19], we specify the energy along the plasma jet
radius r as,

e(r) = A+B erf(Cr +D). (5.66)

where the constants C = −37.29 and D = 1.526 define the shape of the jet.
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energy, J kg-1
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Figure 5.15.: Energy profile along the plasma jet radius.

The constants A and B are found by imposing the stagnation-line energy at
r = 0 and the corresponding energy at 300 K when r → ∞. The temperature
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distribution along the plasma radius is computed by solving the non-linear
energy equation (Section 2.2), assuming LTE conditions, and subsequently ap-
pended to the projection mentioned before. As a final remark, it is important
to consider the full plasmatron chamber because the medium might absorb
part of the radiative intensity in the cold region of the test section, due to the
Schumann-Runge mechanism.
Figure (5.16) shows an illustration of the temperature contour obtained by

projecting the stagnation-line solution – from 0.0 to ±2.5 cm on the transversal
coordinate – and the plasma jet profile – above 2.5 cm. The sample stagnation
point is at the (0,0) position.
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Figure 5.16.: Contour of the temperature field (not to the scale) around the
sample, at the position (0, 0).

Swelling of the cork: The three spectrometers are at different positions, and
they collect the integrated emission along a line-of-sight crossing the entire
chamber (see Fig. (5.6)). The time-resolved spectra of the distinct spectrom-
eters show the appearance of a Planck curve at different moments, with a
similar temperature as the one recorded by the pyrometer. This temperature
equivalence suggests that the holder is in the line-of-sight of the different spec-
trometers at an instant, due to the cork swelling. From the measurements
recorded by each spectrometer (Fig. (5.12)), we estimate the transient swelling
of the cork, as shown in Fig. (5.17), and we observe that three spectrometers
point to the cork surface after 15 seconds of the experiment. This information
leads to a more accurate comparison between the numerical and experimental
results.
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Figure 5.17.: Swelling of the cork holder derived from the time-resolved data
spectra. The points represent the location of the three spectrometers, and after
15 seconds, the cork holder is in the line-of-sight of all.

5.4.2. 6 seconds

We choose this instant because of the low surface temperature, which means
a weak evaporation rate, but in turn, the oxidation and nitridation reactions
are relevant. Hence, these conditions allow us to study the influence of the
cork ablation in the spectroscopy measurements. We cannot directly model
the presence of the holder because the surface is not normal to the stagnation
streamline (see Fig. (5.14)) – for that, a multidimensional solver is needed.
Therefore, to include the presence of the carbon species, we do a sensitivity
analysis on the nitridation γCNN and oxidation γCOO coefficients. The results in
this section correspond to 10 % of the coefficients in Eqs. (5.64) and (5.65) and
in Section C.3, we show the results concerning the original values.
The chemical mixture of our flow is composed by the species in Table (5.6),

and the reaction rates can be found in Table (A.1).

Table 5.6.: Gaseous species used to simulate the plasmatron experiment. The
evaporation products contain only the major species according to their satu-
rated vapor pressure. For simplicity of the analysis, the cork holder products
do not contain hydrocarbon species arising from the pyrolysis gases.

air species
e– N NO N2 O O2 N+ O+ NO+ N +

2 O +
2

H5 chondrite evaporation products
Mg Mg+ MgO FeO Si SiO SiO2 Na Na+ NaO K Fe Fe+

cork holder products
C CO2 CO CN C2
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Flow field

Figures (5.18a) and (5.18b) show the two temperatures and the velocity along
the stagnation streamline, respectively. Figure (5.18a) shows a thermal equi-
librium between translational and internal modes. In Fig. (5.18b), the negative
velocity at the surface corresponds to the gas blowing from the ablation prod-
ucts.
Figure (5.18c) shows the composition due to the surface reactions. The mole

fraction of the species produced by evaporation is negligible compared to the
ablation of cork, due to the lower equilibrium vapor pressure at this surface
temperature. The major species at the surface is CO, a result of the oxidation
reactions, followed by C. The gas reactions lead to a substantial change of CN in
the boundary layer, reaching a maximum value further upstream of the surface.
The dominant evaporation species is Na, due to its volatilization, followed by
Fe; while the other species appear as mere traces.
Figure (5.18d) shows the air composition along the stagnation streamline.

At the inlet, the air mixture is mostly dissociated due to the high temperature.
In the boundary layer, we observe the decay of O, due to surface oxidation,
and decay of N due to nitridation and recombination of N2.

Radiative field

As mentioned before, the Na appears saturated in the spectra, meaning that
we cannot compare the numerical and the experimental results for these lines.
Therefore, we remove the saturated Na doublet from the experimental spectra,
and we omitted it in our numerical simulations.
Figure (5.19) shows the intensity on several lines-of-sight normal to the stag-

nation streamline and the intensity measured by the different spectrometers.
Based on the cork swelling derived in Fig. (5.17), the holder is in the line-
of-sight of the closest spectrometer. We include the error bars in Fig. (5.19)
because it is not clear if the closest spectrometer was positioned at 1 or 2 mm
from the surface at the beginning of the experiment.
The total intensity reaches its maximum at 2 mm from the surface, and by

analyzing the radiative intensity of each mechanism, Fig. (5.19b), we conclude
that CN violet is the major contributor. The intensity of this species is bigger
at 2 mm due to the combination of temperature and concentration increase
upstream the surface (see Figs. (5.18a) and (5.18c)). Although the composition
of CN is smaller than CO, the intensity of the former species is stronger. The
second most relevant evaporation species, Fe, shows a negligible intensity due
to its small presence in the boundary layer.
Figure (5.19) indicates a good agreement between the numerical and the

experimental intensity which can be better appreciated in Fig. (5.20). The
top part of Fig. (5.20a) reveals the spectral intensity reproduced at 1 mm from
the surface compared to the intensity measured by the middle spectrometer.
We observe a small discrepancy around 25 000 cm−1, but the tendency is well
captured, as we can see from the cumulative intensity on the bottom part of
the figure. Moreover, we observe a weak dependence of the atomic mechanisms
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Figure 5.18.: Flow field properties along the stagnation streamline at 6 s.
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Figure 5.19.: Comparison of the integrated intensity at different locations
with the data recorded by the three spectrometers. The spectrometer data is
represented by × and the horizontal bar represents the error due to its location.
The cork swelling is linearly interpolated from Fig. (5.17).
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on the intensity. Figure (5.20b) shows to the spectral (top), and the cumulative
(bottom) intensity simulated 3 mm from the surface and the comparison with
the furthest spectrometer. At this location, we observe a more significant
deviation at wavenumber < 20 000 cm−1, but the cumulative intensity shows a
similar trend between the numerical and the experimental results.
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(a) Comparison of the intensity simulated at 1mm
from the surface with the middle spectrometer:
(top) spectral and (bottom) cumulative intensity.
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(b) Comparison of the intensity simulated at 3mm
from the surface with the furthest spectrometer:
(top) spectral and (bottom) cumulative intensity.

Figure 5.20.: Comparison of the simulated intensity with the spectrometer
data at a certain location.

Figure (5.21) shows the contribution of the most important mechanisms dis-
cussed in Fig. (5.20a). We notice a weak spectral intensity on the evapora-
tion products, Fe and K. CN violet is the most intensive species, as shown
in Fig. (5.21d), while CN red has a stronger radiative emission more at low
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wavenumber. From these results, one notes that we are slightly overestimating
the radiative emission of CN violet regarding the experimental data of both
spectrometers. It is challenging to provide reasons for this overestimation be-
cause the radiative intensity of a mechanism depends on several parameters.
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Figure 5.21.: Spectral intensity of the individual mechanisms compared with
the data recorded by the middle spectrometer at 6 s. The numerical results
correspond to location of Fig. (5.20a)

Lastly, in Section C.3 we present the numerical results obtained with the ni-
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tridation and oxidation coefficients from Eqs. (5.64) and (5.65). We observe an
overestimation of the numerical intensity compared to the measured one. This
overestimation arises from a stronger radiative emission of both CN red and
violet, observed by comparing the individual mechanisms intensity Figs. (C.2b)
and (5.19b).

5.4.3. 14 seconds

In this case, the numerical conditions are the same as the 6 s case, except for
the surface temperature.

Flow field

The higher surface temperature leads a stronger evaporation the H5 sample.
The flow field properties indicated in Fig. (5.22) are like the previous case
apart from the boundary layer composition. In this case, we observe a stronger
presence of Na, Fe, K and Si as shown in Fig. (5.22c).

Radiative field

Figure (5.23) shows the integrated intensity at different locations and the com-
parison with furthest spectrometer; since, the swelling of the cork prevents
the comparison with the other two. The maximum intensity is at 2 mm from
the surface and almost the double of the 6 s case. This increase of intensity is
explained by a stronger radiative emission of Fe and K while the radiative emis-
sion of CN violet is approximately the same as the previous case, as indicated
in Fig. (5.23b).
Figure (5.24) shows in more detail the spectral (top) and cumulative (bot-

tom) intensity 1 mm far from the surface. As the 6 s case, we slightly overesti-
mate the radiative intensity around 25 000 cm−1 but we obtain a good compari-
son of the cumulative intensity. Moreover, we get an excellent agreement above
32 500 cm−1, between the numerical and experimental results. This match is
only possible by imposing a αcond = 0.3 for the evaporation of Fe, since the
emission of its lines are the most important at this wavenumber range.

5.5. Conclusion

In this chapter, we have reproduced the El Hammami H5 ordinary chondrite
experiment carried out at the VKI Plasmatron facility. We have computed
the spectral intensity at different locations from the simulated flow field, inte-
grating the RTE using the HSNB model, and we have compared it with the
experimental results. This comparison has allowed us to assess the accuracy of
the HSNB model and to understand if the evaporation model is representative
of the ground experiment.
We have encountered additional difficulties in simulating this experiment

due to the presence of the cork holder. The holder causes the presence of
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Figure 5.22.: Flow field properties along the stagnation streamline at 14 s.
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Figure 5.23.: Comparison of the integrated intensity at different locations
with the data recorded by the three spectrometers. The spectrometer data is
represented by × and the horizontal bar indicates the error due to its location.
The cork swelling is linearly interpolated from Fig. (5.17).
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Figure 5.24.: Comparison of the intensity simulated at 1 mm from the sur-
face with the furthest spectrometer: (top) spectral and (bottom) cumulative
intensity

carbonaceous species in the flow field and hinders the analysis of the evapo-
ration products. Furthermore, the strong presence of Na has resulted in the
saturation of the spectral measurements. Nonetheless, the spectral intensity
of the following stronger species, Fe, and K, has been well resolved. We have
observed a good agreement of the cumulative intensity between the simula-
tion and experimental results when the carbonaceous mechanisms have been
included.
The analysis we have performed in this chapter gives us high confidence to

apply the HSNB model to study the radiative field of meteoroid entry. Ad-
ditionally, we have developed a methodology that can be used to compare
simulations and ground experiments quickly.
This chapter's main contribution is the development of a methodology that

allows for a comparison of simulations with experimental measurements. More
specifically, our methodology allows us to perform a spectral analysis of the
flow without resorting to multi-dimensional Computational Fluid Dynamics
(CFD) solvers. This methodology can be applied for future Plasmatron ex-
periments as well as experiments in other high-enthalpy facilities, where the
experiment carried out by [151] is one example. We recall that using a cork
holder hinders the comparison with the numerical results regarding the specific
experiment mentioned in this chapter. Initially, the holder's objective was to
insulate the material so that the material melting could be considered a 1-D
problem. For future experiments, we suggest not to use the holder and to use
a sample with a spherical shape.
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Figure 5.25.: Spectral intensity of the individual mechanisms compared with
the data recorded by the furthest spectrometer at 14 s. The numerical results
correspond to location of Fig. (5.24).



CHAPTER 6

Lost City case study

We can easily forgive a child who is afraid of the dark; the real tragedy
of life is when men are afraid of the light.

— Plato

6.1. Introduction

Meteor phenomena involve a series of complex aspects, from multiphase physics
of the meteoroid to non-equilibrium effects within the flow. The complexity
significantly increases when one tries to couple all physical aspects in multi-
dimensional simulations, where Golub et al. [96], Johnston and Stern [128],
Johnston et al. [130], Shuvalov and Artemieva [235], Svettsov et al. [246] show
some examples, as mentioned in Chapter 1.
The objective of this chapter is to simulate the entry of meteoroids with

a quasi-1D approach by coupling all the models (Section 6.2) developed in
the previous chapters. We use the Lost City bolide as an example because
of its well-documented trajectory. The size and the trajectory conditions are
reported in Ceplecha and ReVelle [54], and we use those as boundary conditions
in our simulation tools. Moreover, we consider that the Lost City bolide is an
H5 chondrite ([36]). This bolide [170] has the advantage of having a low entry
velocity and fragmentation occurring below 40 km. Thus, it is adequate to
evaluate our model, which does not include fragmentation.
In the first section of the chapter, we present a methodology (Section 6.3)

that includes accurate boundary conditions to simulate the evaporation of the
meteoroid and coupled flow–radiation effects. From the detailed flow and ra-
diative fields, we compute the heat-transfer coefficient and luminous efficiency
for an H5 chondrite and an iron meteoroid (Section 6.3.2) that can be used in

Parts of this chapter have been published in

1. B. Dias, J.B. Scoggins, T. E. Magin, Luminosity calculation of meteoroid
entry based on detailed flow simulations in the continuum regime, As-
tronomy & Astrophysics 635, A184 (2020).
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the heuristic models. Finally, we compare the absolute magnitude of Lost City
bolide with observations (Section 6.3.3) shown by Ceplecha and ReVelle [54].
In the Section 6.4, we couple the material and the flow solver (Section 6.4),

where the latter includes flow–radiation effects described in the first part. The
coupling between the flow and the material allows for a better description of
the meteoroid ablation since it considers the removal of the molten layer by
shear forces. We compare the mass loss obtained by this coupling with the
dynamic mass derived from the observations by Ceplecha and ReVelle [54].
We focus on meteoroids that are within the continuum assumption; thus,

their flow field can be solved using the Navier-Stokes equations. Moreover, no
assumptions is made on the thermodynamic and chemical state of the flow. In
contrast, we assume a non-fragmenting body with a perfectly spherical shape,
and we only model the plasma flow around the main body. The study of the
meteor trail is beyond the scope of this thesis. One original contribution of our
work is to use high-fidelity models to compute the absolute light magnitude and
to compare with observations without the complexity of multi-dimensional sim-
ulations. Moreover, the coupling of flow/radiation/material with such physico-
chemical details is original, as well as its application to study meteoroid entry.

6.2. Coupling between solvers

The first and second parts of this chapter consider two levels of coupling. In this
section, we describe the coupling procedure to study meteoroid entry, which
involves three solvers described in the previous chapters.

Stagnation-line solver: The stagnation-line resolves Eq. (2.5) and the solution
vector, fluxes and sources terms are described by Eqs. (2.6) to (2.12). We
employ the Backward-Euler method to Eq. (2.5) for the temporal discretization,
and the solution is obtained once the flow reaches a steady state. We compute
the convective fluxes at the interface with the AUSM+-up2 scheme by Kitamura
and Shima [133].
Regarding the boundary conditions, we use the Hertz-Knudsen model

(Eq. (3.44)) to close the Surface Mass Balance (SMB) (Eq. (3.2)) and we as-
sume the evaporation and condensation coefficient αevap = αcond = 1. The
oxide composition of the H5 chondrite used as input in MAGMA is shown in
Table (3.1) and the corresponding equilibrium vapor pressure in Fig. (3.4).
In the case of the methodology presented in the first part, i.e., just the flow

solver, the surface temperature is computed by solving the Surface Energy
Balance (SEB) (Eq. (3.6)) such that,

qcond + εqrad
in = εσT 4

w + ṁvapLheat, (6.1)

where the terms on the left side represent the incoming conductive heat flux
and the radiative heat flux, which is a result of the radiative transfer equation
(RTE) calculation (in this work we use ε=0.85). On the right side, the leaving
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Table 6.1.: Gaseous species used in this chapter. The evaporation products
contain only the major species according to their saturated vapor pressure.

air species
e– N NO N2 O O2 N+ O+ NO+ N +

2 O +
2

H5 chondrite evaporation products
Mg Mg+ MgO FeO Si SiO SiO2 Na Na+ NaO K Fe Fe+

iron meteoroid evaporation products
Fe Fe+

fluxes are the re-radiation of the material and energy lost due to evaporation,
where the material's latent heat of evaporation Lheat = 6.0 × 106J kg−1 for
the ordinary chondrite [265] and Lheat = 6.1 × 106J kg−1 for iron meteorites.
The open-source library Mutation++provides the necessary thermodynamic,
transport, and kinetic properties used in this chapter. The full set of species
considered is listed in Table (6.1).

Radiation solver: The radiation solver (RTE-1D) solves the Radiative Trans-
port Equation (RTE) (Eq. (5.24)) either using the tangent slab method, de-
scribed in Section 5.2.3, or along a single line-of-sight. It includes all the
mechanism shown in Table (C.1) – except the mechanism formed by the ele-
ments C and H. The radiative fluxes qrad, radiative powers Prad and Prad,ve,
and the mass production rate due to photochemistry ω̇rad are described in Sec-
tion 5.2.3. Chemical and energy source terms due to radiation are included
in the Navier-Stokes equations in Eq. (2.12) by following the work of Soucasse
et al. [238]. Moreover, we use the RTE-1D as standalone to derive luminosity
by integrating the spectral intensity in a line-of-sight from the meteor to the
ground, which we show on the first part of our analysis.

Material solver: We describe the material solver in Chapter 4, and it solves
the material phase-change as well as the removal of the liquid layer by shear
forces. The solver takes as boundary conditions ṁvap, qconv, εqrad

in , ∂xτw and
∂xxPw from the stagnation-line solver. The boundary condition at the surface
is estimated via SEB, which in addition to Eq. (6.1), it includes the thermal
conduction of the material such that,

qcond + εqrad
in = εσT 4

w + ṁvapLheat + kl∇Tw · n. (6.2)

The high heat-flux at the surface and the low thermal diffusivity of the material
induce large temperature gradients inside the material. Therefore, we modify
Eq. (4.11) to consider a non-uniform mesh to have a better refinement close to
the surface.
In the first part, we consider radiation/flow coupling illustrated in Fig. (6.1),

which we call hereafter as “flow solver”. In this coupling, the stagnation-line
solver provides the thermo-chemical state of the flow field to the radiation
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solver, after a certain number of iterations. In turn, the RTE-1D solver re-
turns the radiative and chemical source terms. At the first coupling iterations,
the radiative source terms might introduce some instabilities to the governing
equations. Hence, we apply the under-relaxation of the explicit radiative source
term suggested by Chambers [59], such that,

Srad,p∗+1 = rfactS
rad,p + (1− rfact)S

rad,p+1, (6.3)

where the relaxation factor rfact = 0.5 of the p coupling iteration. We update
the radiative source terms after n = 150 flow iterations within the stagnation-
line solver. After a certain number of coupling iteration, when the flow field is
reaching a steady solution, Srad,p is equal to Srad,p+1.

Radiation
solver 
(chapter 5)

Stagnation-line
code (chapter 2)

converged?

After n 

iterations

no

Flow
solver

yes

Figure 6.1.: Procedure of the radiation/flow coupling. This coupling will be
mentioned hereafter as flow solver.

The second part considers the radiation/flow/material coupling illustrated
by Fig. (6.2). For the present analysis, we follow the coupling strategy of Chen
and Gökçen [63], Schrooyen et al. [226], referred to as implicit coupling. This
type of coupling allows for time varying boundary conditions into the material
solver from a time ti → ti+1 = ti + ∆t; and these boundary conditions are
linearly interpolated within the transient solution. The algorithm is:

1. pass the initial solution of the flow F and material M properties to the
material solver at ti;

2. solve the transient material field ti → ti + ∆t;

3. check if the surface temperature at ti + ∆t is 10 K less than the previous
coupling iteration;

4. if step 3 :
i. is true end the coupling between ti → ti+1; Fti+1 and Mti+∆t serve

as initial solution in step 1 for ti+1 → ti+2;
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ii. is false go to step 5 ;

5. solve the flow field using Mti+∆t as boundary condition;

6. update the piecewise linear boundary conditions Fti → Fti+1 .

We repeat this procedure for the full trajectory where ti → ti+1 represents
the transient material solution from one trajectory point to another.

Flow
Solver
ti+1

Material
solver (chapter 4)

ti + Δt

w

w

ww w

yes

no

Figure 6.2.: Procedure of the radiation/flow/material coupling. The flow
solver is described in Fig. (6.1).

6.3. Methodology to compute luminosity and heat
transfer coefficient

6.3.1. Heat transfer coefficient and luminous efficiency

This section shows the methodology we develop to derive the heat-transfer
coefficient and luminous efficiency from detailed simulations. The heat-transfer
coefficient, Ch, indicates the amount of kinetic energy of the meteor that is
translated to the surface of the body as heat. From the methodology presented
in this chapter, we are able to directly estimate the stagnation point heat flux
allowing us to define the heat-transfer coefficient as

Ch =
qconv + εqrad

in
1
2 ρ∞v

3
∞

. (6.4)
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The traditional luminosity equation for a non-decelerating body is given as

Iα = τα
v2
∞
2

dm

dt
, ∀ α ∈ {T, V,B,R}, (6.5)

where Iα represents the meteor luminosity and has the units of Watts, τα is
the unitless luminous efficiency, v∞ is the bolide velocity, and dm/dt is the
mass loss in kg s−1 (dm/dt =

∫
A
ṁvap dA, where A is the surface area of the

object). The index α in Eq. (6.5) concerns the luminosity in a specific band,
i.e., T represents the total spectrum, V the visible band, B the blue band,
and R the red band. The luminous efficiency represents the portion of kinetic
energy transformed into radiation (the deceleration is not considered), and
more specifically, Eq. (6.5) assumes that the radiation induced by the emission
of the evaporation products and that the atmospheric radiative mechanism are
negligible [42].
We write the original definition of the luminosity equation [55] to take into

account the average quantities from the SNB method (in Section C.4 we show
the derivation from the original equation):

Iα = 4πr2
∑
∆σ

α∆σ
σ I

∆σ

σ ∆σ, ∀ α ∈ {T, V,B,R}, (6.6)

where 4πr2 represents the radiative spherical volume. In Eq. (6.6), α∆σ
σ is the

UBVRI passband filter (taken from [22]) averaged over a narrow band; in the
case of α = T we don't apply any filter since T is the total intensity, thus,
T

∆σ

σ = 1.
The luminosity recorded by any observation device corresponds to the radia-

tive spectral flux from the meteor. Therefore, to represent this spectral flux,
we solve the RTE on a line of sight from the meteoroid stagnation point to
the ground. Moreover, since the surrounding environment can absorb the lu-
minosity, we include the atmospheric conditions on the RTE integration. The
spectral flux is,

F
∆σ

σ = πI
∆σ

σ

( r
R

)2

, (6.7)

where the last term on the right-hand side represents the solid angle [179]. At
R = 60 km altitude, the solid angle of a 1 m radiative volume is 3× 10−7 sr,
and therefore the RTE integration (I

∆σ

σ ) is done on a single ray.
The magnitude [0 mag] of the different bands is written from Eqs. (6.8)

to (6.10). These equations compute the apparent and absolute magnitude.
The difference between these two magnitudes is that the latter is computed by
setting R = 100 km in Eq. (6.7). The constant after the integral is taken from
Bessell [22], Bessell et al. [23] and Allen [5] based on Vega magnitude, denoted
conventionally as

V = −2.5log

(∑
∆σ

V
∆σ

σ · F∆σ

σ ∆σ

)
− 13.72, (6.8)
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B = −2.5log

(∑
∆σ

B
∆σ

σ · F∆σ

σ ∆σ

)
− 13.22, (6.9)

R = −2.5log

(∑
∆σ

R
∆σ

σ · F∆σ

σ ∆σ

)
− 13.76. (6.10)

Ceplecha [52] provides the following equation to transform the UBVRI into
the panchromatic system and to compute the photographic magnitude Mp of
meteoroid entry

Mp = V + 0.62(B − V )− 0.52(V −R). (6.11)

The photography and visual intensity in 0 mag units is expressed as,

I?α = 10−0.4Mα , α = p, V , (6.12)

[259], and the luminous efficiency with mag erg−1 s units,

τ?α =
I?α
IT
τT , α = p, V , (6.13)

where IT is computed by Eq. (6.6) and τT by Eq. (6.5).

6.3.2. Application of the methodology
Based on detailed simulations — for which flow, ablation, and radiation are cou-
pled — it is possible to derive the coefficients used in the single body theory
and to gain more in-depth knowledge on the meteor phenomenon, as opposed
to analysis of observations alone. The physics behind this phenomenon are
sensitive to numerous parameters, such as the size, trajectory, and composi-
tion of the bolide. In this section, we explore some of these parameters, and
we derive absolute magnitude, heat transfer, and luminous efficiency from de-
tailed simulations. Moreover, we compute the spectra observed from ground
spectrometers by solving the RTE on a line of sight from the stagnation point
to the ground.
We divide the results section into two parts. In the first part, we present

an application of the methodology to study iron and H5 chondrites of two
different sizes (0.1 and 1 m radius) and at two different altitudes (60 and 50
km), with a velocity of 15 km s−1. Within this study, we analyze the non-
equilibrium effects in the flow due to radiation, and then we derive absolute
magnitude, heat-transfer, and luminous efficiency. In the second part, we apply
our methodology to study the entry of the Lost City bolide [170], at 70, 60, 50,
and 40 km, and compare the derived absolute magnitude with the observations.

6.3.2.1. Flow field analysis

The magnitude of the light curves is correlated with the size of the incoming
object, which means that the radiation effects are stronger for larger objects.
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A strong radiative field induces non-equilibrium effects, especially in the free-
stream where radiation can ionize and dissociate the flow. Moreover, at the
typical regimes of meteoroid entry, the surface temperature highly depends on
the incoming heat flux due to the radiative emission from the shock layer. Fig-
ures (6.3a) and (6.3b) show the temperature along the stagnation streamline
for two H5 chondrites at 50 km altitude with different sizes (1.0 m on the left
and 0.1 m on right). The surface temperature is approximately the same for
both objects due to an energetic balance of incoming heat flux and mass re-
moval, meaning that higher heat flux results in a higher evaporation rate (see
Table (6.2)). The vapor layer in front of the surface is characterized by a small
increase in temperature (around 2000 K for the 1.0 m radius) followed by a
shock layer in thermal equilibrium, where the translational and internal tem-
peratures reach more than 14000 K. The shock is located at 80 mm and 7 mm
for the 1 and 0.1 m bodies, respectively. Upstream from the shock, a substantial
departure from thermal equilibrium is observed with an increase of the internal
temperature. The excitation of the internal modes is due to the radiated en-
ergy from the shock layer, resulting in a decrease of temperature at the shock
layer and boundary layer. The sudden equilibrium of T and T ve upstream in
Figs. (6.3a) and (6.3b) are artifacts of the boundary condition, but due to the
large computation domain the shock layer results are unaffected. Moreover,
at the free-stream, the energy transfer between the internal and translational
mode (via VT energy transfer) leads to an increase of the translational tem-
perature. The emission of photons leads to photochemistry reactions forming
ionized and dissociated species at the free-stream (see Figs. (6.3c) and (6.3d)).
From the radiative heat flux at the wall (Table (6.2)) and the level of non-
equilibrium in the free-stream, it is reasonable to conclude that the radiative
emission is stronger for the 1 m object because of the size of the shock layer.

Under the conditions reported in this chapter, the increase of the surface
temperature induces intensive evaporation of the meteoroid, forming a vapor
layer in front of the surface. Figures (6.3e) and (6.3f) show the vapor layer
composed mostly by evaporation products, which extends to 35 mm for the
larger and 2.4 mm for the smaller bolide. Moreover, the low dissociation energy
of the alkali metals leads to evaporation in the form of atoms or diatomic
molecules, as in the case of Na and SiO. As the temperature increases in the
vapor layer (Fig. (6.3a)), the SiO dissociates into Si and Na ionizes into Na+.
Although K is a volatile, its low composition in the condensed phase results in
a residual presence in the gas phase. The refractory elements such as Ca, Al,
and Ti have low vapor pressure, and therefore they are not present in the gas
phase. The vapor layer is formed due to the strong blowing of evaporation gases
pushing the air upstream. Furthermore, this vapor layer blocks the convective
heat flux at the surface (in Table (6.2) the convective heat flux is a small
contribution to the total heat flux). As reported by [55], we identify the main
spectrum as the radiative excitation of the atoms in the vapor layer (Figs. (6.3e)
and (6.3f)) and the secondary spectrum corresponds to the radiative excitation
of the atoms in the shock layer (Figs. (6.3c) and (6.3d)). This identification
consists of the temperature results where the main spectrum contains elements
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(a) Temperature profile of the 1.0 m ra-
dius at 50 km altitude: T , T ve.

(b) Temperature profile of the 0.1 m ra-
dius at 50 km altitude: T , T ve.

(c) Composition of the air species of the
1.0 m radius at 50 km altitude.

(d) Composition of the air species of the
0.1 m radius at 50 km altitude.

(e) Composition of the evaporation prod-
ucts of the 1.0 m radius at 50 km altitude.

(f) Composition of the evaporation prod-
ucts of the 0.1 m radius at 50 km altitude.

Figure 6.3.: Flow field results along the stagnation streamline of the H5 chon-
drite.
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at a temperature of ≈ 3000 K, and the secondary spectrum contains elements
of ≈ 14000 K as found by Borovička [30, 37].
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Table 6.2.: Parameters concerning the SEB and SMB on the H5 chondrite.

Alt. Rad. Tw ṁvap εqrad
in qcond εσT 4

w ṁvapLheat

[km] [m] [K] [kg s−1 m−2] [MW m−2] [MW m−2] [MW m−2] [MW m−2]

50 0.1 3352.9 5.3 34.56 3.35 6.09 31.82

50 1.0 3354.6 8.7 56.19 1.92 6.1 52.01

60 0.1 3103.9 0.8 8.52 0.95 4.48 5.0

60 1.0 3110.1 2.3 17.36 0.78 4.51 13.64
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Figure (6.4) shows the temperature profile (left figure) and the ablation com-
position (right figure) of a 1 m iron bolide at 50 km altitude with an entry ve-
locity of 15 km s−1. Figure (6.4b) shows that the vapor layer near the surface
is composed of pure iron which partially ionizes further upstream. Compared
to Fig. (6.3a), Fig. (6.4a) shows a similar temperature profile at the shock layer
and the free-stream. This behavior suggests that the precursor effect is mainly
sensitive to the entry conditions and the size of the object, and not to its com-
position. On the other hand, a thermal non-equilibrium is present in the vapor
layer of the iron bolide (Fig. (6.4a)) due to energy transfer from electron-impact
ionization reactions. Even though the mole fraction of the electron in the vapor
layer is similar for both the H5 and iron, the energy transfer due to ionization
reactions is higher for the iron bolide. This study (see Table (6.3)) reveals that
the surface temperature is similar for bolides at the same altitude, and that
the convective heat flux is negligible compared to the radiative heat flux, as for
the H5 case. Also, in comparison with H5, the evaporation rate is higher for
lower surface temperatures due to a higher equilibrium vapor pressure of pure
iron for lower temperatures.
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(a) Temperature profile of the 1.0 m radius at 50
km altitude: T , T ve.

(b) Composition of the evaporation products of the
1.0 m radius at 50 km altitude.

Figure 6.4.: Flow field results along the stagnation streamline of the iron
meteoroid.
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Table 6.3.: Parameters concerning the SEB and SMB from the iron meteoroid.

Alt. Rad. Tw ṁvap εqrad
in qcond εσT 4

w ṁvapLheat

[km] [m] [K] [kg s−1 m−2] [MW m−2] [MW m−2] [MW m−2] [MW m−2]

50 0.1 3265.3 6.0 40.9 0.11 5.48 36.77

50 1.0 3276.8 12.0 78.8 0.01 5.58 73.2

60 0.1 2985.8 1.1 9.63 0.78 3.83 6.41

60 1.0 3006.2 2.9 20.85 0.01 3.94 17.45
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Figure 6.5.: Radiative heat flux along the stagnation streamline 1.0 m radius
at 50 km: The solid line represents iron, and the dashed line represents H5
chondrite.

For the study presented here, the radiative heat flux is the major contribution
to the total heat flux (see Tables (6.2) and (6.3)). The convective heat flux has
a small contribution to the total heat flux due to the high ablation rate, leading
to a temperature plateau where the vapor layer is located, and therefore the
gradients of composition and temperature are small. For the iron case, the
radiative heat flux into the wall is more significant due to a smaller radiative
absorption in the boundary layer. Figure (6.5) shows the radiative heat flux
vector qrad(r) along the stagnation streamline. A negative value represents a
radiative heat flux towards the surface, and a negative slope corresponds to
the absorption of the participating medium. In contrast, a positive slope of
the radiative heat flux corresponds to emission. Close to the surface, the H5
chondrite shows a steeper negative slope, meaning that the absorption in the
boundary layer is larger than the iron case. The small deviation of the radiative
heat flux above 60 mm is due to the difference in the stand-off shock-distance
between the H5 chondrite and the iron case. Since the pure iron gas density
at the surface is higher than the H5 chondrite, the blowing velocity for both
cases is similar, and this is why the stand-off shock-distance is comparable for
both cases.

6.3.2.2. Meteor coefficient from the flow field

The detailed flow field allows us to retrieve the heat-transfer coefficient, the
luminous efficiency, and the observed absolute photographic magnitude. We
recall that the latter is modeled by integrating the RTE over a line of sight from
the stagnation point to the ground. It is necessary to consider the atmospheric
conditions along the line of sight because the atmospheric O2 Schumann-Runge
[184] absorbs part of the light. For the photographic magnitude in Eq. (6.11),
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we use the UBVRI filters from Bessell [22] to compute the corresponding spec-
tral intensity in the red, visible, and blue passband ranges. The difference
between the photographic magnitude and the visual magnitude defines the
color index CI, which quantifies the observed color of a meteor during entry.
Figure (6.6a) shows the red, visible, and blue spectral intensity for the case

presented in Fig. (6.3a). The results shown in Table (6.4) concern the magni-
tude in the different ranges for the entire H5 study from which a CI > 0 is
estimated, contradicting the observations of this type of bolide ([54, 121, 214]).
The strong red and visible passband emission are due to the spectral inten-
sity of Na (see Fig. (6.6c)) resulting from its composition in the vapor layer.
Borovička and Betlem [32] attributes a CI < 0 to the emission of CaII lines in
the blue passband. The models presented in this chapter are unable to predict
the presence of Ca because the vapor pressure computed from MAGMA is O(4)
lower than the volatile at these conditions (Na), and therefore the evaporation
of this element is negligible. In conclusion, CI > 0 because of the absence of
Ca and the low content of Fe and Mg combined with the strong presence of
Na.
Figure (6.6c) shows the spectral intensity of each evaporated atom while

Fig. (6.6b) shows the air species. In the visible range (between 12500 and
25000 cm−1) the spectrum is dominated by O, N, and Na, while Si, Fe, and
Na+ are more intense in the UV region. In the near-infrared, the spectrum is
mainly dominated by Na, N, and O and above 70000 cm−1, only O, N, O+ and
N+ are found.

Table 6.4.: Total intensity and absolute light magnitude obtained from the
H5 chondrite.

Alt. Rad. IT/1014 V (B-V ) (V -R) Mp

[km] [m] [erg s−1] [mag] [mag] [mag] [mag]

50 0.1 3.88 -8.45 1.27 0.71 -8.03

50 1.0 90.1 -14.59 0.98 0.70 -14.24

60 0.1 1.22 -7.36 1.54 0.84 -6.85

60 1.0 21.0 -12.65 1.00 0.95 -12.52

Figure (6.7a) shows the spectral intensity through the different filters for the
iron bolide case presented in Fig. (6.4). In this case, the blue passband is more
intense than the H5 chondrite (see Table (6.5)) because of the spectral intensity
of Fe in Fig. (6.7c). We recall that the vapor layer is mostly composed of pure
Fe with a small trace of Fe+. The emission of Fe+ is outside the range observed
by the photographic cameras. As a consequence of the strong Fe emission, the
CI turns negative for all the cases simulated on the iron bolide, as shown in
Table (6.5).
The total intensity in Eq. (6.6) is obtained by integrating the total spectral
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(a) Comparison between the total spectral
intensity ( ) with the blue ( ), visible
( ) and red ( ) passband.
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(b) Spectral intensity of the air atomic lines:
N, N+, O, O+, total.
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(c) Spectral intensity of the atomic lines
concerning the most abundant evaporation
products: Si, Mg, Mg+,
K, Fe, Fe+, Na, Na+,
total.

Figure 6.6.: Narrowband spectral intensity of the 1.0 m radius of the H5
chondrite at 50 km altitude.
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(a) Comparison between the total spectral in-
tensity ( ) with the blue ( ), visible ( )
and red ( ) passband.
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(b) Spectral intensity of the air atomic lines:
N, N+, O, O+, total.
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(c) Spectral intensity of the evaporation
atomic lines: Fe, Fe+, total.

Figure 6.7.: Narrowband spectral intensity of the 1.0 m radius of the iron
meteoroid at 50 km altitude.
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Table 6.5.: Total intensity and absolute light magnitude obtained from the
iron meteoroid.

Alt. Rad. IT/1014 V (B-V ) (V -R) Mp

[km] [m] [erg s−1] [mag] [mag] [mag] [mag]

50 0.1 4.35 -8.44 -0.75 -0.20 -8.80

50 1.0 92.6 -14.09 -0.29 0.09 -14.32

60 0.1 1.37 -7.14 -0.77 -0.11 -7.56

60 1.0 22.3 -12.30 -0.43 0.06 -12.59

intensity shown in Figs. (6.6a) and (6.7a). We highlight the fact that term
r in Eq. 22 corresponds to a distance whereby the radiative power is zero,
which is approximately double the sphere radius. From the visual and photog-
raphy magnitude (Tables (6.4) and (6.5)), one can estimate the corresponding
intensity from Eq. (6.12) and the luminous efficiency from Eq. (6.13). Ta-
ble (6.6) shows the different luminous efficiency (a negative CI corresponds to
a log τp− log τv > 0 and vice-versa) and the heat-transfer coefficient (Eq. (6.4))
for all cases presented here. Our results allow us to conclude that the luminous
efficiency does not depend only on the velocity, as is typically assumed, but on
the size, composition, and altitude. Although our definition of Ch is different
from that of [130], we estimate similar values for the H5 chondrite. Table (6.6)
also shows that the heat-transfer coefficient for iron is higher than that for H5
chondrite due to a higher total heat flux entering the iron surface (Table (6.3))
compared to that entering H5 (Table (6.2)).

6.3.3. Luminosity of the Lost City bolide

We simulate the flow field of the bolide at four trajectory points (70, 60, 50
and 40 km). We consider a constant radius (∼ 0.23 m) and velocity (∼ 14.15
km s−1) according to the results of Ceplecha and ReVelle [54]. The same
methodology as in the previous section is used to compute the radiative in-
tensity and the absolute magnitude from the flow field.
Figure (6.8) shows the comparison of the observed absolute magnitude with

the numerical results; here the observation error is less than 0.5 mag ([54, 170]).
The absolute magnitudeMp shows a small deviation from the observation. This
deviation motivates a different approach to treat the evaporation boundary con-
ditions, which disregard the evaporation of volatiles. In other words, the total
vapor pressure is obtained from MAGMA, and the species vapor pressure is
computed via Dalton's laws, forcing the composition of the alkali metals at the
surface to be the same as in Table (3.1). This enforcement of the composition
follows a more qualitative rather than a quantitative treatment of the boundary
condition since it disregards the evaporation of volatiles. Nonetheless, when we
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Table 6.6.: Luminous and heat transfer coefficient obtained from the H5 chon-
drite and the iron meteoroid.

Type Alt. Rad. log τ?v log τ?p Ch/10−2

[km] [m] [mag erg−1 s] [mag erg−1 s]

H5

50 0.1 -11.42 -11.59 2.3

50 1.0 -11.25 -11.35 3.52

60 0.1 -11.08 -11.28 1.95

60 1.0 -11.40 -11.45 3.73

Iron

50 0.1 -11.54 -11.39 2.56

50 1.0 -11.59 -11.50 4.78

60 0.1 -11.33 -11.16 2.09

60 1.0 -11.67 -11.55 4.39

estimate the absolute magnitude (Mp,equil) using this modified boundary con-
dition, we obtain better agreement with the observations. The standard and
modified boundary conditions predict the evaporation of different species from
the material which affects the flow field around the bolide. Figure (6.9) shows
the flow field of Lost City bolide at 50 km; the left and right columns correspond
to the simulation with the standard and the modified boundary conditions, re-
spectively. The two top figures show the temperature along the stagnation
line, where no significant differences are observed, and the two bottom figures
show the composition of the evaporated species (see also Table (6.7)). In the
left figure (standard boundary condition), the two major species in the flow are
SiO and Na, followed by the presence of small amount of Fe and Mg. Molecules
of SiO and Na dissociate and ionize further downstream creating Si and Na+.
The volatile nature of Na leads to a substantial amount of this species being
present in the flow, differently from the species formed by Ca. In the right
figure, the modified boundary condition estimates SiO2, MgO, and FeO as the
major species. This figure also shows traces of Ca, which were not present in
the previous example, and the composition of Na decreases significantly.
The difference of the absolute magnitude in Fig. (6.8) is a consequence of

the species generated by both boundary conditions. The modification of the
boundary condition impacts the flow field around the Lost City bolide and its
spectra calculation. In the standard boundary condition case, the abundant
presence of Na (Fig. (6.10c)) leads to a strong spectral intensity in the red and
visible range (Fig. (6.10a)), meaning that the color index is positive. Moreover,
the presence of a relatively small amount of Fe and Mg leads to a weak intensity
in the blue region. The weak intensity of the blue region is also explained by the
lack of Ca and Ca+, which are strong radiators in this range [32]. On the other
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Figure 6.8.: Absolute magnitude luminosity of the Lost City bolide; compar-
ison between the observations and the numerical results using standard (Mp)
and modified boundary conditions(Mp,equil) : (gray area) observations with
uncertainty, • Mp, F Mp,equil.

hand, when the modified boundary condition is used, the color index becomes
negative which is due to a stronger emission in the blue region (Fig. (6.10b))
caused by the presence of Mg, Fe, Ca, and Ca+. Figure (6.10d) shows a strong
emission of these atoms from 200000 to 300000 cm−1. In this case, the presence
of Ca and Ca+ is clearly identified, confirming several spectroscopy observations
from meteor observation [30, 32, 37]. Finally, the discrepancy between the
observations and the numerical simulations might be attributable to the fact
that we are not considering the wake. The work of Johnston and Stern [128]
shows that the wake contributes significantly to the radiative flux observed
from the ground for Tunguska-type bolides.
These results appear counterintuitive because, on one hand, we present a

physical boundary condition (standard boundary condition) that overestimates
the composition of Na and cannot predict the appearance of Ca, and on the
other hand, we have a boundary condition (modified boundary condition) which
does not distinguish the evaporation of volatile and refractory elements but
provides a better qualitative agreement with the spectroscopic measurements.
This contradiction could be explained by considering that the molten surface
breaks up into small droplets which completely evaporate in the trail. The
break up of the molten layer into small droplets was explored by Capek et al.
[47], where the author was able to replicate the light curves of iron meteoroids
by fitting the luminous efficiency. Nonetheless, spraying of the molten layer
seams to be the most plausible explanation for the appearance of refractory
elements in the spectra, as was also the conclusion of Borovička [37]. The
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(a) Temperature profile at 50 km alti-
tude with the standard boundary condi-
tion: T , T ve.

(b) Temperature profile at 50 km alti-
tude with the modified boundary condi-
tion: T , T ve.

(c) Composition of the evaporation prod-
ucts at 50 km altitude with the standard
boundary condition.

(d) Composition of the evaporation prod-
ucts at 50 km altitude with the modified
boundary condition.

Figure 6.9.: Flow field results along the stagnation streamline of the Lost
City; comparison of the standard and modified boundary conditions.
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(a) Comparison between the total spec-
tral intensity ( ) with the blue ( ),
visible ( ) and red ( ) passband re-
sulting the standard boundary condition.

(b) Comparison between the total spec-
tral intensity ( ) with the blue ( ),
visible ( ) and red ( ) passband re-
sulting the modified boundary condition.

(c) Spectral intensity of the atomic lines
concerning the most abundant evapora-
tion products computed from the stan-
dard boundary condition: Si, Mg,

Mg+, K, Fe, Fe+,
Na, Na+, Ca, Ca+, to-
tal.

(d) Spectral intensity of the atomic lines
concerning the most abundant evapora-
tion products computed from the modi-
fied boundary condition: Si, Mg,

Mg+, K, Fe, Fe+,
Na, Na+, Ca, Ca+, to-
tal.

Figure 6.10.: Narrowband spectral intensity of the Lost City at 50 km alti-
tude; comparison of the standard and modified boundary condition.
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rationale proposed here can also be supported by the experimental spectra of
[76], which does not consider the spraying of the molten thickness. From the
high-resolution spectra, these latter authors observed an overestimation of Na
with respect to Fe and Mg and a weak intensity of refractory Ca.
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Table 6.7.: Parameters concerning the SEB and SMB on the Lost City.

Type Alt. Rad. Tw ṁvap εqrad
in qcond εσT 4

w ṁvapLheat

[km] [m] [K] [kg s−1 m−2] [MW m−2] [MW m−2] [MW m−2] [MW m−2]

Standart

40 0.23 3616.9 19.7 119.7 8.81 8.25 120.34

50 0.23 3353.8 6.1 40.63 2.79 6.1 37.37

60 0.23 3105.4 1.0 9.47 0.8 4.48 5.8

70 0.23 2748.0 0.06 1.5 1.63 2.75 0.38

Equil

40 0.23 3738.7 25.6 165.72 0.1 9.42 156.42

50 0.23 3429.1 6.6 46.95 0.0 6.66 40.33

60 0.23 3159.6 1.1 10.97 0.23 4.8 6.41

70 0.23 2669.7 0.1 1.53 1.49 2.45 0.57
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6.4. Lost City radiation/flow/material coupling

In this section, we apply the implicit coupling of radiation/flow/material to
study the Lost City bolide trajectory. We focus on the trajectory between 60 km
to 53 km – with an interval of 1 km from a point to another – with a constant
velocity of 14.15 km s−1[54]. We estimate the initial conditions at 60 km by
iterating the implicit coupling until the surface temperature reaches a steady
state. The density of the material is 3160 kg m−3 and the thermochemical
properties are the same as Chapter 4.
Figure (6.11) compares the variation of mass along the trajectory with the

dynamic mass derived from observations [54]. Both results agree well at the first
trajectory points, and it slightly deviates bellow 57 km, where the numerical
results underestimate the ablation. Both models estimate a low mass loss in
this part of the trajectory. The observations suggest that most of the mass loss
occurs below 40 km due to fragmentation.

54565860
altitude, km

156

158

160

162

mass, kg

observations

numerical results

Figure 6.11.: Variation of the Lost City mass along the trajectory. Com-
parison between the numerical results and the dynamic mass derived from
observations.

Figure (6.12) shows the different contributions of mass removal along the
trajectory. The removal of mass due to shear forces is the primary source
of ablation above 54 km, whereas the evaporation rate becomes dominant at
53 km. The evaporation rate increases at lower altitudes due to a surface tem-
perature rise shown by Fig. (6.15a). The increase of the evaporation rate leads
to a thinner molten layer shown by Fig. (6.14).
The rise of the surface temperature results from the increase of the radiative

heat flux at the surface εqrad
in , shown by Fig. (6.13a). The free-stream properties

considering an entry with an angle to the zenith of 52° [102] at this velocity, the ∆t=0.11 s
from a trajectory point to another ( in Fig. (6.2))
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Figure 6.12.: Mass removal along the trajectory of the Lost City.

increase with the lowering of the altitude, leading to stronger shock jump con-
ditions. This increases of physico-chemical properties in the shock layer lead
to a more energetic radiative field, therefore explaining the increase of εqrad

in .
The conductive heat flux decreases due to the increase in the evaporation rate.
The blowing of the evaporation gases leads to a vapor layer, decreasing the
temperature gradient at the surface, as shown in Section 6.3.2.
Figure (6.13b) shows the average shear forces, which causes molten layer

removal, increasing along the trajectory due to an increase of the free-stream
pressure. Despite the increase of the aerodynamic forces, the melting mass
removal tends to an asymptotic value. This effect is owed to a decrease of the
molten thickness cause by a stronger evaporation rate, Fig. (6.14).
Figure (6.15b) shows the temperature inside the material, and each curve

corresponds to a trajectory point. One observes a large temperature gradient
close to the surface while the core remains unaltered (Fig. (6.15a)). This large
temperature gradient at the surface is a combination of the low material thermal
diffusivity and the large mass removal [65].
Interestingly, the surface temperature and, subsequently, the evaporation

rate is lower than the results shown in Section 6.3.3, for the same conditions.

6.5. Conclusion

In this chapter, we have tackled the meteor phenomena by assembling all the
models developed previously. As a case study, we have applied our models to
the entry of the Lost City bolide. We have chosen this bolide because it suffered
fragmentation below 40 km, meaning that we could test our models above this
altitude up to the continuum limit.
An the beginning of the chapter, we have established a methodology to derive

luminous efficiency and heat transfer coefficients used in heuristic models by
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(a) Heat flux contributions to the SEB.
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(b) Shear forces contribution to the removal of the
molten material.

Figure 6.13.: Boundary conditions from the flow to the material solver along
the trajectory of the Lost City bolide.



6.5. Conclusion 185
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Figure 6.14.: Material molten thickness of the Lost City along the trajectory.

meteor astronomers. This method also allows one to simulate the corresponding
spectrum observed by the ground spectrometers thanks to a detailed description
of the flow field, which cannot be exploited by the single-body theory. We have
noticed that the luminous efficiency depends on all of these parameters, and not
only on the velocity as the classical theory typically assumes. The bolide size
and altitude determine the shock layer radiative intensity and, consequently,
the intensity of the luminosity. When we have applied this approach to the
Lost City case, the results indicate a more prominent color index than the one
inferred from observations. We believe that this discrepancy in the color index
is due to the evaporation of droplets arising from the molten material.
At the end of the chapter, we couple the radiation/flow/material, and we

analyze part of the Lost City trajectory. We have examined a much lower
evaporation rate than the results shown in the first part for the same conditions,
supporting the importance of material/flow coupling for this bolide. Moreover,
the removal of the liquid layer is the dominant source of ablation for most of
the trajectory. Additional processes might be missing from our analysis, such
as the mass removal due to the inertial forces that might explain the small
discrepancy between our findings and the observations. Nevertheless, these
results support the conclusion made from the first part where we believe that
the appearance of refractory elements is owed to the evaporation of droplets in
the wake, also suggested by Borovička [37], Capek et al. [47], Girin [93]. It is
essential to stress that for asteroid type bolides, the εqrad

in will be so large that
the liquid layer might evaporate immediately without being removed. Although
the vapor layer created in front of the surface shields the body from convective
heating, the radiative heat flux drives the evaporation of the surface. The
intense evaporation caused by radiative heating forms the vapor cloud observed
during a fireball and bolide entry.
This chapter raises several questions and possible paths to better understand
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(a) Surface and core temperature along the trajec-
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(b) Temperature profile along material for the dif-
ferent trajectory points.

Figure 6.15.: Material temperature of the Lost City.
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the ablation of meteors. For instance, a multidimensional computational fluid
dynamics (CFD) solver would be needed to study the effect of droplet evap-
oration on the wake. Nevertheless, the work developed in this chapter can
be applied to deduce the composition and the bolide's size at a reasonable
computational cost.





CHAPTER 7

Conclusions and Perspectives

The seeker after truth is not one who studies the writings of the ancients
and, following his natural disposition, puts his trust in them, but rather
the one who suspects his faith in them and questions what he gathers
from them, the one who submits to argument and demonstration and not
the sayings of human beings whose nature is fraught with all kinds of
imperfection and deficiency. Thus the duty of the man who investigates
the writings of scientists, if learning the truth is his goal, is to make
himself an enemy of all that he reads, and, applying his mind to the core
and margins of of its content, attack it from every side. He should also
suspect himself as he performs his critical examination of it, so that he
may avoid falling into either prejudice or leniency.

— Ibn al-Haytham

For several decades, understanding the meteor phenomenon has been based
on the correlation between observations and simplified models. However, these
models lump most of the physics, disabling the detailed comprehension of the
phenomenon. Interest in this problem has been growing substantially over
the last ten years, especially after the Chelyabinsk event. This event raised
awareness within the general population of the threat associated with asteroid
entry. Since then, the scientific community is making an effort to improve
the legacy models and to shift towards detailed simulations. It is a complex
problem since it involves many of physical aspects, such as multi-phase and non-
equilibrium flows. To date, the most detailed simulations either lack accurate
physico-chemical models or do not address all the phenomena in meteoroid
entry.
In this regard, we have identified two specific objectives at the beginning of

the thesis. In the next section, we address the contributions to each objective
and the limitations of the models developed. Afterward, we recommend some
possible improvements to the models, as well as suggestions for future studies.

7.1. Contribution of this work

It is essential to recall that this work focus on a quasi-1D analysis of the flow.
This analysis implies that the meteoroid has a perfectly spherical shape, and
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it does not fragment. Moreover, we do not study the trail of the meteoroid.
Finally, we only considered H5 chondrites and iron meteoroids, but in principle,
our models can be extended to any other class of meteorites.
We recall that the meteor phenomenon involves a series of physical aspects.

Obj.1 is divided into sub-objectives, where we address the essential model-
ing features (evaporation, melting, and radiation). Obj.2 is an overarching
application of the models that can be used to interpret observations.

Development of the models to study the meteoroid thermal
ablation in the continuum regime (Obj.1)

a) Derivation of evaporation & melting models to study the mate-
rial ablation.

The accuracy of the ablation simulation (evaporation & melting) strongly
relies on the gas-phase physico-chemical models. This aspect has been ad-
dressed in Chapter 2, where state-of-the-art thermodynamic, transport, kinetic,
and energy transfer models for hypersonic flows have been presented. These
models are implemented within the open-source Mutation++ library, and they
are accessible to the community. As the main contribution of Chapter 2, we
have integrated necessary data for metals such as Fe, Mg, Al, Na, Ca, K, Ti
into the library. One contribution is the reduction of the atomic energy levels
for metals, allowing for fast computation of the thermodynamic properties. It
was essential to consider all levels in order to have an accurate evaluation of
their thermodynamic properties. This reduction has proven to be useful since
metallic species contain hundreds of electronic levels. Moreover, we have in-
cluded collision integral data for the metallic species relevant to the calculation
of transport properties. The review of the collision integral parameters was
a complicated task due to the scarcity of data for the Lennard-Jones poten-
tial. The collected data in this thesis is an essential step for future meteor
studies. This step will allow the community to build precise models based
on high-fidelity data and algorithms relevant to hypersonic flows. Finally, in
this chapter, we have presented a transfer of knowledge from well-established
models developed for re-entry flows to meteor applications. Ultimately, these
models have a substantial impact on the flow and ablation description of the
meteor phenomenon.
The evaporation models have been addressed in Chapter 3. In this chap-

ter, we have extended the chemical equilibrium models, typically utilized in
the engineering community, to multiple evaporation elements. This is a sig-
nificant improvement compared to the model developed by Milos and Chen
[177], since they constrain the elemental evaporation hindering the volatiliza-
tion. Although these models are widely used to design carbon-based ablators,
they lose their purpose when applied to evaporation problems. Evaporation
is intrinsically a non-equilibrium phenomenon. A significant contribution to
this thesis is the development of chemical non-equilibrium evaporation models,
which account for rarefied effects (translational non-equilibrium). This class of



7.1. Contribution of this work 191

models is more accurate than the equilibrium alternative since they evaluate
the evaporation/condensation rate. We have shown that equilibrium models
overestimate the evaporation rate substantially compared to non-equilibrium
evaporation. Leveraging on the evaporation models established by the kinetic
theory community, and starting from the work of Ytrehus and Østmo [279],
we have built a kinetic-based model for multiple atomic species. This model
considers the jump of thermodynamic properties across the Knudsen layer.
We have compared the model outcome with a solution obtained by means of
the Direct Simulation Monte Carlo (DSMC) method, an excellent agreement
has been observed. Moreover, we have compared the developed model with
the well-known Hertz-Knudsen theory – extensively used for evaporation prob-
lems – a significant deviation has been remarked. The kinetic-based model has
shown a temperature jump to 30% between the surface and the edge of the
Knudsen layer. This temperature jump might be significant for extreme me-
teoroid entry conditions where strong evaporation rates are expected. So far,
this kinetic-based model is restricted to the evaporation of atoms. To extend
this model to molecule evaporation, one would have to consider the depar-
ture from thermal equilibrium [85], i.e., a distinct Boltzmann distribution for
each internal mode. This effect might lead to different internal temperatures
at the edge of the Knudsen layer. Since the kinetic-based model is confined
to atom evaporation, we have used the Hertz-Knudsen theory for the rest of
the thesis. Finally, these evaporation models have been implemented into the
Mutation++ library as an addition of the Gas-Surface Interaction (GSI) mod-
ule designed by Bellas-Chatzigeorgis [19].

Chapter 4 focuses on the development of melting models. We have consid-
ered a single energy equation for both phases; i.e., the phase-transition is ac-
counted for by regularizing the thermodynamic properties across the solid/liq-
uid interface. This approach is called the enthalpy method, and it is widely
employed in phase-transition problems. We have simulated the shear of the
molten layer using Bethe and Adams [24] model as a starting point. The au-
thors have only considered the shear ablation of glass, and we have extended
it to the ablation at the stagnation point of any material type. Moreover,
we have derived a shear ablation model able to describe the overall material
degradation by averaging the aerodynamic forces along the surface. The un-
derlying assumption behind this averaging procedure is due to the tumbling
motion of the body, leading to uniform properties around the surface. We have
developed this simplified model considering that it is quite challenging to study
the material response for a full meteor trajectory with a 2-D Computational
Fluid Dynamics (CFD) solver. This task becomes even more challenging if one
considers coupled radiative transport. Nonetheless, we have made several as-
sumptions on the model derivation that must be assessed by comparing it to a
2-D material melting analysis. The shear ablation model disregards the inertial
terms in the momentum equation due to the low viscosity of the material. In
the case of metals, the viscosity is several orders of magnitude higher than glass
material; thus, neglecting the inertial terms might be a strong assumption. To
assess this assumption, one would require a 2-D analysis where the momentum
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equation is included. The main contribution of this chapter is the merging of
the phase-transition and shear ablation model and its application to meteoroid
ablation problems. The importance of devolving this model is twofold: i) recent
ground experiments have shown the relevant material melting and removal of
the molten layer ii) this phenomenon is poorly addressed in meteoroid ablation
models. The meteorites collected from the ground show flow structures that
derive from shear ablation. We have used this model to reproduce the Tam-
dakht H5 ordinary chondrite experiment carried out at NASA ARC [2]. In this
simulation, we have used the evaporation model built in Chapter 3, and, we
observed that its effect is negligible compared to the shear ablation process.
It is worthwhile to mention that the developed melting model disregards any
possible chemical reactions within the liquid phase. The reaction and diffusion
of chemical species within this phase might lead to a different composition at
the surface concerning the bulk material.

b) Application of a radiation model which is computationally in-
expensive and realistic for hypersonic flows.

An accurate description of the radiative field is paramount for meteoroid en-
try modeling. At extreme entry conditions, the surface evaporation is mostly
driven by radiative heating. Moreover, the luminosity observed during a me-
teor event is owed to the flow radiation. Simultaneously, coupling the flow field
with thermal radiation is a complicated task due to the inherent high compu-
tation cost. Chapter 3 indicates the details on the radiation model utilized
in this work. We leveraged the work by Soucasse et al. [238] and Scoggins [229]
on flow/radiation/ablation coupling, applying the Hybrid Statistical Narrow-
Band (HSNB) model to meteor applications. As the central development of
this chapter, we have included the radiative properties of metallic atoms to the
High Temperature Gas Radiation (HTGR) database. This model employs a
hybrid spectral reduction, which allows for fast computation of the radiative
flow field. The validity and accuracy of the HSNB model have been established
in prior works such as Lamet et al. [140] and the previous references. In this
chapter, we have used the model to assess the spectral features of flow simu-
lation. This flow simulation had the objective to replicate the El Hammami
H5 ordinary chondrite experiment, carried out at the von Karman Institute
for fluid dynamics (VKI) Plasmatron. We have observed a good agreement
between the numerical results and the experimental spectral data for the chon-
drite evaporation (Obj.1a) and the cork holder ablation. This result has given
us confidence that the evaporation model is predictive to a certain extent. The
poor spectral resolution combined with the strong emission of Na complicated
the accurate description of this line intensity. The element Na is an essen-
tial chemical element in meteoroid ablation due to its intense radiation during
flight. As a significant contribution, we have developed a consistent method-
ology to rebuild the high-enthalpy flow experiments with application to the
Plasmatron facility. This methodology allowed us to compare the simulated
spectral properties with the experimental data.
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Design of a methodology to relate the models with meteor
observations (Obj.2)

a) Comparison of the models with luminosity and dynamic mass
observations.

In Chapter 6 we have employed the models developed in this thesis to analyze
the Lost City bolide.
We have studied the luminosity of the bolide by coupling the flow, radia-

tion (Obj.1b) and evaporation (Obj.1a). By just examining the flow around
the object, we have obtained an excellent agreement with the observations car-
ried out by McCrosky et al. [170] and presented in Ceplecha [53]. Within our
simulations, we have considered photochemistry in the free stream due to pre-
cursor. For strong radiative fields at high altitudes, the precursor might lead to
O2 dissociation and ionization chemistry. This processes cause the departure
between the translational-rotational and internal temperature. A contribution
of the thesis was to devise a consistent energy source term due to the photodis-
sociation process. This contribution has proven paramount for the modeling
of the internal temperature at the free stream. To our best knowledge, the
formulation of this source term is novel. We recall that our approach is limited
to the simulation of the shock layer and ignores the wake modeling, which is an
abundant luminosity source. According to our simulations, the boundary layer
was mostly composed of SiO and Na, lacking the existence of refractory element
Ca. However, in-depth spectral observations of different incidents [31, 37] have
indicated the manifest presence of this element. On the other hand, ground
experiments of Loehle et al. [151], Helber et al. [113], Agrawal et al. [2], and a
detailed spectral analysis of Drouard et al. [76] have shown that the spectral
intensity of Ca is orders of magnitude smaller than the volatile intensity, such
as Na and K. We suspect that the measurement of Ca during the meteor event
results from the evaporation of droplets sheared away from the main body.
This latter suggestion has driven the coupling between material and flow to

quantify the mass loss due to shear ablation. We have correlated the overall
mass loss, evaporation & shear ablation (Obj.1a), with dynamic mass ob-
servations. We recall that the typical meteoroid ablation model disregards the
material degradation by shear ablation. This coupling is highly complex due
to the rapid change of the flow conditions during flight. Therefore, we have
focused on a small segment of the Lost City trajectory. We have obtained a
fair comparison with the observations. Throughout our analysis, we have as-
sumed that the body is tumbling, which leads to a uniform surface heat flux.
Unfortunately, it is impossible to assess this hypothesis from the observations.
If this latter inference is correct, then an additional mass loss term should be
included, due to the inertial loads which we are not considering. Nevertheless,
the outcome of our models has indicated that the shear ablation is prevalent
for most of the trajectory studied. The evaporation rate has risen with lower
altitude due to an increase in the radiative heating. These results also suggest
that the evaporation is the dominant process for faster and more prominent
objects, since the radiative heating is much larger, as shown in the work of
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Johnston et al. [130] and Johnston and Stern [128].

b) Derivation of the single-body theory coefficients from detailed
simulations.

Additionally, our models have enabled to derive luminous efficiency and
heat transfer coefficients for H5 ordinary chondrites and iron meteoroids.
We have computed similar heat transfer coefficients values similar to the ones
reported by Johnston et al. [130] for the H5 ordinary chondrite. The fact
that Mutation++ library centralizes algorithms and data allows studying the
meteoroid entry with different compositions. Moreover, this library is flexible
in the sense that it can be easily coupled to any CFD solver.
Finally, it is essential to mention that this coupling is novel in the community.

Several attempts have been made in the past but never with such modeling
detail. In this work, we could shift from the 0D correlations to predictive
engineering models. Moreover, we paved the way for future studies, which
might include fragmentation and spraying of the molten layer.

General remarks

In Table (1.3), we have highlighted some significant assumptions made through-
out this thesis. These assumptions were necessary owing to the complexity of
research milestones, mostly due to the multidisciplinary nature of the meteor
phenomenon.
One of the difficulties encountered in this work was the lack of thermo-

chemical data for the gas and material phases. Meteoroids are constituted of
several chemical components that are not well characterized in the literature
at these extreme conditions. One instance is the scarcity of chemical reaction
rate coefficients at high temperatures, which can substantially affect the flow
field. Another example is the absence of thermochemical properties for molten
materials, which also impact the shear ablation process.
A proper multidimensional material solver would be ideal for studying the

melting and the removal of the molten layer due to shear forces. Some ef-
forts, not presented in the manuscript, were made to develop further the mul-
tiphase model in the high-order CFD platform Argo considering its capability
to simulate the material and the flow in the same computational domain. The
complexity to account for physical details such as species diffusion and real
gas equation-of-state within the molten layer would require a dedicated thesis.
This would allow for better understanding of differential ablation and improved
insight into the elements depletion within the fusion crust.
In our multiphase model, we have assumed that the body is tumbling and

rotating fast. This assumption is a necessary condition to have a uniform heat
flux and molten layer, leading to the object's spherical recession. Although we
enforce this condition, the mass loss due to the inertial forces and the molten
layer's spraying has been ignored. These effects can be included in future
research endeavors, in particular to understand the space-debris mitigation
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process. One must also consider the potential consequences that the object
rotation might have in the surrounding flow possibly affecting the surface forces.
Finally, the most consistent approach to validate the thermal ablation model

is to have dedicated experiments for each physical aspect considered. For in-
stance, one could study the evaporation of materials with a low sublimation
point such as naphthalene or wax. To validate the melting model, one could test
the melting and shear ablation of a flat plate made of low melting temperature
material.

7.2. Future work and perspectives

The meteor phenomenon is an ideal candidate to develop basic research on the
material response in a hypersonic flow. These natural flight experiments pro-
vide abundant observational data due to their frequent occurrence. Combining
these data with the ground-experiments is an ideal validation tool for model im-
provement. The work established here benefits both from ground experiments
carried out by engineers and observations obtained by astronomers. It gives a
new perspective on the meteor phenomenon to both the meteor and aerospace
community, opening a horizon of possible investigation paths in meteor physics
and aerospace engineering.
Throughout the manuscript, we have highlighted the relevance of using accu-

rate models to describe the meteor phenomenon, and have stressed the multi-
physics inherent to this problem. We tackled the most important physical
features, but we made several approximations due to the problem's complex-
ity in this pursuit. In this work, we have studied different topics that can be
broadened in the framework of doctoral work. We have focused on the contin-
uum regime of the meteor entry, whereas the rarefied segment is another Ph.D.
research conducted by Bariselli [16].
We propose a series of suggestions that can be employed in engineering ap-

plications and meteor physics. The material modeling of meteoroids is highly
complex due to its composition. Meteoroids are formed by an oxide matrix
and metallic bands of ferronickel and iron sulfide minerals. Recent micro-
tomography analyses have shown the real-time decomposition of troilite (FeS)
[107]. To analyze the material degradation with a dedicated material solver –
such as Porous-material Analysis Toolbox based on OpenFOAM (PATO)[139],
Argo [44, 116, 225] or ICARUS [227] – would allow the following: i) study the
chemical reactions within the liquid layer; ii) understand the decomposition of
metallic bands to infer on the differential ablation process.
An outcome of Obj.2 was the plausible liquid fragmentation and spraying

within the wake. The dynamics of liquid layers is a challenging problem to
model. A possible path to tackle this problem is by solving both gas, liquid,
and solid phases in a unified approach. Henneaux et al. [114] has shown some
preliminary results towards that direction for space debris applications. This
technique can be extended to study the shear ablation of meteoroids. Moreover,
the spraying of particles in the combustion field is extensively studied using a
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moment method of the Boltzmann equation [131]. This approach could also
be utilized to analyze the liquid fragmentation within the meteor wake, which
permits the refractory elements’ comprehension.
Although the kinetic-based evaporation model developed in this thesis has

shown promising outcomes, it only considers the evaporation of atomic species.
Extending this model to molecules would allow us to understand the deviation
of internal modes at the edge of the Knudsen layer. Some results have been
obtained by Frezzotti [85] using the DSMC method, but this problem is still
open regarding the moment method of the Boltzmann equation. This approach
can also be broadened to study carbon-based ablators, which is essential for
Thermal Protection System (TPS) design.
The detailed models proposed in this section are not suitable to study me-

teoroid trajectories. Although they are rich in physics, their depth is a com-
putational burden. Therefore, reduced models that retain high-fidelity physics
and are computationally inexpensive should be sought. Lately, a significant
focus has been given to Machine Learning (ML) and Uncertainty Quantifica-
tion (UQ) methods to describe complex physical phenomena. Moreover, the
models shown in this thesis rely on several uncertain parameters. UQ would
allow us to do sensitivity analysis to understand the most critical parameters
and perform Bayesian inference to deduce those parameters from observations.
This thesis's outcome can also be applied to study the space debris degra-

dation in Earth's atmosphere. This topic has raised substantial awareness in
the last decade. Future generations of satellites will have to follow strict design
regulations to preserve the population on the ground. Moreover, we can em-
ploy the models developed in this thesis to detect the debris during their entry
phase.
Outside the hypersonic space re-entry realm, the welding processes of the

metallurgy industry could benefit from the models developed in this thesis.
The melting and evaporation models could be applied to mitigate the defects,
ensuring a longer material life. Another possible field is additive manufacturing,
from which these models could be applied with the same purpose as the previous
application. Additive manufacturing comprises different categories that focused
on the manufacturing of metal components subjected to high heat fluxes, such
as Powder Bed Fusion (PBF) and Directed Energy Deposition (DED).
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APPENDIX A

Physico-chemical properties

A.1. Chemical reactions

Table A.1.: Arrhenius parameters for the gas-phase chemical reactions,
kfr (T fr ) = AT βf exp

(
−θ/T fr .

)
No. Reaction A β θ ref

m, s,mol K

associative ionization (T fr = T, T br = T ve)
1. N + O NO+ + e– 5.30× 106 0.00 31 900 1
2. O + O O +

2 + e– 7.10× 10−4 2.70 80 600 2
3. N + N N +

2 + e– 4.40× 101 1.50 67 500 1
charge exchange (T fr = T, T br = T )

4. NO+ + O N+ + O2 1.00× 106 0.50 77 200 2
5. N+ + N2 N +

2 + N 1.00× 106 0.50 12 200 2
6. O +

2 + N N+ + O2 8.70× 107 0.14 28 600 2
7. O+ + NO N+ + O2 1.40× 10−1 1.90 26 600 2
8. O +

2 + N2 N +
2 + O2 9.90× 106 0.00 40 700 2

9. O +
2 + O O+ + O2 4.00× 106 0.09 18 000 2

10. NO+ + N O+ + N2 3.40× 107 −1.08 12 800 2
11. NO+ + O2 O +

2 + NO 2.40× 107 0.41 32 600 2
12. NO+ + O O +

2 + N 7.20× 107 0.29 48 600 2
13. O+ + N2 N +

2 + O 9.10× 107 0.36 22 800 2
14. NO+ + N N +

2 + O 7.20× 107 0.00 35 500 2
electron impact dissociation (T fr = T ve, T br = T ve)

15. N2 + e– N + N + e– 3.00× 1018 −1.60 113 200 1
heavy particle impact dissociation (T fr =

√
TT ve, T br = T )

16. N2 + M N + N + M 7.00× 1015 −1.60 113 200 1
M = N O 3.00× 1016

17. O2 + M O + O + M 2.00× 1015 −1.50 59 360 1
M = N O 1.00× 1016

18. NO + M N + O + M 5.00× 109 0.00 75 500 1

Continued on next page
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Table A.1 – Continued from previous page

No. Reaction A β θ ref
m, s,mol K

M = N O NO 1.00× 1011

19. SiO + M Si + O + M 4.00× 108 0.00 95 600 3
20. SiO2 + M SiO + O + M 4.00× 108 0.00 95 600 3
21. CN + M C + N + M 2.50× 108 0.00 71 000 10
22. CO2 + M CO + O + M 6.90× 1015 −1.50 63 275 10

M = C N O 1.40× 1016

23. CO + M C + O + M 2.30× 1014 −1.00 129 000 10
M = C N O 3.40× 1014

exchange (T fr = T, T br = T )
24. NO + O N + O2 8.40× 106 0.00 19 400 1
25. N2 + O NO + N 5.70× 106 0.42 42 938 1
26. Si + NO SiO + N 3.20× 107 0.00 1775 4
27. Si + O2 SiO + O 2.10× 109 −0.53 17 5
28. Fe + O2 FeO + O 1.3 × 108 0.0 10 200 6
29. Mg + O2 MgO + O 5.10× 104 0.00 0 7
30. NaO + O Na + O2 2.20× 108 0.00 0 8
31. Ca + O2 CaO + O 2.50× 108 0.00 7250 9
32. CO + C C2 + O 2.00× 1011 −1.00 58 000 10
33. CO + O O2 + C 3.90× 107 −0.18 69 200 10
34. CO + N CN + O 1.00× 108 0.00 38 600 10
35. N2 + C CN + N 1.10× 108 −0.11 23 200 10
36. CN + O NO + C 1.60× 107 0.10 14 600 10
37. CN + C C2 + N 5.00× 107 0.00 13 000 10
38. CO2 + O O2 + CO 2.10× 107 0.00 27 800 10

electron impact ionization (T fr = T ve, T br = T ve)
39. O + e– O+ + e– + e– 3.90× 1027 −3.78 158 500 1
40. N + e– N+ + e– + e– 2.50× 1028 −3.82 168 200 1
41. Na + e– Na+ + e– + e– 2.50× 1013 −0.82 59 600 3
42. Fe + e– Fe+ + e– + e– 2.50× 1028 −3.82 91 700 3
43. Mg + e– Mg+ + e– + e– 2.50× 1028 −3.82 88 700 3
44. Ca + e– Ca+ + e– + e– 2.50× 1013 −0.82 70 900 3
45. Si + e– Si+ + e– + e– 2.50× 1028 −3.82 94 600 3

References. (1) Park et al. [202]; (2) Park [197]; (3) Johnston and Stern [125]; (4)
Mick et al. [174]; (5) Le Picard et al. [146] (6) Akhmadov et al. [3]; (7) Hodgson and
Mackie [118]; (8) Plane and Husian [209]; (9) Kashireninov et al. [132]; (10) Olynick
et al. [187]
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A.2. Transport properties

Table A.2.: Parameters of the Lennard-Jones potential for neutral-neutral
interaction.

Species
Lennard-Jones
Parameters Polarizabilities

ε/kb σ ref α ref
[K] Å Å3

Fe 7556 2.467 1 8.40 5
FeO 150 4.436 1 9.17 6
Mg 1614 2.926 2 10.6 5
MgO 150 4.454 1 11.37 6
Si 3036 2.91 2 5.38 5
SiO 569 3.374 2 6.15 6
SiO2 2954 3.706 2 6.92 6
Na 1375 3.567 2 24.08 5
NaO 50 3.812 2 24.85 6
Ca 2954 4.517 1 22.8 5
CaO 100 4.650 1 23.57 6
K 850 4.250 1 43.4 5
N 119 2.98 3 1.10 7
N2 71.4 3.798 4 1.74 7
NO 91.0 3.599 4 1.70 7
O 70.0 2.660 3 0.80 7
O2 106.7 3.467 4 1.58 7

References. (1) McGee et al. [171]; (2) Svehla [245]; (3) Smith et al. [237]; (4) Park
et al. [202]; (5) Lide [147]; (6) Lasaga and Cygan [144]; (7) Wright et al. [274]
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A.3. Equilibrium vapor pressure

Table A.3.: Equilibrium vapor pressure fit, pvap,i(Tw) = exp(A−B/Tw).

No. Reaction A B
Pa Pa,K

standard boundary condition
1. MgO(l) Mg(g) + O(g) 25.02 6.00× 104

2. MgO(l) MgO(g) 28.28 7.38× 104

3. Na2O(l) 2Na(g) + O(g) 21.55 3.63× 104

4. SiO2(l) Si(g) + 2O(g) 31.17 1.06× 105

5. SiO2(l) SiO(g) + O(g) 31.21 6.72× 104

6. SiO2(l) SiO2(g) 27.98 6.65× 104

7. FeO(l) Fe(g) + O(g) 23.67 5.16× 104

8. FeO(l) FeO(g) 22.8 5.15× 104

9. K2O(l) 2K(g) + O(g) 16.22 4.11× 104

10. CaO(l) Ca(g) + O(g) 19.02 6.90× 104

11. CaO(l) CaO(g) 22.71 8.18× 104

modified boundary condition
1. MgO(l) MgO(g) 26.28 5.23× 104

2. NaO(l) NaO(g)1 23.12 5.23× 104

3. SiO2(l) SiO2(g) 26.74 5.23× 104

4. FeO(l) FeO(g) 25.52 5.23× 104

5. KO(l) KO(g)1 21.05 5.23× 104

6. CaO(l) CaO(g) 23.65 5.23× 104

1 For simplicity Na2O and K2O were replaced respectively by
NaO and KO. This change has a small impact in the flow field
because their concentration is much smaller than the other com-
ponents (see Fig. (6.9d)).
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A.4. Modified Steger-Warming scheme

The original Steger-Warming scheme is highly dissipative and gives a poor
boundary layer resolution. Candler et al. [46] presents a less dissipative version
of this scheme. The inviscid fluxes are approximated with the Modified Steger-
Warming formulation,

Fii+ 1
2

= (RΛ+L)i+ 1
2
Ui + (RΛ−L)i+ 1

2
Ui+1. (A.1)

The main difference between the modified and the original Steger-Warming is
that the former evaluates the eigenvalues and eigenvectors at the cell interface.
Since Λ± = 0.5(Λ± |Λ|) and F = AU = RΛL U, one can write Eq. (A.1) as

Fi
i+ 1

2
=

1

2

[
Fi(Ui+1) + Fi(Ui)

]
− 1

2
|A| (U)(Ui+1 −Ui),

which is closely related to the Roe scheme in Eq. (2.52). The main difference
is the how the properties are averaged at the interface. The Modified Steger-
Warming suffers from the same issue as Roe for strong shock waves. One
approach to resolve this issue is to switch into a more dissipative scheme at the
shock location [46], i.e., to the standard Steger-Warming scheme. Therefore,
we can write Eq. (A.1) as,

Fii+ 1
2

= (RΛ+L)+Ui + (RΛ−L)−Ui+1,

where the conservative vector to evaluate the Jacobians is,

U+ = ωi+ 1
2
Ui + (1− ωi+ 1

2
)Ui+1,

U− = (1− ωi+ 1
2
)Ui + ωi+ 1

2
Ui+1.

The weighting function ωi+ 1
2
adjusts the dissipation of the scheme based on

the pressure gradient,

ωi+ 1
2

= 1− 1

2

(
1

(gδp)2 + 1

)
, and δp =

pi+1 − pi
min pi, pi+1

where 0.5 ≤ g ≤ 5 controls the sensitivity of the weighting function.
Figure (A.1) shows the comparison between the Modified Steger-Warming

and Roe scheme, for the same test case in Section 2.5. We observe a difference
at the shock location, which might be attributed to the extra dissipation added
by the weighting function. Furthermore, a small difference in the boundary
layer is observed, as shown in the boundary layer density, Fig. (A.1c). This
difference results in a relative error δ ≈ 17% of the surface heat flux.
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(c) Density profile along the stagnation
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Figure A.1.: Comparison of the thermodynamic properties between Roe and
Modified Steger-Warming scheme.



APPENDIX B

Melting properties

B.1. Verification of the material solver

We select two test cases to verify the material solver with known analytic
solutions derived in cartesian coordinates. Although Section 4.2.1 can be solved
either in spherical or cartesian coordinates, we are mostly interested in spherical
bodies. Hence, we compare the numerical solution in spherical coordinated with
the analytical by transforming T cart

i = riT
sph
i , where the superscripts cart and

sph represent the solution in cartesian and spherical coordinates, respectively.
For simplicity, we drop the superscript since the following verification is made
in cartesian coordinates; α = k/(ρcp) is the thermal diffusivity, Ts and T0 are
the surface and initial temperature, respectively.
The first case concerns the mesh movement due to surface recession. For a

single phase, the analytical solution given by Bianchi [25], Turchi [254] is

(T − T0)

(Ts − T0)
= exp

(−ṡx
α

)
(B.1)

where ṡ is the recession velocity and xw coordinate is tied to the surface. As
mentioned in Section 4.2.3, Bianchi [25], Chen and Milos [64] include a con-
vective term in the heat equation to consider the conservation of energy in a
moving reference frame. In our case, in between time-steps, the numerical do-
main is reduced, according to ṡ, and the numerical solution is mapped into the
new domain. Figure (B.1) compares the analytical solution from Eq. (B.1) and
the numerical solution obtained with the material solver. We obtain an excel-
lent match between both solutions which gives us confidence that our approach
is similar to Bianchi [25], Chen and Milos [64].
The analytical solution of the Stefan problem [51, 157], or the phase-change

of a material, is given by,

T (x, t) =


Tsolid = Ts − Ts−Tm

erf(λ) erf

(
x

2
√
αliqudt

)
, x < x∗(t),

Tliquid = T0 + Tm−T0

erfc
(
λ
√
αliqud/αsolid

)erfc
(

x
2
√
αsolidt

)
, x > x∗(t),

where x∗ is the solid/liquid interface position, , and Tsolid and Tliquid are the
temperature field of the solid and liquid phase, respectively.
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Figure B.1.: Comparison of the analytical (•) and numerical (-•-) solution for
the mesh movement due to surface recession.

Before solving the previous equation, one must estimate the location of the
solid/liquid interface by solving the following non-linear equation,

exp
(
−λ2

)
erf(λ)

− ksolid

kliquidus

√
αliqud

αsolid

(Tm − T0)

(Ts − Tm)

exp
(
−λ2αliqud/αsolid

)
erfc

(
λ
√
αliqud/αsolid

) =
λLm
√
π

cp,liquid(Ts − Tm)

where x∗(t) = 2λ
√
αliqudt. Figure (B.2) compares the analytical and the nu-

merical solution, where a good agreement is observed.

B.2. Stagnation-point formulation

This formulation concerns the recession only valid on the stagnation point.
We choose a (x, y) reference frame based on the curvilinear coordinates for
bodies of revolution which is related to the spherical coordinates (r, θ) by the
transformation, {

y = r −R,
x = rθ,

where the radius of revolution is equal to r? = r sin θ.
At steady-state, the incompressible mass and momentum equations for ax-

isymmetric bodies reads as,

∂(r?ux)

∂x
+
∂(r?uy)

∂y
= 0. (B.2)
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Figure B.2.: Comparison of the analytical (•) and numerical (-•-) solution for
the Stefan problem.

ρux
∂ux

∂x
+ ρuy

∂ux

∂y
=

∂

∂y

[
µ
∂ux

∂y

]
− ∂P

∂x
, (B.3)

and the boundary conditions are the following,

at y = 0 : µ
∂ux

∂y
= τw,

at y = −R : ux = 0; uy = 0.

Starting from Eq. (B.3),

µ
∂ux

∂y
=
∂P

∂x

∫ y

−R
dη + C1 ⇔ µ

∂ux

∂y
=
∂P

∂x
[η − (−R)] + C1,

at y = 0,

τw = −∂P
∂x

(−R) + C1,

hence,

µ
∂ux

∂y
=
∂P

∂x
y + τw,

integrating once more,

ux(x, y) = τw(x)

∫ y

−R

dη

µ
+
∂P

∂x
(x)

∫ y

−R

η

µ
dη + C2, (B.4)

since ux = 0 at y = −R then C2 = 0.

From the Newtonian theory and the Reynolds analogy, quantities ∂P/∂x and
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τw depend linearly on the x coordinate, thus we can write,

τw = ∂xτwx,

∂P

∂x

∣∣∣∣
w

= ∂xxP |wx.

Following the approach of [24], we neglected the inertial terms due to the
viscosity of the liquid melt and integrating twice Eq. (B.3) from the center −R
to y we obtain Eq. (4.5),

ux(x, y) =

[
∂xτw

∫ y

−R

1

µ
dη + ∂xxP |w

∫ y

−R

η

µ
dη

]
x,

which is Eq. (4.5).
From Eq. (B.2),

uy(x, y) = − 1

r?

∫ y

−R

∂r?ux

∂x
dy, (B.5)

and considering that near the stagnation point the radius r? → x,

uy(0, 0) = lim
x→0

(
− 1

x

∫ 0

−R

∂(x2∂xux)

∂x
dy

)
= −2

∫ 0

−R
∂xux(y)dy.

B.3. Average surface formulation

This appendix regards the derivation of the uniform recession along the entire
surface based on average quantities. We recall our assumption of constant
molten layer thickness around the surface, making viscosity only dependent
on y, and this layer is removed at the shoulder of the sphere where θ = π/2.
Equation (4.5) can be averaged, over a length ∆x = πR/2 using the following
definition,

(·) ≡ 1

∆x

∫ ∆x

0

(·)dx, (B.6)

and it becomes,

ux(y) = τw

∫ y

−R

1

µ
dη +

∂P

∂x

∣∣∣∣
w

∫ y

−R

η

µ
dη. (B.7)

The conservation of fluxes in spherical coordinates writes as,

ρl

∫ 2π

0

∫ R

0

uθ|θ=π
2
r sin

π

2
dr dφ = ρl

∫ 2π

0

∫ π
2

0

ur|r=R R2 sin θ dθ dφ,
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2πρl

∫ R

0

uθ|θ=π
2
r dr = 2πρl

∫ π
2

0

ur|r=R R2 sin θ dθ. (B.8)

Since Eq. (B.7) is written is a different coordinate system the transformation
(x, y) 7−→ (r, θ) is needed, giving to the following Jacobian of the transforma-
tion,

G =
∂(x, y)

∂(r, θ)
=

(
θ r
1 0

)
, G−1 =

(
0 1

1/r −θ/r

)
(B.9)

which leads to the following transformation,

ux = rωθ + θur,

uy = ur,

note that rωθ = uθ in [m s−1]. This transformation of coordinates together
with Eq. (B.2) retrieves exactly the mass equation in spherical coordinates. By
inserting the velocity transformation in Eq. (B.8) one retrieves,∫ 0

−R
(ux|θ=π

2
− π

2
ur|θ=π

2
) (y +R) dy =

∫ π
2

0

ur|r=R R2 sin θ dθ, (B.10)

Finally, one assumes that the radial velocity ur is constant over the radius and
one substitutes ur and ux by their average value,∫ 0

−R
ux (y +R) dy = ur

(
R2

∫ π
2

0

sin θ dθ +
π

2

∫ 0

−R
(y +R) dy

)
. (B.11)





APPENDIX C

Radiation Properties

C.1. HTGR database

Table C.1.: A summary of the radiative mechanisms included in the High
Temperature Gas Radiation (HTGR) database and used in this work. The
first reference corresponds to the spectroscopic data while the second reference
corresponds to the SNB parameters (when applicable). This table has been
adapted from Scoggins [229].
Species Process / Upper - Lower Spectral Range Ref.

Band System Electronic States [1000 cm−1]

C Lines (1)
Bremsstrahlung 1 - 200 (1), (2)
Photoionization 1 - 200 (1), (2)

C+ Lines (1)
Bremsstrahlung 1 - 200 (1), (2)
Photoionization 1 - 200 (1)

C– Photodetachment 1 - 200 (1), (2)

C2 Balik-Ramsay b3Σ−g − a
3Πu 1 - 48 (1), (2)

Deslandres-d’Azambuja C1Σg − A1Πu 1 - 42 (1), (2)
Fox-Herzberg e3Σg − a3Πu 5 - 51 (1), (2)
Mulliken D1Σ+

u −X
1Σ+

g 28 - 77 (1), (2)
Phillips A1Σg −X1Σ+

g 1 - 49 (1), (2)
Swan d3Σg − a3Πu 1 - 43 (1), (2)
Photoionization 1 - 200 (1), (2)

C3 Swings A1Πu −X1Σ+
g 20 - 35 (3), (14)

UV 1Σ+
u −X

1Σ+
g 30 - 74 (4), (14)

CH AX A2∆−X2Π 1 - 37 (5), (5)
BX B2Σ− −X2Π 1 - 27 (5), (5)
CX C2Σ+ −X2Π 1 - 40 (5), (5)
Infrared X2Π−X2Π 1 - 27 (5), (5)
Photoionization 85 - 193 (6), (14)

CN LeBlanc B2Σ+ − A2Πi 1 - 54 (1), (2)
Red A2Πi −X2Σ+ 1 - 58 (1), (2)
Violet B2Σ+ −X2Σ+ 4 - 62 (1), (2)
Photoionization 1 - 200 (1), (2)

Continued on next page
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Table C.1 – Continued from previous page

Species Process / Upper - Lower Spectral Range Ref.
Band System Electronic States [1000 cm−1]

CO Third positive b3Σ+
g − a

3Π 13 - 43 (1), (2)
Fourth positive A1Π−X1Σ+ 11 - 90 (1), (2)
Hopfield-Birge B1Σ+ −X1Σ+ 14 - 91 (1), (2)
Infrared X1Σ+ −X1Σ+ 1 - 77 (1), (2)
Photoionization 1 - 200 (1), (2)

CO+ Baldet-Johnson B2Σ+ − A2Πi (1), (2)
Comet-tail A2Πi −X2Σ+ (1), (2)
First negative B2Σ+ −X2Σ+ (1), (2)

CO2 Infrared X1Σ+
g −X

1Σ+
g 0.25 - 8.3 (7), (8)

H Lines (14)
Photoionization (14)

H2 Lyman B1Σ−X1Σ 60 - 120 (9), (14)
Werner C1Π−X1Σ 60 - 120 (9), (14)
Photoionization (10), (14)

N Lines 1 - 200 (11)
Photoionization 1 - 200 (11), (12)
Bremsstrahlung 1 - 200 (11), (12)

N+ Lines 1 - 200 (11)
Bremsstrahlung 1 - 200 (11), (12)

N– Photodetachment 1 - 200 (11), (12)

N2 First positive B3Πg − A3Σ+
u 1 - 42 (13), (12)

Second positive C3Πu − B3Πg 1 - 40 (13), (12)
Birge-Hopfield 1 b1Πu −X1Σ+

g 55 - 117 (13), (12)
Birge-Hopfield 2 b

′1Σ+
u −X

1Σ+
g 36 - 124 (13), (12)

Caroll-Yoshino c
′1
4 Σ+

u −X
1Σ+

g 54 - 123 (13), (12)
Worley o13Πu −X1Σ+

g 71 - 121 (13), (12)
Worley-Jenkins c13Πu −X1Σ+

g 67 - 116 (13), (12)
Photoionization 1 - 200 (11), (12)
Bremsstrahlung 1 - 200 (11), (12)

N2
+ First negative B2Σ+

u −X
2Σ+

g 1 - 42 (13), (12)
Second negative C2Σ+

u −X
2Σ+

g 26 - 77 (13), (12)
Meinel A2Πu −X2Σ+

g 1 - 49 (13), (12)

NO 11 000Å D2Σ+ − A2Σ+ 1 - 22 (13), (12)
β B2Πr −X2Πr 7 - 74 (13), (12)
β
′

B
′2∆−X2Πr 22 - 69 (13), (12)

δ C2Πr −X2Πr 15 - 75 (13), (12)
ε D2Σ+ −X2Πr 16 - 68 (13), (12)
γ A2Σ+ −X2Πr 7 - 66 (13), (12)
γ
′

E2Σ+ −X2Πr 23 - 73 (13), (12)
Infrared X2Πr −X2Πr 1 - 37 (13), (12)
Photoionization 1 - 200 (11), (12)

O Lines 1 - 200 (11)
Photoionization 1 - 200 (11), (12)
Bremsstrahlung 1 - 200 (11), (12)

O+ Lines 1 - 200 (11)
Bremsstrahlung 1 - 200 (11), (12)

Continued on next page
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Table C.1 – Continued from previous page

Species Process / Upper - Lower Spectral Range Ref.
Band System Electronic States [1000 cm−1]

O– Photodetachment 1 - 200 (11), (12)

O2 Schumann-Runge B3Σ−u −X
3Σ−g 14 - 60 (13), (12)

Photoionization 1 - 200 (11), (12)
Photodissociation 1 - 200 (11), (12)
(Schumann-Runge)
Bremsstrahlung 1 - 200 (11), (12)

Na,Na+ Lines 1 - 200 here
Fe, Fe+

Si, Si+

Mg,Mg+

Ca,Ca+

Al, Al+

K,K+

Cu,Cu+

Ti, Ti+

Na,Na+ Photoionization 1 - 200 here
Si
Mg
Al

References. (1) Babou et al. [9]; (2) Depraz et al. [70]; (3) Cooper and Jones [66];
(4) Shinn [234]; (5) Soufiani et al. [240]; (6) Walker and Kelly [266]; (7) Tashkun
and Perevalov [248]; (8) Rivière et al. [217]; (9) Prasanna et al. [213]; (10) Yan et al.
[275]; (11) Chauveau et al. [62]; (12) Lamet et al. [140]; (13) Chauveau et al. [61];
(14) Scoggins [229]

C.2. Line broadening mechanisms

For atomic lines we have considered contributions from both Doppler and
Lorentz broadening mechanisms.

C.2.1. Doppler broadening

Radiating atoms are assumed to have a Maxwellian velocity distribution, such
that the Doppler line profile is Gaussian,

fD(σ − σul) =

√
ln 2

π

1

γDul
exp

[
− ln 2

(
σ − σul
γDul

)2]
, (C.1)

where the half width at half maximum (HWHM) γDul is expressed as

γDul = σul

√
2kTr ln 2

mrc2
, (C.2)

and Tr is the translational temperature of the radiator, and mr its mass.
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C.2.2. Collision broadening

Under the impact approximation, collisional broadening results in a Lorentzian
distribution,

fL(σ − σul) =
γLul
π

1

(γLul)
2 + (σ − σul)2

, (C.3)

where the HWHM γLul is expressed as the sum of van der Waals, resonance,
Stark broadening contributions,

γLul = γvdwul + γresul + γstarkul . (C.4)

Each of these contributions are detailed in the following sections. All HWHM's
are presented here in wavenumber units of cm−1.

C.2.2.1. van der Waals broadening

Griem [99] provides the following expression for van der Waals broadening,

γvdwul =
1

2c

∑
p

Np

〈
v

3
5

〉(9π~5|∆r2|
16m3

eE
2
p

) 2
5

, (C.5)

where Np is the number density of the neutral perturber p, Ep is the energy
of the first excited state of the perturber which mainly determines its polar-
izability. ∆r2 = r2

u − r2
l is the difference between the mean square radii of

the radiating particle in the upper and lower transition levels, if the radiator
and perturber are of different types. For identical particles, only the term r2

associated with the level u or l of the same parity as the radiator ground level
is included in the above difference. In this case, the other level will contribute
to the resonance broadening in the next section. The mean square radius of
the radiator in a given state j is computed using the Bates-Dammgard approx-
imation, such that

r2
j =

n∗j
2

2
(5n∗j

2 + 1− 3lj(lj + 1))

[
a0

1 + qr/qe

]2

, (C.6)

where n∗j is the effective quantum number of the radiator in state j and lj is
the orbital electronic angular momentum quantum number relative to an outer
electron for the j configuration. The effective quantum number is written as

n∗j
2 = (Z + 1)2 IH

Eion − Ej
, (C.7)

where Eion is the ionization energy of the radiator, Ej is the energy of the level
j, and IH is the Rydberg constant. The orbital angular momentum quantum
number is pragmatically taken as

lj = min(Lj , int(n∗j ) + 1), (C.8)
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where Lj is the electronic angular momentum quantum number relative to level
j.
Finally, the bracket 〈·〉 denotes the average of the quantity inside the brackets,

weighted by the relative velocity distribution f(v) of the perturbing species to
the radiator. For a Maxwellian distribution at the translational temperature
of the perturbing species Tp and mass mp, an analytical solution is readily
provided,

〈vn〉 =

∫ ∞
0

vnf(v) dv =
(n+ 2)!

2n+1{( 1
2 (n+ 2)}!

(
2kTp
mp

) 1
2n

∀ n > −3. (C.9)

Prasanna [239] used a different formulation which may be written as

γvdwul =
8.16

4πc

(
q2
e |∆r2|
2hε0

)0.4(
8Ru
π

)0.3∑
p
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0.4
p

(
T

µip

)0.3

, (C.10)

where αp is the polarizability of the neutral perturber p and µip is the reduced
molecular weight of the radiator and perturber. This formula has been used in
this work in order to remain consistent with the work of Prasanna [239].

C.2.2.2. Resonance broadening

The usual expression of Griem [99] has been used to compute the resonance
contribution to the half width, such that

γresul =
3q2
e

16π2ε0mec2

∑
j

Nj

(√
gj
gu

∣∣∣∣f juσuj

∣∣∣∣+

√
gj
gl

∣∣∣∣f jlσlj

∣∣∣∣ ), (C.11)

where the summation is over energy levels j of the radiator. Note that for a
given level j, only one of the two terms inside the summation are non-zero,
since the parities of states u and l differ.

C.2.2.3. Stark broadening

Since the mass of free electrons is substantially smaller than that of the radiat-
ing species considered, the impact approximation may be used, which assumes
that radiator-electron collisions occur instantaneously, relative to the time be-
tween collisions. For collisions with ions, this theory may not be used. Instead,
we have considered the quasi-static approximation. Thus, Stark contribution
to the line broadening is divided into two components,

γstarkul = γstark,eul + γstark,ionul , (C.12)

where γstark,eul represents the contribution due collisions with electrons using
the impact approximation and γstark,ionul is the contribution from collisions with
ions following the quasi-static approximation. Each contribution is described
in the following sections.
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Electron impact Stark broadening: Electron impact Stark broadening is com-
puted following the impact approximation. For neutral radiators, the semi-
empirical approach of Dimitrijević and Kršljanin [75] has been retained, where
the HWHM is written as

γstark,eul =
Ne
4πc
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) 1
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where f is

f(x) = exp(−1.33x) ln

(
1 +

2.27

x

)
+

0.487x

0.153 + x5/3
+

x

7.93 + x3
, (C.14)

and r2
jl is

r2
ij =

3IH
|∆Eij |

gj
gi
|fij |. (C.15)

For ion radiators, the semi-empirical method of Popovic has been used, where
the HWHM is written as

γstark,eul =
Neh
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(C.16)
where g is a gaunt factor.

Ion impact Stark broadening: The quasi-static approximation of Rivière [215]
has been used to compute ion Stark broadening corrections, where the HWHM's
for neutral radiators are given as

γstark,ionul = 1.75A(1− 0.75r)γstark,eul , (C.17)

and for ion radiators as

γstark,ionul = 1.75A(1− 1.2r)γstark,eul , (C.18)

where γstark,eul is expressed in wavenumber, and

A =

( |Cq|F 2
0

hcγstark,eul

) 3
4

, (C.19)
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2Cq = 16πε0a
3
0

[∑
j

fuj

(
IH

∆Euj

)2

−
∑
j

flj

(
IH

∆Elj

)2]
, (C.21)



C.3. Comparison with Plasmatron for higher nitridation and oxidation probability 217

F0 =
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) 4
3 qe

4πε0
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2
3
e , (C.22)

and bD is the Debye radius, taken as

bD =

√
ε0kT

q2
e(Ne +

∑
j z

2
jNj)

, (C.23)

where zj is the degree of ionization of heavy species j.

C.3. Comparison with Plasmatron for higher ni-
tridation and oxidation probability

C.3.1. Flow field
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C.3.2. Radiative field



218 Chapter C. Radiation Properties

0 5 10 15
distance from the stagnation point,mm

10−6

10−4

10−2

100
species mole fraction

Si

SiO

Na

Na+

Fe

FeO

Fe+

C

C2

CN

CO

CO2

(c) Species composition regarding the evaporation
of the H5 sample and the ablation of the cork.
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Figure C.1.: Flow field properties along the stagnation streamline at 6 s. The
γCNN and γCOO are defined in Eq. (5.64) and Eq. (5.65), respectively.

C.4. Filter

The luminosity equations:

Iα = 4πr2

∫ ∞
0

ασ · Iσdσ, α = T, V,B,R, (C.24)

from which ασ corresponds to the specific passband filter.

The term inside the integral of Eq. (C.26) can be written as a narrow-band
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(a) Intensity based on the sum of all mechanism

(b) Intensity of the individual mechanism

Figure C.2.: Comparison of the integrated intensity at different locations
with the data recorded by the three spectrometers. The spectrometer data is
represented by × and the horizontal bar represents the error due to its location.
The cork swelling is linearly interpolated from Fig. (5.17).

average following the definition:

X
∆σ ≡ 1

∆σ

σ2∫
σ1

X∆σ, (C.25)

such that Eq. (C.26) becomes

Iα = 4πr2
∑
∆σ

ασIσ
∆σ

∆σ, α = T, V,B,R. (C.26)
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(a) Comparison of the intensity simulated at 1mm
from the surface with the middle spectrometer:
(top) spectral and (bottom) cumulative intensity.
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(b) Comparison of the intensity simulated at 3mm
from the surface with the furthest spectrometer:
(top) spectral and (bottom) cumulative intensity.

Figure C.3.: Comparison of the simulated intensity with the spectrometer
data at a certain location.

In order to use the RTE solution from the SNB method, the following ex-
pression has to be verified:

ασIσ
∆σ ≈ α∆σ

σ · I∆σ

σ (C.27)

and this separation is possible if the filter function ασ is uncorrelated from the
spectral intensity Iσ. To this end, we use the Specair library Laux [145] to
generate and a high-resolution spectrum with which to test Eq. (C.27). Fig-
ure (C.4a) shows the visible passband filter (taken from Bessell [22]) averaged
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over a narrow band while Fig. (C.4b) shows the high-resolution spectral inten-
sity and the corresponding narrow-band spectral intensity. Finally, Fig. (C.4c)
shows both sides of Eq. (C.27).

(a) Filter function in the visible range
taken from Bessell [22] and the corre-
sponding narrowband average: Vσ

∆σ,
Vσ.

(b) Spectral intensity for air computed
from Specair [145] and the corresponding
narrowband average: Iσ

∆σ, Iσ.

(c) Narrowband spectral intensity in the
visible range; comparison of both sides in
Eq. (C.27): VσIσ

∆σ, V
∆σ
σ · I∆σ

σ .

Figure C.4.: Verification of the narrowband properties of the filtered spectral
intensity.

The relative error between the two curves is approximately 1.5%, which leads
us to conclude that the Eq. (C.27) conserves the luminosity equation. This
verification is also applicable to the Eqs. (6.8) to (6.10).
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