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Abstract

One of the goals of modern cryptography is to prevent an adversary from
making forgeries. That is, sending a message which the receiver believes
valid while not sent by a genuine sender. For "black box" adversaries
only able to access the inputs and outputs a cryptographic algorithm,
many efficient solutions exist and provide strong mathematical security
guarantees. Over the last decade, various research advances have shown
that preventing black box attacks is not sufficient. For example, so-called
side-channel adversaries can also access physical quantities produced dur-
ing the cryptographic computations. Thanks to these physical leakages,
very efficient forgery attacks can be performed, for example by extract-
ing the long-term cryptographic keys.
In this thesis, we propose a formal solution to the problem of authenticity
in the presence of side-channel leakage. For this purpose, we introduce
a new theoretical framework that allows capturing security against side-
channel attacks, explain what security we aim for and how we model
physical leakages, and then build constructions for which the physical
security can be reduced to clear assumptions thanks to rigorous proofs.
In particular, our proofs indicate which part of an implementation must
be strongly protected against side-channel attacks and which part can
leak (sometimes in full) with limited consequences. For example, we
show that it is possible to reduce the security of full fledged authentica-
tion schemes to standard black box security properties and only requiring
strong protections against side-channel attacks for one execution of its
underlying cryptographic primitive.





Contents

1 Introduction 1
1.1 Scope and motivation . . . . . . . . . . . . . . . . . . . . 1
1.2 Blackbox authenticity and integrity . . . . . . . . . . . . . 3
1.3 Leakage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3.1 Countermeasures . . . . . . . . . . . . . . . . . . . 5
1.4 Our contributions . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.1 Theoretical framework . . . . . . . . . . . . . . . . 7
1.4.2 Constructions . . . . . . . . . . . . . . . . . . . . . 9

1.5 Related works . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Structure of the thesis . . . . . . . . . . . . . . . . . . . . 13

2 Background 15
2.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.1 Time notation . . . . . . . . . . . . . . . . . . . . 17
2.2 Adversaries and proofs . . . . . . . . . . . . . . . . . . . . 17
2.3 Hash functions . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.1 The birthday bound . . . . . . . . . . . . . . . . . 21
2.3.2 Multi-Collisions . . . . . . . . . . . . . . . . . . . . 22
2.3.3 Pre-image resistance . . . . . . . . . . . . . . . . . 22

2.4 Pseudorandomness . . . . . . . . . . . . . . . . . . . . . . 23
2.4.1 Tweakable pseudorandom functions . . . . . . . . . 25
2.4.2 Strong pseudorandom permutations . . . . . . . . 26

2.5 Message Authentication Codes (MACs) . . . . . . . . . . . 27
2.5.1 MAC security: authenticity . . . . . . . . . . . . . 28

2.6 Authenticated Encryption (AE) . . . . . . . . . . . . . . . 30
2.6.1 Integrity . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6.2 Confidentiality and Integrity . . . . . . . . . . . . 32

2.7 Random oracle model . . . . . . . . . . . . . . . . . . . . 33



x CONTENTS

3 Leakage and countermeasures 35
3.1 Leakage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1.1 Sources of leakages . . . . . . . . . . . . . . . . . . 36
3.1.2 Simple and Differential Power Analysis . . . . . . . 37

3.2 Countermeasures . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 Masking . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 Leakage-resilience . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.1 Rekeying . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.2 Leveled implementation . . . . . . . . . . . . . . . 40
3.3.3 The CCS2015 leakage-resilient MACs . . . . . . . . 40
3.3.4 A leakage-resilient encryption scheme . . . . . . . . 43

4 Theoretical framework 47
4.1 Security definitions with leakage . . . . . . . . . . . . . . . 48

4.1.1 suf-L . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.2 suf-L2 . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.3 CIML . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.4 CIML2 . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Unbounded leakage model . . . . . . . . . . . . . . . . . . 52
4.3 Strongly protected implementations . . . . . . . . . . . . . 54

4.3.1 Leak-free . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Strong unpredictability . . . . . . . . . . . . . . . . 56

4.4 The Barwell et al. authenticity definition . . . . . . . . . . 58

5 Constructions 61
5.1 HBC: a suf-L MAC. . . . . . . . . . . . . . . . . . . . . . 62

5.1.1 Security of HBC . . . . . . . . . . . . . . . . . . . . 63
5.2 DTE, Digest-Tag-and-Encrypt . . . . . . . . . . . . . . . . 65

5.2.1 The double IV composition . . . . . . . . . . . . . 65
5.2.2 The DTE construction . . . . . . . . . . . . . . . . 66
5.2.3 The CIML-security of DTE . . . . . . . . . . . . . . 68

5.3 The problem of decryption leakage . . . . . . . . . . . . . 71
5.3.1 HBC is not suf-L2 . . . . . . . . . . . . . . . . . . 72
5.3.2 DTE is not CIML2: a first attack . . . . . . . . . . 72
5.3.3 DTE′ - the first patch . . . . . . . . . . . . . . . . 73
5.3.4 The second attack . . . . . . . . . . . . . . . . . . 74

5.4 More leak-free components do not help. . . . . . . . . . . 77
5.4.1 For HBC . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4.2 For DTE . . . . . . . . . . . . . . . . . . . . . . . . 77

5.5 HBC2 - the solution for MACs . . . . . . . . . . . . . . . . 79
5.5.1 HBC2: a suf-L2 MAC. . . . . . . . . . . . . . . . . 79
5.5.2 Security of HBC2 . . . . . . . . . . . . . . . . . . . 80



CONTENTS xi

5.5.3 HTBC: a BBB variant . . . . . . . . . . . . . . . . 81
5.5.4 Security of HTBC . . . . . . . . . . . . . . . . . . . 82

5.6 DTE2 - a solution for AE . . . . . . . . . . . . . . . . . . . 85
5.6.1 The CIML2-security of DTE2 . . . . . . . . . . . . 87

5.7 EDT, Encrypt-Digest-then-Tag . . . . . . . . . . . . . . . 90
5.7.1 The CIML2-security of EDT . . . . . . . . . . . . . 92

5.8 CONCRETE, a single-leak-free-call scheme . . . . . . . . . 95
5.8.1 The CIML2 security of CONCRETE . . . . . . . . . 101

5.9 Other constructions . . . . . . . . . . . . . . . . . . . . . . 103
5.9.1 Inner-keyed sponges: CIL1 and CCAL1-secure. . . . 104
5.9.2 ASCON and Spook: CIML2 and CCAmL1 secure . . 105
5.9.3 ISAP and TEDT: CIML2 and CCAmL2-secure . . . 107

5.10 The construction of Barwell et al. . . . . . . . . . . . . . . 110

6 Authenticity from unpredictability 113
6.1 For HBC2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.2 The suf-L2-security of HTBC based on sUL . . . . . . . . 116
6.3 Application to CIML2 . . . . . . . . . . . . . . . . . . . . 119
6.4 About the usage of the Random Oracle . . . . . . . . . . . 119

7 Conclusion 121
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

7.1.1 Definitions and leakage models . . . . . . . . . . . 121
7.1.2 Constructions . . . . . . . . . . . . . . . . . . . . . 122

7.2 Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.3 Concluding remarks . . . . . . . . . . . . . . . . . . . . . 125

References 126

Index 145

A Additional definitions 145
A.1 Syntactic definitions for (AE) . . . . . . . . . . . . . . . . 145
A.2 Misuse-resistance . . . . . . . . . . . . . . . . . . . . . . . 147

B Detailed proofs 149
B.1 Proof of the suf-L security of HBC . . . . . . . . . . . . . 149
B.2 Proof of the CIML-security of DTE . . . . . . . . . . . . . 152
B.3 Proof of the suf-L2 security of HBC2 . . . . . . . . . . . . 160
B.4 Proof of the suf-L2 security of HTBC . . . . . . . . . . . . 165
B.5 Proof of the CIML2-security of DTE2 . . . . . . . . . . . . 171
B.6 Proof of the CIML2-security of EDT . . . . . . . . . . . . . 178
B.7 Proof of the CIML2-security of CONCRETE . . . . . . . . 184



xii CONTENTS

B.8 Proof for HBC2 based on sUL . . . . . . . . . . . . . . . . 192
B.9 Proof for HTBC based on sUL . . . . . . . . . . . . . . . 194



List of notations

Arithmetic

N Set of positive integers
R Set of real numbers
FUNC(X ,Y) Set of functions f : X → Y
PERM(X ) Set of permutations p : X → X
x

$← X x is picked uniformly at random in X

Cryptographic notations and abbreviations

NIST National Institute of Standards and Technology
MI5 British Security Service (Military Intelligence 5)
AES Advanced Encryption Standard
SPA Simple Power Attack
DPA Differential Power Attack

A,B,C,EE Adversaries
O Oracle
KH Keyspace for hash functions
HM Inputspace for hash functions
T Outputspace for hash functions
K Keyspace
B Blockspace for block ciphers
T W Tweakspace
ME Message space for MAC and encryption schemes
T AG Tag space
{0, 1}n Set of n-bits strings
{0, 1}∗ Set of finite strings
{0, 1}∞ Set of infinite strings



xiv LIST OF NOTATIONS

Black box definition - Chap. 2

H Hash function
CR Collision resistance
roPR Range-oriented pre-image resistance
F Pseudorandom function (when implemented)
BC Block cipher
TBC Tweakable block cipher
PRF Pseudorandom function
PRP Pseudorandom permutation
TPRF Tweakable pseudorandom function
TPRP Tweakable pseudorandom permutation
sPRP Strong pseudorandom permutation
sTPRP Strong tweakable pseudorandom permutation
MAC Message authentication code
Mac Tag-generation algorithm
Vrfy Verification algorithm
euf Unforgeability
suf Strong unforgeability
AE Authenticate Encryption
Π AE scheme
Enc Encryption algorithm
Dec Decryption algorithm
pAE Probabilistic AE scheme
INT-CTXT Ciphertext Integrity
RO Random Oracle
MRAE Misuse-Resistant AE

Constructions

CCSMAC1 First MAC proposed by Pereira et al. [111]
CCSMAC2 Second MAC proposed by Pereira et al. [111]
PSV Encryption scheme proposed by Pereira et al. [111]

HBC Hash-then-BC1
HBC2 Hash-then-BC
HTBC Hash-then-TBC
DTE Digest-Tag-and-Encrypt
EDT Encrypt-Digest-and-Encrypt
CONCRETE Commit-Encrypt-Send-the-Key



xv

Definition with leakage

suf-L Strongly existentially unforgeable against chosen message and
verification attacks with leakage in tag-generation

suf-L2 Strongly existentially unforgeable against chosen message and
verification attacks with leakage in tag-generation and
verification

CIML Ciphertext integrity with misuse and encryption leakage
CIML2 Ciphertext integrity with misuse and (encryption & decryption)

leakage
sUL Strong unpredictability with leakage in evaluation and

inversion





List of publications

This list summarizes the academic work realized during the thesis. Only
bold titles of following publications are discussed in this dissertation.

Journal publications

1. Francesco Berti, Olivier Pereira, Thomas Peters and François-Xavier
Standaert On Leakage-Resilient Authenticated Encryption
with Decryption Leakages - IACR Transactions on Symmetric
Cryptology [27].

2. Dina Kamel, François-Xavier Standaert, Alexandre Duc, Denis
Flandre and Francesco Berti Learning with Physical Noise or Er-
rors - IEEE Transactions on Dependable and Secure Computing
2018 [80].

3. Francesco Berti, Chun Guo, Olivier Pereira, Thomas Peters and
François-Xavier Standaert TEDT, a Leakage-Resist AEAD Mode
for High Physical Security Applications - IACR Transactions on
Cryptographic Hardware and Embedded Systems [21] (eprint ver-
sion [20]).

4. Davide Bellizia, Francesco Berti, Olivier Bronchain, Gaëtan Cassiers,
Sébastien Duval, Chun Guo, Gregor Leander, Gaëtan Leurent, Ita-
mar Levi, Charles Momin, Olivier Pereira, Thomas Peters François-
Xavier Standaert, Balazs Udvarhelyi and Friedrich Wiemer Spook:
Sponge-Based Leakage-Resistant Authenticated Encryption with a
Masked Tweakable Block Cipher - IACR Transactions on Symmet-
ric Cryptology [?].



xviii LIST OF PUBLICATIONS

International conference publications

1. Francesco Berti and François-Xavier Standaert An Analysis of the
Learning Parity with Noise Assumption Against Fault Attacks -
CARDIS 2016 [30].

2. Farzaneh Abed, Francesco Berti and Stefan Lucks Is RCB a Leak-
age Resilient Authenticated Encryption Scheme? - NordSec 2016 [4]
(eprint version [3]).

3. Francesco Berti, François Koeune, Olivier Pereira, Thomas Peters
and François-Xavier Standaert Ciphertext Integrity with Mis-
use and Leakage: Definition and Efficient Constructions
with Symmetric Primitives - AsiaCCS 2018 [24] (eprint ver-
sion [23]).

4. Francesco Berti, Olivier Pereira and Thomas Peters Reconsidering
Generic Composition: The Tag-then-Encrypt Case - INDOCRYPT
2018 [25] (eprint version [26]).

5. Francesco Berti, Olivier Pereira and François-Xavier Standaert Re-
ducing the Cost of Authenticity with Leakages: a CIML2-
Secure AE Scheme with One Call to a Strongly Protected
Tweakable Block Cipher - AFRICACRYPT 2019 [29] (eprint
version [28]).

6. Francesco Berti, Chun Guo, Olivier Pereira, Thomas Peters and
François-Xavier Standaert Strong Authenticity with Leakage
under Weak and Falsifiable Physical Assumptions - In-
scrypt 2019 (eprint version [22]).

Proposal to competitions

1. Davide Bellizia, Francesco Berti, Olivier Bronchain, Gaëtan Cassiers,
Sébastien Duval, Chun Guo, Gregor Leander, Gaëtan Leurent, Ita-
mar Levi, Charles Momin, Olivier Pereira, Thomas Peters François-
Xavier Standaert, and Friedrich Wiemer Spook: Sponge-Based
Leakage-Resilient Authenticated Encryption with a Masked Tweak-
able Block Cipher - Submission to NIST Lightweight Cryptogra-
phy [18].



Chapter 1

Introduction

Contents
1.1 Scope and motivation . . . . . . . . . . . . . . 1
1.2 Blackbox authenticity and integrity . . . . . 3
1.3 Leakage . . . . . . . . . . . . . . . . . . . . . . 4

1.3.1 Countermeasures . . . . . . . . . . . . . . . . 5
1.4 Our contributions . . . . . . . . . . . . . . . . 6

1.4.1 Theoretical framework . . . . . . . . . . . . . 7
1.4.2 Constructions . . . . . . . . . . . . . . . . . . 9

1.5 Related works . . . . . . . . . . . . . . . . . . 10
1.6 Structure of the thesis . . . . . . . . . . . . . 13

1.1 Scope and motivation

Messages, when sent, can be tampered by a malicious adversary.
Today, open source software are deployed. They often need updates
which are usually downloaded from the Internet. Although the authors
are not concerned about the confidentiality of these updates, since they
are publicly available, the authors care that the actual update is down-
loaded and not a version modified by a malicious adversary.
The goal of authenticity is to prevent that anybody can send a message
impersonating someone else.
The cryptographic primitive for this is a MAC (Message Authentication
Code). It is a vastly deployed primitive [81].

Consider when the results of medical exams are sent by email to pa-
tients. Not only is it necessary that these results are correct, but also
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that nobody sees them.
Authenticated Encryption (AE) schemes are the solution for this. For
AE the authenticity property is usually called integrity.

As a first step to the deployment of these schemes, their security is
assessed in the blackbox scenario: the adversaries have only access to
their outputs and usually their inputs. The proofs of the security of
these schemes are based on the security of underlying primitives, as, for
example, block ciphers (BCs), hash functions [81].
However, these schemes must be implemented on real devices, and these
implementations use time, power consumption. The observation of these
physical quantities may give additional information [86, 87]. These addi-
tional sources of information are called side-channels. Attacks exploiting
them are called side-channel attacks.

Authenticity may be affected by these attacks. For example, the ad-
versary may be able to retrieve the scheme’s key. Nevertheless, this is
not the only threat side-channel attacks pose. There may be other inter-
mediate values obtained during the cryptographic computation, which,
if exposed, may affect authenticity.
The fact that side-channel attacks pose a threat to authenticity is a sig-
nificant problem. We give two examples.
First, imagine a credit card reader that has been tampered by an ad-
versary. This device is used to collect side-channel information about
the secrets of client cards, for example, their PINs. We would like to
prevent that via this “malicious reader” an adversary can create credit
card payments which are considered valid.
Second, imagine a device, for example, an Internet-of-Things (IoT) sen-
sor. This device receives updates. These updates are authenticated. Via
side-channel attacks, it may be possible to create a malicious update that
passes the authentication check. If this happens, an adversary can take
control of that device. And, in IoT, it is often enough to be able to have
control of one of the devices to be able to create significant damage to
the whole net [120].
Thus, leakage is not only a theoretical threat but also poses real prob-
lems to authenticity.

To prevent this, first, it is necessary to have a theoretical comprehen-
sion of the situation. Thus, we introduce a theoretical scenario, stating
the security definitions and introducing new leakage models.
These definitions give concrete security in real scenarios. Using the leak-
age models we present, the security proofs highlight the primitives which
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must be protected. Our contribution is not only theoretical, but also
practical since we provide many constructions achieving the definitions
we have stated in our leakage models.

1.2 Blackbox authenticity and integrity

We assume that two parties share a key k to guarantee the authenticity
of their communication. This is the symmetric-key (also called private-
key) setting.
According to the Kerchoff principle, “the cipher method must not be re-
quired to be secret, and it must be able to fall into the hands of the enemy
without inconvenience”. That is, “security rely solely on the secrecy of
the key” [81].
Message Authentication Code (MAC) is the common cryptographic prim-
itive to provide authenticity. MAC computes a tag τ to authenticate the
message m. To ensure that a message is genuine and not tampered, the
tag τ attached to the message m is verified.
MAC security ensures that it is hard to produce a forgery, that is, a valid
tag for a new message [81].
Although this solution is enough when the message contains no private
information, in many situations, the message m should not be sent in
clear, because it contains private information. AE schemes are the cryp-
tographic primitive to provide confidentiality in addition to authentic-
ity [16, 82, 88, 14].
To send a message m using an AE scheme, m is encrypted producing
a ciphertext c. When this ciphertext c is received, it is decrypted in a
message m, and the authenticity of c is verified.
Ciphertext-integrity security ensures that it is hard to produce a fresh
ciphertext that is deemed authentic. Such a ciphertext fabricated by the
adversary is called forgery.
To provide it, many AE schemes compute a tag [99, 107, 112, 19]. In
some cases, AE schemes are built via the composition of existing MACs
and encryption schemes [104].
We end noting that AE is widely used [55, 99, 107, 112, 19] (e.g., it is
only the one accepted in TLS 1.3 [74]).

As a first step, the security for these schemes is proved in the blackbox
model. In this model, adversaries have access only to the outputs and,
usually, to the inputs.
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Figure 1.1: A leakage trace, from Oswald et Standaert [110]. Note that
since bit keys are processed one by one (it is an exponentiation and the
key is the exponent), with the legend, it is possible to recover the full
key with a single leakage trace.

1.3 Leakage

Consider a malicious vendor, who owns a smart card reader, which is
used to allow electronic payments. He can do much more than merely
seeing the inputs and the outputs of his device. For example, he may
observe the instantaneous power consumption of his device, and he may
receive a trace similar to Fig. 1.1. During this computation, the key is
processed bit-by-bit. Furthermore, the instantaneous power consump-
tion is different if the key bit processed is 0 or 1, as shown by the legend
of Fig. 1.1. Thus, the adversary can “easily” retrieve the key via side-
channel.
Consequently, having a secure scheme in the blackbox scenario is not
enough in the real world.

The previous attack is an example of side-channel attacks.
Side-channel attacks start from the fact that schemes must be imple-
mented on real devices. So the adversary may obtain other information
than the outputs (and the inputs). For example, to do the cryptographic
operation needed by aMAC or an AE scheme, these devices consume elec-
trical power, generate an electromagnetic field, use time, etc...
Moreover, all these physical quantities may be measured, and these ob-
servations give additional information about the inner computations per-
formed by the device. In some cases, this is enough to recover the full
key breaking the security of the scheme [6, 87, 96, 97, 93].

These attacks are particularly effective against the Internet-of-Things
(IoT) nets. Sensors, being deployed in a not-secure environment, are an
easy target for side-channel attacks. For example, it may be possible to
mount an attack using side-channels, where an adversary can make the
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sensor accept a malicious update.
Moreover, since sensors should be cheap and countermeasures against
side-channel are expensive (see Sec. 1.3.1), they are often less protected.

The physic behind these attacks is very complicated. In particular,
it is tough to compute a leakage trace even knowing all the values and
the physical quantities involved in that cryptographic computation [124].
The only known way to obtain them is to sample by taking actual mea-
surements from the target circuits on given inputs [124].
Thus, to theoretically model an adversary who can do side-channel at-
tacks, he is supposed to have access to a leakage function, which gives
him the information he may obtain via leakage. As the physic behind
side-channel is hard, we observe that it is tough to model the leakage
function correctly [124, 78]. There are many different models (for exam-
ple, memory leakage, leakage from computation, for a complete survey,
see the survey of Kalai and Reyzin [78]) for the leakage function.
Usually, the adversary has some constraints for his leakage function; for
example, bounding the output size [56]. A critical drawback of this ab-
straction is that quantifying an “overall amount of leakage” is hard for
hardware engineers and to assure in practice [124].

1.3.1 Countermeasures

We start observing that, in general, it is more difficult to mount an at-
tack against a scheme when the adversary has access to the leakage of a
single execution than with the leakage of more executions.

The countermeasures against side-channel attacks which have been
introduced, work at different levels.
At the hardware level countermeasures target the reduction of the infor-
mation leaked, for example adding noise [94].
At the implementation level, the previous countermeasures can be am-
plified reducing the side-channel leakage [116, 95, 127]. The most studied
implementation level countermeasure is masking whose main idea is to
split a sensitive data into many random shares. Masking has a strong
theoretical background [76, 53, 54]. Its security depends on the number
of shares, the higher, the better. On the other hand, it has considerable
overheads, which are roughly quadratic in the number of shares [62, 77].
Thus, a device with a strong masking protection can be a thousand times
slower.
At the mode level, leakage-resiliency aims to design schemes that are
inherently more secure against side-channel attacks [58], for example,
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updating the key [111].

To reduce the cost of countermeasures Pereira et al. [111] have pro-
posed the concept of leveled implementation: that is, combining the min-
imal use of a primitive which is strongly protected against side-channel
attacks and thus may be very slow, with a mode of operations where the
bulk of the computation is carried by weakly protected (or not protected
at all) primitives which are much more efficient.

Leak-free. It remains the problem of how good the strongly protected
implementations should be. Pereira et al. [111] have modeled them as
leak-free: that is, they do not leak anything. Although this model seems
too demanding, it has many advantages. It reasonably models strongly
protected implementations (as for example, a TBC with an high-order
masking scheme). It is very straightforward to use. Additionally, this
model has the advantage of showing where to put the countermeasure.
In practice, leak-free implementations do not entirely exist. We can see
actual strongly-protected implementations as an imperfect realization of
a leak-free implementation [111].

1.4 Our contributions

We have followed two lines for our contributions. From a theoretical
point of view, we try to capture the security that is needed. Moreover, we
try to model leakage in a simple way, which encompasses many attacks.
More precisely:

• Since we want to capture different scenarios, we provide different
security definitions.
These definitions are different because they allows to consider dif-
ferent scenarios with different trade offs between the security needed
and efficiency.

• We propose a leakage model, easy to use: leak-free for strongly pro-
tected implementations and unbounded leakage (that is, we assume
that these implementations have no security at all with leakage)
for everything else.

• We create a model (strong unpredictability) to relax the leak-free
assumption for strongly protected implementations.
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From a more practical point of view, we build and analyze several con-
structions, both MACs, and AE schemes, in our leakage models.
First, the security is assessed supposing that the strongly protected prim-
itives are leak-free, then, that they are only strongly unpredictable.
To be more efficient, all our constructions uses components whose imple-
mentation is either strongly protected or unprotected at all. This leads
us to assume that the unprotected components leak everything, thus we
have the unbounded leakage.

1.4.1 Theoretical framework

Definitions We start from the authenticity definition for MACs of
Pereira et al. [111]: strongly existentially unforgeable against chosen mes-
sage and verification attacks with leakage in the tag-generation (suf-L).
In this definition, the adversary tries to create a forgery having only ac-
cess to the leakage of the tag-generation algorithm.
In particular, the adversary may not only target the key, but he can
target some intermediate values which he may find useful for forgeries.
First, we extend this definition to the AE-case, supposing that only the
encryption algorithm leaks (CIML).
Then, we extend these two definitions to the case when also the verifica-
tion (for MACs), with suf-L2, or the decryption (for AE schemes), with
CIML2, algorithm leaks.
Note that in all these definitions, we suppose that when the key is gen-
erated, the adversary has not access to the leakage since this may done
during the fabrication of the device. On the other hand, we allow the
adversary to choose the random coins used by the algorithms when he
is interacting with them. That is, we also consider that the random
coins (or the nonce) are not used correctly in tag-generation/encryption
queries.
A significant result is that for both MAC and AE, there can be schemes
whose security depends if the adversary has access or not to the leakage
of the verification or the decryption oracle. This result may be useful
for devices which are used only to send (or authenticate) messages, not
to receive (or verify). In this case, the adversary may have the leakages
only of the encryption (or the tag-generation).

As a side-note, we observe that for AE, integrity with leakage may
also improve confidentiality with leakage. In fact, an AE scheme which
provides integrity may prevent the leakage of any valuable information
from the decryption of invalid ciphertexts. Such decryptions may be
source of interesting information [7, 11, 33].
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Leakage models We introduce a pragmatic leakage model: the un-
bounded leakage model. In this model, the adversary receives every input,
output, and key used by any primitive underlying the scheme except for
the key used by the strongly protected implementations of primitives
(which we model as leak-free). This model, although it keeps the prob-
lem of the leak-free model for strongly protected implementations, has
many advantages:
(i) it is easy for practitioners to identify where the efforts against side-
channel attacks should be put.
(ii) The leakage function is straightforward to describe. In fact, it usu-
ally consists of one or two values, from which the adversary is usually
able to recompute every other secret value used during the computation
(except for the key of the leak-free primitive).
(iii) We observe that the adversary cannot obtain any other information
from the weak-protected primitives.
Thus, a proof in our unbounded leakage model means that to break the
authenticity, the adversary must attack the strongly protected compo-
nent to win or the underlying blackbox assumption. As a side note, we
observe that it is very hard for an adversary to be able to perfectly re-
cover every secret value (apart from the key of the leak-free primitives).
Consequently, when we do a proof in our leakage model, we can re-
duce the authenticity/integrity of the whole scheme to some black-box
properties of hash functions, (tweakable) block ciphers ((T)BC) and the
goodness of the strongly protected implementation even in the face of
the most powerful possible side-channel adversaries.

Strong unpredictability We introduce a notion relaxing the leak-free
hypothesis for (T)BC: Strong Unpredictability in the presence of leakage
(sUL) for a (tweakable) block cipher, which is an extension of the unpre-
dictability notion introduced by Dodis and Steinberger [51, 52]. Roughly
speaking, sUL states that it is hard to find for a fresh input the output of
(T)BC, even if the adversary has oracle access to it, its inverse; moreover,
he receives the leakage of its direct and inverse calls.
This notion has the advantage that (i) it is game-based and it is not
an idealized physical assumption, (ii) it may be verified (or falsified) by
laboratories, (iii), it gracefully degrades when the physical assumptions
are not completely respected (iv) it is more adapted to actual imple-
mentations which protects the key heavily, but do not assume anything
about the outputs and their randomness.
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1.4.2 Constructions

Our second line of contribution is providing many constructions achiev-
ing our security definitions in the unbounded leakage model.
First, we start introducing a MAC, HBC (Hash-then-BC), which is secure
when only the tag-generation leaks.
Second, we introduce a new construction for AE, which we denote as the
DTE scheme (for Digest, Tag, and Encrypt), which is secure when only
the encryption leaks. DTE uses HBC for the Digest and Tag part. Since
DTE is a probabilistic scheme, we have considered the case that the ran-
dom coins it uses are not good (misuse). We can prove its authenticity
with encryption leakage and random coins chosen by the adversary. DTE
uses two calls to the strongly protected BC.
Third, we tackle the problem of verification/decryption leakage.
We introduce HBC2 and HTBC to solve the problem of verification leak-
age for MACs. HBC2 is a modified version of HBC, where we have modi-
fied only the verification algorithm. In HBC2 we are able to verify a tag
τ without having to compute the correct tag τ̃ and comparing τ with τ̃ .
HTBC is an improved version of HBC2 using a tweakable BC instead of a
BC and having whose probability of forgeries is even much smaller, since
it is beyond birthday secure.
Regarding the problem of decryption leakages, we introduce DTE2, which
is substantially DTE, where we have replaced HBC with HBC2. Fourth,
we start from the observation that in decryption, DTE2, first decrypts
then verifies if the ciphertext is valid. Although the fact that a mes-
sage is retrieved in decryption, before having checked its authenticity
does not affect integrity (even with leakage), it may not be the case for
other security property, as confidentiality with leakage. To prevent that
any message is retrieved if the ciphertext is invalid, EDT is introduced,
changing the paradigm of DTE. That is, in EDT, it is the ciphertext
that is digested and tagged (and not the message1 as for DTE). EDT is
CIML2-secure, uses two calls per execution to the strongly protected BC.
On the other hand, it is no more misuse-resistant like DTE2.
Finally, to reduce the overall cost, we propose a construction, CONCRETE,
which uses only one call to the strongly protected implementation. To
obtain this, we rearrange the structure of EDT (and of its variant) en-
tirely.

Note that in all the constructions where leakage in verification/ de-
cryption is considered, the use of a strong (tweakable) BC (with a strongly
protected implementation) is crucial, because the inverse of the (T)BC

1And the randomness used.
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is used in verification/decryption.

In all our AE constructions, to improve efficiency, we use a leveled im-
plementations, using as little as possible calls to the strongly protected
implementation of the (T)BC. In particular, during the encryption part,
we use take advantage of an existing leakage-resilient encryption scheme
which is based on rekeying, that is, changing the key during the execu-
tion.

We end noting that we have designed both EDT and CONCRETE in
a way that makes the decryption of invalid ciphertexts give no useful
information to an adversary, one, EDT, blocking the decryption before
it gives anything useful, the other, CONCRETE, leaking random values
if the ciphertext is not authentic.

Proofs based on strong unpredictability. We can prove the
suf-L2-security of both HBC2 and HTBC assuming that the (T)BC is sUL-
secure (and not leak-free), but on the expense of relying on a random
oracle (RO). However, the RO is only considered in the black box model
and we do not need any security assumptions regarding its leakage. In
fact, in the proofs, every time the RO is used, we suppose that the
adversary knows its inputs and its output.
These results may be extended easily to DTE2 and EDT.

1.5 Related works

Leakage-resilient constructions. The first leakage-resilient construc-
tion was the stream-cipher proposed in 2006 [58]. There is a flourishing
literature on it; see, for example, the survey of Kalai and Reyzin [78]. An
attractive solution, which we always use in our AE schemes, is rekeying.
That is, the key is changed after a few executions. Abdalla et al. [1] have
proved that using a leakage-resilient scheme on top of an existing secure
encryption scheme in the standard model, leads to a leakage resilient
encryption scheme.
We also take advantage of the literature on leakage-resilient stream ci-
phers in order to reduce the use of strongly protected implementations [58,
113, 132, 59, 131, 124].
To our knowledge, the first leakage-resilient AE scheme is RCB [5], which
is not secure, as proved by Abed et al. [4].
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The CCS 2015 paper. [111]. Our work starts from the CCS 2015
paper by Pereira et al. [111]. In particular, we have used their definition
of authenticity with leakage in tag-generation for MAC. Moreover, they
have introduced a leakage-resilient encryption scheme, PSV, which is
based on rekeying. We have used PSV in all our AE schemes. In fact, we
use it for the Encryption part of DTE, DTE2, EDT and CONCRETE.
Differently from us, Pereira et al. [111] establish the authenticity of the
MAC, assuming a weak hypothesis (simulatability) on the not strongly-
protected implementation of the BC.

Works based on this thesis. Our works are the base of many others.
At LatinCrypt 2019, Guo et al. [65] give a complete survey of the security
definitions with leakage for AE (thus, also considering confidentiality)
also establishing the relations among them. Their authenticity defini-
tions are ours.
Moreover, they propose a variant of EDT, AEDT to treat associated data,
data which need to be authenticated but not encrypted.
Finally, they introduce FEMALE, which is an improved version of EDT
with the encryption part modified in order to be misuse-resistant.

At CHES 2020 [21] a scheme based on EDT has been proposed: TEDT
(Tweakable EDT). This scheme, which uses only TBC, is beyond birth-
day secure. Moreover, a one-pass version of it, called TET1, is proposed.
TET1 is more efficient, but relinquishes some security properties.

Finally, TET1Sponge, an instantiation of TET1 with a sponge for the
encryption part is the NIST submission Spook [18] to the competition
for Lightweight Cryptography.

Note that in all the constructions achieving integrity leakage in both
encryption and decryption, in decryption, the inverse of the (T)BC is
used.

Other theoretical works. Guo et al. [65] and Barwell et al. [10] have
proposed two theoretical framework for AE in the presence of leakage.
Regarding integrity, Guo et al. [65] incorporate our definitions in their
framework. Instead, the work of Barwell et al. [10] is more focused on
composition results, while we pay particular attention to efficient in-
stances of MACs and AE schemes. As a result of this choice, a second
difference is that their instantiations require all the building blocks to
be well protected against side-channel analysis, while we aim to mini-
mize the use of strongly protected implementations. In particular, in
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our construction, the encryption part does not need to be as protected
as theirs. Third, and more technically, we discuss what can be achieved
by symmetric cryptographic building blocks, while Barwell et al. [10] use
elliptic curves operations. Note the leakage-resilient-pairing-based-PRF
proposed in the latter work could be an option to instantiate our leak-
free component, instead of a TBC with an high-order masking scheme.

In a distinct line of work, the problem of leakages resulting from de-
cryption failures has been investigated [33, 7, 72]. The motivation of
these works is that, when decryption fails (as a result of an incorrect
ciphertext), the decryption software typically reveals more information
than just this failure: for example, it often happens that different error
codes are sent depending on the step at which decryption fails. In this
setting, leakage naturally happens when decryption fails only; that is,
correct decryption operations do not leak anything since there is just no
error message. However, in the context of side-channel attacks, this re-
striction becomes meaningless: decryption takes time, consumes power,
and produces electromagnetic radiations, whether if it succeeds or fails.
(And we may even expect that implementations will leak more in case
of successful decryption since this is likely to be the case during which
the most substantial amount of computation takes place.)
We observe that CIML2 (and suf-L2) security in the unbounded leakage
model provides stronger security guarantees. In fact, knowing all the in-
ternal values computed (apart from the key of the primitives used with
a the strongly-protected implementation), the adversary also has access
to the value that is compared in the check that generates the invalid
message.

The distinction between leakage of valid and invalid ciphertexts also
puts the security notions that we propose in this work out of the unifying
definition framework of Barwell et al. [11], called Subtle Authenticated
Encryption (SAE). In [27], the advantages of CIML2 in the unbounded
model with respect to SAE are discussed.

Note that although the unbounded leakage model does not cover
the release of unverified plaintext (see [7]) in general, our schemes are
always CIML2 even if unverified plaintexts are released. In particular,
CONCRETE is secure even if unverified plaintexts are released (it pro-
vides both authenticity and privacy, while DTE and EDT provide only
integrity).

Other leakage resilient constructions. Dobraunig et al. [46] com-
bine a concrete instance of fresh re-keying (borrowed from [100, 48]),
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with a sponge-based construction [31] giving birth to ISAP (which is also
a NIST candidate). This line has also been followed by ASCON by Do-
braunig et al. [47] and Xoodyak by Daemen et al. [41]. All these schemes
are also based on sponges (they use the seminal work on sponges by
Bertoni et al. [32]).
Their security has been studied in detail [66, 49, 42, 50]. To obtain
integrity in the unbounded leakage model, they have to protect the com-
parison between the transmitted tag and the correct tag [50].

1.6 Structure of the thesis

In the first two chapters, we introduce the background. Chap. 2 is de-
voted to the blackbox case while Chap. 3 to the leakage case. We put
some additional blackbox definitions in App. A. These definitions are
not necessary to understand the integrity problem with leakage, but are
useful to understand other properties of our schemes.
Chap. 4 is devoted to the theoretical framework, introducing the leakage
model, the model for strongly protected implementations, while Chap. 5
to the constructions. We end Chap. 4 comparing our definitions with
those of Barwell et al. [10], while Chap. 5 we compare our constructions
with ISAP [46], ASCON [47], Xoodyak [41] and the one by Barwell et
al. [10].
In Chap. 5 we do all the proofs assuming strongly protected implemen-
tation as leak-free. In the last chapter, Chap. 6, we prove again the
security of some of the previous constructions assuming strongly pro-
tected implementation as strongly unpredictable.
In the thesis, we only put a sketch of our proofs, leaving the full proofs
to App. B.
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In this chapter, we recall some fundamental notions of symmetric-
key cryptography. We present the blackbox definitions, and we do not
consider leakage.

2.1 Notations

We usually use the callygraphic notation (A) for sets.
Given a set X , we denote with |X | its cardinality.



16 CHAPTER 2. BACKGROUND

Given two sets X and Y, the set of all functions f : X → Y is de-
noted by FUNC(X ,Y), while the set of all permutations p : X → X
is denoted by PERM(X ). Note that if X and Y are both finite, then,
|FUNC(X ,Y)| = |Y||X |, while |PERM(X )| = |X |!.
Given a non-empty finite set X , let x $← X denote the draw of an element
x from X uniformly at random.
A random function f : X → Y is a function picked uniformly at random
from the set FUNC(X ,Y), that is, f $← FUNC(X ,Y). Thus, when we
have to use a random function, ∀x ∈ X , we may simply pick a y uni-
formly at random in Y and define f(x) := y.
A random permutation p : X → X is a permutation picked uniformly at
random from the set PERM(X ), that is, p $← PERM(X ). Thus, when
we have to use a random permutation, ∀x ∈ X , we may simply pick a y
uniformly at random in X \ L, where L is the list of the y ∈ X already
picked as image of previous x′ ∈ X , and define p(x) := y.
Two functions f : X → Y and f ′ : X ′ → Y ′ have the same signature if
their domain and codomain are the same, that is, X = X ′ and Y = Y ′.

Definition 1. A function f : N→ N is negligible if for every polynomial
p(.), ∃N ∈ N s.t. ∀n ∈ N, n ≥ N

f(n) ≤ 1

|p(n)|
.

That is, a negligible function decreases faster than any polynomial
function.

Given a, b ∈ Z, we denote with {a, ..., b} the set of all integer numbers
between a and b, that is, {a, .. :, b} = [a, b] ∩ Z, where [a, b] is the closed
interval in R.
Given x, y ∈ N with x ≤ 2y − 1, we denote with [x]y the binary writing
of x with y digits (thus, pre-appending as many 0s as necessary).
We write Pr[B;A1, A2, ...] for the probability that event B happens given
that the events A1, A2, ... have happened.

Strings

We use finite binary strings. The string of x 0s is denoted by 0x. The
length of the string x is denoted by |x|.
The set of all finite strings is denoted by {0, 1}∗, the set of all n-bit
strings by {0, 1}n, the set of strings of at most n bits by {0, 1}≤n, the
set of strings of infinite length by {0, 1}∞.
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Given a string x = (x1x2...xl) of l bits, we denote with πt(x) the
string (x1...xT ) where T = min(|x|, t), that is, the string obtained
by the first t bits of the string x. Thus, we can define the function
πt : {0, 1}n → {0, 1}≤t as the projection on the first t bits.
Given two strings, x and y, let x‖y denote the string obtained by con-
catenating x and y, while x ⊕ y denotes the string obtained XORing
bitwise x and y, provided that |x| = |y|.

Parsing. Often, we have to parse a message m in n-bit blocks. This
means that the message m is divided in (m1, ...,ml−1,ml), with
|m1| = ... = |ml−1| = n, |ml| ≤ n and m = m1‖...‖ml−1‖ml.

2.1.1 Time notation

In this section, we collect all the time notations we use in the proofs:
tch(x,B): is the time needed to pick uniformly at random x values in B
tchn(x,B): is the time needed to pick uniformly at random with no repe-

titions x values in B.
tAlg: the time needed to execute once the algorithm Alg
t$: the time needed to randomly sample a value

tf(y): the time needed to lazy sample the random permutation (or func-
tion) f y times with y ∈ N.

2.2 Adversaries and proofs

Since this thesis aims to do a further step in providing authenticity in
cryptography, we want that all our schemes are provably secure. That
is, given a scheme Π, we want to be able to give an upper bound ε to
the probability that an adversary with certain resources (for us, usually,
time and number of queries to their oracles) can break the property X of
the scheme Π. In this case, we say that a scheme is ε-secure with respect
to this property.
These results must and may only be obtained through “rigorous proofs
of security” [81].

Quantitative proofs. Our proofs are quantitative, that is, we prove
that a scheme is secure when adversaries have access to a certain amount
of resources (for example, time).
Since we want to prove the security of actual schemes, we prefer this
approach than the asymptotic ones. In the asymptotic proofs, the prob-
ability that an adversary breaks the security of a scheme is bounded by
a negligible function, ε(n), of a security parameter, n, (for example, the
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size of the key). Asymptotic proofs, although very important, do not
provide security for actual schemes, since cryptographic schemes, once
deployed, cannot usually (or can only very difficultly) change this secu-
rity parameter.
Note that in our quantitative proofs we do not consider the time needed
for communications.

To reach our goal of security, first, we need to define what adversaries
are, then, what is the security we aim for, after that, what security
assumptions we make and finally how we combine all this.

Adversaries. First, we define what are adversaries.

Definition 2. A (q1, ..., qd, t)-adversary A against Π is a probabilistic
algorithm A having oracle access to O1, ...,Od, making at most qi queries
to oracle Oi, running in time bounded by t, and outputting a finite string
of bits.

In some cases, the vector q1, ..., qd is denoted with q.
We do not need to consider bounded memory since A is (q1, ..., qd, t)-
bounded, thus, the maximal size that the adversary uses is necessarily
bounded.
Observe that our adversaries have access to bounded resources. Oth-
erwise, schemes which are secure against unbounded adversaries, have
strong limitations, for example, having the key as long as the message
and never reusing this key [81]. Thus, secure schemes against unbounded
adversaries are often unusable in most setting1

Our adversaries are probabilistic, because the ability to toss coins may
provide additional power [81] and we need that the class of adversaries
to be as large as possible.2

Security definitions The security we aim is provided by security def-
initions. In particular, one of the aim of this thesis is to justify four
(three of which are new) security definitions.
Security definitions model the security we want (which must be well

1For example, a scheme secure against unbounded adversaries, one-time-pad, is
“rumored” to be used for the “red phone”, which was the system allowing direct
communication between the White House and the Kremlin during the Cold War [81].

2We do not consider in this thesis, quantum adversaries (for example see [34]), that
is, adversaries who can evaluate an oracle “in superposition” (on quantum states). In
fact, every adversary, in this thesis, queries his oracles on a (classical) input x, not
on a superposition of inputs

∑
x

αx.
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understood) and explain when a scheme can be deployed safely. In addi-
tion, they can be compared. Moreover, precise definitions allow rigorous
proofs [81].

Security assumptions To prove the security of a construction, we
need to base the security on security assumptions. Security assump-
tions, which cannot be avoided, should be minimal, clear and, if possible,
broadly accepted [81].

Security proofs Finally, to prove the security of schemes, we use the
reductionist approach. We usually have theorems of the form: “Given
that Assumption X is true, Construction Y is secure according to Defi-
nition C”.
Our proofs typically show how an adversary breaking Construction Y
can be used as a sub-routine to break Assumption X [81].

Game-playing proofs

For most of the proofs, we use a game-based approach [123, 17].
Suppose that we have to prove that a scheme Π is secure. To do this, we
want to upper bound the advantage of a bounded adversary A in attack-
ing some cryptographic constructions. The advantage is the difference
between the probability that A outputs 1 in two different “worlds”. World
0 is when he interacts with the scheme Π. Thus, we write a code initial-
izing variables, showing how A can interact with Π. This is Game 0 and
can be seen as a piece of code. Then, we write another piece of code that
we call Game 1. We build Game 1 such that it is “substantially as hard
as” Game 0 for the adversary A. That is, we show that the advantage
that A has playing Game 0 with respect to Game 1 is little, either using
a security assumption or showing that these two games are syntactically
identical if a given event, whose probability we bound, happens. Next,
we create Game 2 and show that it is “substantially as hard as” Game
1 for the adversary A. Iterating, we produce a chain of games ending
with a terminal game in which it is possible to compute the probability
that adversary A wins with conventional arguments (that is, either via a
computational assumption or an information-theoretical argument) [17].

Game A game G is a program, that is, a collection of procedures, run
by an adversary A, which ends in a finite (polynomial) number of steps.
At the end of the game G, the adversary A outputs a value x, which
may be probabilistic (and, in this case, its probability is denoted with
Pr[AG ⇒ x]). The game processes this output to produce the outcome
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y. Usually, we are interested in bounding or computing Pr[GA ⇒ y], the
probability that the outcome y happens. Since adversaries are proba-
bilistic and, thus, their outputs, too, then, the outcome y of a game is
probabilistic.

Usually, during the proofs there will be a sequence of games G0, ...,GI .
In our proofs, we usually prove that every couple (i, i + 1) of games Gi

and Gi+1 is (q, t, ε)-indistinguishable, that is, for any (q, t)-adversary A,
for any possible outcome y of these games, we bound the difference
|Pr[GiA ⇒ y]− Pr[Gi+1

A ⇒ y]| < ε, where ε is little.

The oracle $(·) and ⊥ (·). In many security proofs and definitions, we
have to prove or to assume that an adversary is not able to distinguish
a set of oracles implemented with the real algorithms from ideal oracles.
Two ideal oracles are used: $(·) or ⊥ (·).
The oracle $(·) outputs a random string, whose length is specified by
the definition or the proof. For example, if A has to distinguish between
the oracles OA(·) and $(·), the oracle $(·) on input x returns a random
string of length |OA(x)|.
The oracle ⊥ (·) always returns ⊥.

2.3 Hash functions

First, we introduce hash functions.
Hash functions are generally used to compress strings.

Definition 3. A hash function is a function H : KH × HM → T ,
indexed by a key selected from the key set KH.

We need that hash functions are keyed to be able to give security
definitions for them, even if, in practice, most of them are unkeyed. On
the other hand, the key of the hash function is supposed to be public.
Thus, we will often omit to explicit it.

Hash-functions should be collision resistant ; that is, given the key s,
it should be hard to find a collision. A collision is a couple of different
inputs x, x′ s.t. Hs(x) = Hs(x

′). Formally:

Definition 4 (CR). A (t, ε)-collision resistant hash function
H : KH×HM→ T is a function such that, for every t-bounded adversary
A, the probability that A(s) outputs a pair of distinct inputs
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(m0,m1) ∈ (HM)2, such that Hs(m
0) = Hs(m

1) and m0 6= m1, is
bounded by ε, where s $← KH is picked uniformly at random, that is:

Pr[A(s)⇒ (m0,m1) ∈ (HM)2 s.t. m0 6= m1,

Hs(m
0) = Hs(m

1)|s $← KH] ≤ ε

2.3.1 The birthday bound

In practice, the hash functions we use have HM = {0, 1}∗ and T =
{0, 1}n, for a certain fixed n. Thus, due to the pigeon-hole principle
(called also Dirichlet’s box principle), there are always many collisions.
For a collision-resistant hash function, it should be hard to find one of
them.
Since an adversary may go on trying different inputs until he finds a colli-
sion, we recall what is the best possible collision resistant hash function.3

The following theorem answers this question.

Theorem 1. Let H : KH ×HM → T be a random function. Then, H
is (q, ε)-collision resistant, with

ε ≤ q(q − 1)

2|T |
.

Note that we do not bound the time the adversary has access to since
we use a combinatorial argument and not a computational one. Thus,
we only consider the number of queries he can ask.

Proof. See App.A.4 [81].

This bound is tight, that is, there are matching attacks [81].

A tight bound means that if q =
√
|T | roughly half of the times,

we find a collision. In the literature, this problem is called the Birthday
problem4 and the bound is called Birthday Bound (BB). As we have
proved, this bound is unavoidable for hash functions.

3We do not consider the case |HM| ≤ |T | because it is irrelevant in practice;
moreover, in our works |HM| � |T |.

4In fact, the usual statement of the problem is: How many people (supposing that
there are no twins) need to be in a room to have a 50% chance to have two people
who share the same birthday? The answer, to the surprise of the most, turns out to
be 23.
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2.3.2 Multi-Collisions

We are also interested to bound the probability that a multiple collision
happens, that is, asking q different evaluation of a random function f,
what is the probability that we have asked s different inputs x1, ..., xs
among our q queries, such that f(x1) = ... = f(xs). Suzuki et al. [126]
have studied this problem.

Let 1 ≤ s ≤ q ≤ n. We consider the experiment where we uniformly
throw q balls at random into n bins. MultiColl(n, q) ≥ s denotes the
event that at least one bin contains at least s balls. We recall a useful
upper-bound on the probability of multi-collisions.

Theorem 2. [126] Let 1 ≤ s ≤ q ≤ n, with s, q, n ∈ N.

Then, Pr[MultiColl(n, q) ≥ s] ≤ 1

ns−1

(
q

s

)
.

2.3.3 Pre-image resistance

Informally, a hash function is pre-image resistant if it is hard to ”invert”,
that is, given y ∈ T it is hard to find a pre-image for y, that is an element
of H−1

s (y). Although the idea is straightforward, it is difficult to formally
capture pre-image resistance with a “good definition” [118, 8].
For simplicity we only mention here the definition we use.5.

Definition 5 (roPR). A (t, ε)-range-oriented pre-image resistant hash
function H : KH×HM→ T is a function such that, for every t-bounded
adversary A, the probability that A(s, y) outputs a string m s.t Hs(m) =

y, is bounded by ε, where s $← KH, y $← T are picked uniformly at
random, that is:

Pr
[
A(s, y)⇒ m s.t. Hs(m) = y |s $← KH, y $← T

]
≤ ε (2.1)

As an example of the problem of formalizing pre-image resistance, we
observe that the hash function Hs(x) := s, ∀x ∈ HM 6, is range-oriented
pre-image resistant, although it is not a good hash function.

5The interested reader may find all the other definitions and all the details in the
aforementioned papers [118, 8]

6It is necessary to assume that KH = T .
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2.4 Pseudorandomness

Randomness is at the core of many cryptographic schemes. Since it is
difficult and expensive to provide true randomness [81], we need to rely
on an alternative source which provides something which “simulates” ran-
domness “good enough”.
In cryptography, a pseudorandom function is a primitive allowing ran-
domness simulation.
Roughly speaking, a pseudo-random function is a function whose outputs
are indistinguishable from random ones. Formally:

Definition 6 (PRF). A function F : K ×M→ T is a
(q, t, ε)-pseudorandom function (PRF) if for every (q, t)-adversary A, the
advantage:

AdvPRFF (A) :=

∣∣∣∣Pr
[
AFk(·) ⇒ 1

]
− Pr

[
Af(·) ⇒ 1

] ∣∣∣∣
is upper bounded by ε, where k and f are chosen uniformly at random
from their domains, namely K and FUNC(M, T ).

Note that we can see a PRF as a family of functions which is indexed
by the key.

Maximal security for PRFs. It is always possible to break a PRF
trying all keys. Such an attack is called exhaustive key search. Thus, the
keyspace should be big enough7.

Sometimes, it is interesting to have an invertible PRF. It is possible
to adapt the PRF definition to this situation:

Definition 7 (PRP). A function F : K ×M → M is a (q, t, ε)- pseu-
dorandom permutation (PRP) if if for every k ∈ K, Fk : M →M is a
permutation and for every (q, t)-adversary A, the advantage :

AdvPRPF (A) := |Pr[AFk(·) ⇒ 1 ]−Pr[Af(·) ⇒ 1 ]|

is upper bounded by ε, where k and f are chosen uniformly at random
from their domains, namely K and PERM(M).

Usually, pseudorandom permutations are called blockciphers (BCs)
and their input is called block.

When designing PRPs, we usually ask that the most efficient attack
against it is the exhaustive key search.

7As an example, in the recent call for lightweight cryptography, the NIST imposes
that the key size is at least 128 bits [12].
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PRF vs PRP-security Since a random permutation is picked from the
set PERM(M) which is much smaller than FUNC(M,M)8 it is natural
to wonder if we may see a secure PRP as a secure PRF. This is is proved
by the following proposition:

Proposition 1. Let F : K×M→M be a (q, t, εPRP)-PRP, then, F is a
(q, t, εPRF)-PRF, with:

εPRF = εPRP +
q(q + 1)

2|M|
.

Proof. A standard proof can be found in [81, 17].

The main idea of the proof is, first to replace the pseudo-random per-
mutation with a random permutation, then, to compute the probability
that the event Output collision (OC), that is, there is at least a collision
when we evaluate a random function on q different inputs. Note that
we have already studied the probability of event OC in Thm. 1 and it is
precisely the birthday bound.
We end noting that a random function is indistinguishable from a ran-
dom permutation if event OC does not happen.

The previous proposition gives also the bound when we have to dis-
tinguish a random permutation from a random function:

Corollary 1. Let p : M → M be a random permutation. Then, for
any q-adversary, the distinguishing advantage between p and the random
function f (with the same signature as p) is bounded by:

|Pr[Ap(·) ⇒ 1 ]−Pr[Af(·) ⇒ 1 ]| ≤ q(q + 1)

2|M|

Note that the proof is based on a combinatorial argument and not
on a computational one. Thus, we only consider the number of queries
A is allowed to ask, and we do not need to bound his running time.

Proof. See [17].

Thus, it has been proved that we can use a PRP as a PRF. On the
other hand, we have a bound on the maximal security we can achieve us-
ing a PRP (the so-called birthday bound (BB)). Improved constructions
based on PRPs can overcome this problem, for example, see [102].

8 In fact, if |M| < ∞, |PERM(M)| = |M|!, while |FUNC(M)| = |M||M|. We
remember that n! ∼

√
2πn

(
n
e

)n due to the Stirling approximation. For infinite sets
the problem is much harder, but, since we do not use infinite sets, we can omit to
treat this problem.
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Beyond birthday security. Therefore, the birthday bound affect
many schemes. Schemes having a better security are called beyond birth-
day secure (BBB) and there is a flourishing literature about them, for
example [52, 38, 112, 68] and in our work [20].

2.4.1 Tweakable pseudorandom functions

To add more flexibility, Liskov et al. [92] introduced tweakable blockci-
phers (TBC). Roughly speaking, TBCs have an additional input, the
tweak, in addition to the key and the block. The role of the tweak is to
provide “independent variability”, while the key provides “uncertainty to
the adversary” [92].

Similarly as for PRFs, we may require that the outputs of a TBC
remain random, even if the adversary chooses the inputs and the tweaks.

Definition 8 (TPRF). A function F : K × T W ×M→ T is a (q, t, ε)-
tweakable pseudorandom function (TPRF) if for every (q, t)-adversary
A, the advantage :

AdvTPRFF (A) := |Pr[AFk(·,·) ⇒ 1 ]−Pr[Af(·,·) ⇒ 1 ]|

is upper bounded by ε, where k and f are chosen uniformly at random
from their domains, namely K and FUNC(T W ×M, T ).

A function f taken uniformly at random from FUNC(T W ×M, T )
is called a random tweakable function.

Often, to make the notation lighter, the tweak is put as superscript,
i.e., Ftwk (m) stands for Fk(m, tw).

As for PRFs, it is interesting to have that ∀ k ∈ K and ∀tw ∈ T W,
Ftwk :M→M is a permutation. We adapt the TPRF definition to this
situation:

Definition 9 (TPRP). A function F : K×T W ×M→M is a (q, t, ε)-
tweakable pseudorandom permutation (TPRP) if for every k ∈ K and
tw ∈ T W, Ftwk (·) : M → M is a permutation and for every (q, t)-
adversary A, the advantage :

AdvTPRPF (A) := |Pr[AFk(·,·) ⇒ 1 ]−Pr[Af(·,·) ⇒ 1 ]|

is upper bounded by ε, where k and f are chosen uniformly at random
from their domains, namely K and T PERM(T W,M) (which is the
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space of all functions f : T W ×M → M s.t. ∀tw ∈ T W, ftw(·) is a
permutation).

A function f taken uniformly at random from T PERM(T W,M) is
called a random tweakable permutation.

Likewise, as for PRPs, TPRPs are called tweakable blockciphers. As
for PRFs, most TPRFs used in practice are TPRPs. In fact, a secure
TPRP is also a secure TPRF. The proof is a simple extension of Prop. 1.

It is possible to build a TPRP F̃ from the PRP F, for example Liskov
et al. have proposed F̃k(tw,m) := Fk(tw ⊕ Fk(m)) [92].
Improved constructions are able to have better security bounds [90, 89,
101].

2.4.2 Strong pseudorandom permutations

The advantage of PRPs and TPRPs is that they are invertible. Some
constructions exploit deeply this using the inverse. Thus, to provide se-
curity, it is needed that also the inverse gives random outputs. Formally:

Definition 10 (sPRP). A function F : K×M→M is a (q, t, ε)-strong
pseudorandom permutation (sPRP) if for every k ∈ K Fk : M→M is
a permutation and for every (q, t)-adversary A, the advantage :

AdvsPRPF (A) := |Pr[AFk(·),F−1
k (·) ⇒ 1 ]−Pr[Af(·),f−1(·) ⇒ 1 ]|

is upper bounded by ε, where k and f are picked uniformly at random
from their domains, namely K and PERM(M).
The adversary can do at most q′ queries to the first oracle and q − q′
queries to the second oracle for any q′ ≤ q.

Naturally, it is possible to adapt the previous definition to TPRPs:

Definition 11 (sTPRP). A function F : K×T W×M→M is a (q, t, ε)-
strong tweakable pseudorandom permutation (sTPRP) if for every
(q, t)-adversary A, the advantage :

AdvsTPRPF (A) := |Pr[AFk(·,·),F−1
k (·,·) ⇒ 1 ]−Pr[Af(·,·),f−1(·,·) ⇒ 1 ]|

is upper bounded by ε, where k and f are chosen uniformly at random
from their domains, namely K and T PERM(T W,M).
The adversary can do at most q′ queries to the first oracle and q − q′
queries to the second oracle for any q′ ≤ q.
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To make the notation more compact and to avoid the use of different
oracles, we add another input, which is ±1, where +1 stands for a query
to the first oracle (that is, either F or f), while −1 for an inverse query,
that is, a query to the second oracle (either F−1 or f−1). That is, a query
on input (m,+1) (or (tw,m,+1)) stands for a query to the first oracle
on input m (or (tw,m)), while a query on input (m,−1) (or (tw,m,−1))
stands for a query to the inverse (second) oracle on input m (or (tw,m)).

2.5 Message Authentication Codes (MACs)

The basic cryptographic primitive allowing authenticating message is a
Message Authentication Code (MAC) [81]. A MAC is composed of three
algorithms. The first is designed to generate the key, which is shared
between the sender and the receiver. The sender computes a tag via the
tag-generation algorithm to authenticate a message; instead, the receiver
verifies the tag associated with the message to check the authenticity of
a message. Formally:

Definition 12 (MAC). A Message Authentication Code (MAC) is a
triple Π = (Gen,Mac,Vrfy) where

• Gen picks a key in the keyspace K.

• the tag-generation algorithm Mac is an algorithm that takes as in-
put a couple (k,m) ∈ K ×ME and outputs a tag τ ← Mack(m)
from the tag space T AG.

• the verification algorithm Vrfy takes as input a triple (k,m, τ) in
K×ME×T AG and outputs either the value “>” (“accept”) or “⊥”
(“reject”).

We ask that the couple composed by a message m and the tag τ computed
for the message m by Mac is always considered valid. Formally:

Correctness: ∀(k,m) ∈ K ×ME , Vrfy(k,m,Mac(k,m)) = >.

A string-input MAC strMAC has as input space a set of strings, that is
ME ⊆ {0, 1}∗.

In this work, we consider only deterministicMAC, that is, MAC whose
tag-generation algorithm is deterministic (there are also probabilistic
MACs, iv-based MAC and nonce-based MAC, for example).
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2.5.1 MAC security: authenticity

The usual security notion for MAC is “unforgeability”. That is, to assert
authenticity of a tag from a MAC we ask that it is difficult to create
a valid tag τ∗ for a message m∗ even if the adversary can see tags of
messages of his choice, where m∗ is a message for which has never been
authenticated yet. The couple (m∗, τ∗) is called an existential forgery.
If we relinquish the requirement that m∗ has never been authenticated,
we have strong unforgeability. (Since when the adversary has received a
valid tag τ for a message m, he can simply replay this couple message,
tag, to avoid trivial victory, we ask that the couple message, tag (m∗, τ∗)
is fresh). Formally:

The FORGEeuf−cma
MAC,A and FORGEsuf−cma

MAC,A experiments.
Initialization: Oracle Mack(m):
k ← Gen τ = Mack(m)
S ← ∅ S ← S ∪ {m} [S ← S ∪ {(m, τ)}]

Return τ
Finalization:

(m∗, τ∗)← AMack(·),Vrfy(·,·) Oracle Vrfyk(m, τ):
If > = Vrfyk(m

∗, τ∗) Return Vrfyk(m, τ)
If m∗ /∈ S [If (m∗, τ∗) /∈ S]
Return 1

Return 0

Table 2.1: The FORGEeuf−cma and FORGEeuf−cma experiments. For the
FORGEsuf−cma experiment use the lines within the square brackets.

Definition 13 (euf [81]). A MAC Π = (Gen,Mac,Vrfy) is
(qM , qV , t, ε)- existentially unforgeable-secure (euf) if for every (q, t)-
adversary A

Pr
[
FORGEeuf−cma

Π,A ⇒ 1
]
≤ ε

where the FORGEeuf−cma-experiment is defined in Tab. 2.1.

Definition 14 (euf [81]). A MAC Π = (Gen,Mac,Vrfy) is
(qM , qV , t, ε)- strongly unforgeable-secure (suf) if for every (q, t)-adversary
A

Pr
[
FORGEsuf−cma

Π,A ⇒ 1
]
≤ ε

where the FORGEsuf−cma-experiment is defined in Tab. 2.1.

Note that the adversary has always a chance of winning: in fact, if
he chooses a message m∗ in the message space and he picks a candi-
date tag τ∗ uniformly at random, he may, by pure chance, have bumped
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into the correct tag. Thus, no scheme can be (qM , qV , t, 0)-unforgeable.
Moreover, we can give a lower bound of the unforgeability security:
ε ≥ |T AG|−1.

In the rest of the thesis we are interested in strongly unforgeable
MAC, thus, when we talk about an unforgeable MAC we mean a strongly
unforgeable MAC.

Multiple verification query. In our previous definition, the adver-
sary A has oracle access also to the verification oracle. It may seem that
having access to a verification oracle is not so useful. In fact, the only
information an adversary can receive from the verification oracle is if the
couple (m, τ) he is querying on is valid or not. If it is valid, he can sim-
ply reuse it as a forgery; otherwise, it seems that he has learned nothing
more and he must go on from scratch. The previous intuition is true and
is formalized by the following:

Proposition 2. Let MAC Π = (Gen,Mac,Vrfy) be (qM , 0, t, ε)-unforgeable.
Then, it is (qM , qV , t, (qV + 1)ε)-unforgeable.

Note that the bound is (qV + 1)ε because the adversary may win
either asking a valid verification query and using this as his output or
trying with a new query as his output.

Proof. The proof is straightforward and can be found in [25].

Secure MAC from random functions. A natural construction for a
MAC is to create the tag τ applying a pseudo-random function Fk to the
message m. Thus, the adversary has to guess a fresh output of a PRF
to create a valid forgery. Since a pseudo-random function has outputs
indistinguishable from random ones, this should be hard. This is the
case and it is formalized by the following

Proposition 3. Let F : K ×ME → T AG be a (qM + qV + 1, t)-PRF.
Let MAC Π = (Gen,Mac,Vrfy) defined as follow:
Gen picks a random key k in K, that is, k $← K
Mac Mac : K ×ME → T AG, defined by Mack(m) := Fk(m),
Vrfy Vrfyk(m, τ) = > iff Fk(m) = τ ; otherwise ⊥.
Then, MAC is (qM , qV , t, ε+ (qV + 1)|T |−1)-unforgeable.

Proof. See Theorem 4.4 [81].

Some authors, for example [104], when they define MAC security,
they ask the tag-generation function Mac to be a PRF.



30 CHAPTER 2. BACKGROUND

Secure MACs need not to provide random tags. Observe that
there is no need that the tag is random to have a secure MAC. In
fact, let Π = (Gen,Mac,Vrfy) be a (qM , qV , t, ε)-unforgeable MAC, then,
Π′ = (Gen′,Mac′,Vrfy′) defined by
• Gen′ = Gen,
• Mac′k(m) := m||Mack(m),
• Vrfy′k(m, τ

′) := > iff τ ′ = m‖τ and Vrfyk(m, τ) = >.
Then Π′ is (qM , qV , t, ε)-unforgeable. In fact, from a forgery (m, τ ′)
against Π′, it is possible to create a forgery against Π simply remov-
ing the message prefixed in τ ′.
On the other hand, Mac′ does not output a random value.

This previous secure MAC shows that a tag does not hide the au-
thenticated message. Thus, authenticity does not provide confidentiality

2.6 Authenticated Encryption (AE)

When, both authenticity and confidentiality are needed, the crypto-
graphic tool to use is Authenticated Encryption (AE).
Like a MAC, an authenticated encryption scheme is composed by three
algorithms. The first is designed to generate the key, which is shared be-
tween the sender and the receiver. The second is a procedure to encrypt
a message, obtaining a ciphertext; the third is a procedure for decrypting
a ciphertext and verifying the authenticity of the ciphertext. Formally:

Definition 15 (pAE). A scheme for probabilistic Authenticated En-
cryption (pAE) is a triple Π := (Gen,Enc,Dec), where

• Gen picks a key k in the keyspace K, which is not empty.

• the encryption algorithm Enc is a probabilistic algorithm which
takes as input the couple (k,m) ∈ K × ME and outputs c ←
Enck(m) called ciphertext.

• the decryption algorithm Dec is a deterministic algorithm which
takes as input the tuple (k, c) ∈ K × {0, 1}∗ and outputs m ←
Deck(c) which is either a string m ∈ ME or the symbol “⊥” (“in-
valid”).

We require that the algorithm Dec is always able to correctly decrypt the
output of Enc, that is:

• (Correctness) if Enck(m) = c, then, Deck(c) = m for any key k
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If Deck(c) =⊥ we say that the algorithm “rejects” c, otherwise it “ac-
cepts” c and c is “valid”.

The message m is also called plaintext.

In order to have a probabilistic encryption scheme, often, it is easier
to use a deterministic algorithm that takes an additional input, which is
randomly picked [119]. For more details, see App. A.

2.6.1 Integrity

Authenticity for AE is called integrity. We ask that the adversary is not
able to create a new ciphertext, which is deemed valid by the decryption
algorithm [14]. Formally:

Definition 16 (INT-CTXT). A probabilistic authenticated encryption
scheme pAE Π = (Gen,Enc,Dec) is (qE , qD, t, ε)-INT-CTXT(Ciphertext
integrity)-secure if the advantage

AdvINT-CTXTΠ (A) := Pr
[
⊥6= m∗ ← Deck(c

∗); c∗ ← AEnck(·),Deck(·)
]

is bounded by ε for every (qE , qD, t) adversary A. The adversary A is
not allowed to output c∗ if he received c∗ as c∗ ← Enck(m

∗) for a certain
input m∗ that he has asked to the first oracle.

We can also see the previous security definition as follow:
for every (qE , qD, t)-adversary A

Pr[INT-CTXTA,Π ⇒ 1] ≤ ε.

where the INT-CTXT experiment is described in Tab. 2.2.
Informally, the previous probability can also be stated as:

Pr[AEnck(·),Deck(·) forges ].

Access to the decryption oracle. Similarly to what done for MAC,
we can observe that having access to the decryption oracle is not useful.
In fact,

Proposition 4. Let Π = (Gen,Enc,Dec) be (qE , 0, t, ε)-INT-CTXT se-
cure. Then, it is (qE , qD, t, (qD + 1)ε)-INT-CTXT secure.
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The INT-CTXT experiment.
Initialization: Oracle Enck(m):
k ← Gen c = Enck(m)
S ← ∅ S ← S ∪ {c}

Return c
Finalization:
c∗ ← AEnck(·),Deck(·) Oracle Deck(c):
If ⊥6= Deck(c

∗) Return Deck(c)
If c∗ /∈ S
Return 1

Return 0

Table 2.2: The INT-CTXT experiment.

2.6.2 Confidentiality and Integrity

When we ask confidentiality in addition to authenticity, we want that
not only is it difficult for any adversary to create a forgery but also that
no information about the message can be inferred from the ciphertext.
The use of random ciphertexts is a possible solution to avoid that any
information is obtained from the ciphertext. Formally:

Definition 17 (pAE-security). A probabilistic authenticated encryption
scheme (pAE) Π := (Gen, Enc, Dec) is (qE , qD, t, ε)-pAE-secure if the
advantage

AdvpAEΠ (A) :=
∣∣∣Pr
[
AEnck(·),Deck(·) ⇒ 1

]
− Pr

[
A$(·),⊥(·) ⇒ 1

]∣∣∣ (2.2)

is bounded by ε for every (qE , qD, t)-adversary A that respects the follow-
ing condition:

(i) If A queried the first (encryption) oracle on input m and was an-
swered c, then he is not allowed to query the second (decryption)
oracle on input c;

This notion provides privacy, since it assumes that ciphertexts are
indistinguishable from random, and authenticity, since it assumes de-
cryption queries made by the adversary on fresh ciphertexts, are not
valid.

To have confidentiality, the length of the ciphertext must not give any
additional information about the plaintext. Thus, we need the following
property:

Definition 18. Let Alg be an algorithm whose inputs are in
M1 × ...×Mn and whose outputs are in T . We say that algorithm Alg
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does not reveal, via the length of his output, any information about its
inputs apart from their lengths if there exists a deterministic function
f : Nn 7−→ N s.t. for all possible inputs (x1, ..., xn) ∈ M1 × ... ×Mn,
|y| = f(|x1|, ..., |xn|), where y ← Alg(x1, ..., xn).

This can be seen as a “public length function”.

2.7 Random oracle model

When we assume that a blockcipher is a PRP or that a hash function is
collision resistant (or pre-image resistant) we are making some assump-
tions which are in the so called standard model.
However, in some cases cryptographic primitives, especially hash func-
tions, are used in an “injustified” way (already in 1993, Bellare and Ro-
gaway [15] realised this).
In particular, in many schemes, the outputs of the hash functions are as-
sumed to be “random”. It makes sense, since for a good hash functions,
its outputs should be “unpredictable” and the adversary should not be
able to control them. On the other hand, since the adversary knows the
key of the hash function, he may trivially distinguish the outputs of a
hash function, from the ones of a random function.
Thus to give a theoretical base of these schemes, they defined the random
oracle model (ROM):

Definition 19 (RO [15]). A random oracle (RO) R is a map
R : {0, 1}∗ → {0, 1}n chosen by selecting each bit of R(x) uniformly and
independently, for every x.

In practice, the random oracle is used to model hash functions.
That is, hash functions are assumed to be replaced by a random oracle
with appropriate range. In this way, an adversary is not able to evaluate
the result of the hash function. Instead, to evaluate the hash function,
he has to call an oracle.
In this way, we can suppose that the adversary cannot pre-compute the
outputs of the hash function and they are “random” for him.

The ROM “controversy”. Note that proofs in this model are not
completely satisfactory. In fact, a scheme secure in the random oracle
model (ROM) may be broken entirely when the random oracle is instan-
tiated with an actual hash function, see [35]. In particular, Canetti et
al. [35] built a scheme which is secure in the ROM model, but, which is
insecure when the RO is instantiated with any possible hash function.
Luckily, by now, all the schemes secure in the ROM-model but insecure
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when the RO is instantiated with a hash function, are artificial. That
is, they do not arise from actual schemes, but they are only built with
the idea of proving a separation result between the ROM-model and the
standard model [40, 73].
Considering everything, a proof in the ROM should be as much better
than no proof at all, but we must be aware that such a proof might leave
some security gaps. However, none of these potential gaps has led so
far to a practical attack against any deployed scheme whose security has
been proved in the ROM model.
ROM-based security proofs allow more flexible and efficient schemes.
Moreover, they allow some cryptographic tasks, as non-interactive non-
committing encryption [106].
A complete survey on the topic can be found in [83, 84].
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In this chapter, we present the challenges due to side-channel attacks.
First, we introduce what leakage is, explaining in particular why there
is leakage, and how it can be exploited. Then, we introduce the counter-
measures at the hardware and the implementation level, especially mask-
ing, which is the most studied. Finally, we introduce countermeasures
at mode level, introducing our starting point regarding constructions;
that is, the constructions presented at CCS15 by Pereira et al. [111]: 2
leakage-resilient MACs and a leakage resilient encryption scheme, PSV.

Legend for figures

In all the figures, we denote in red long-term secret, in orange ephemeral
secrets, while in green inputs, outputs or values publicly computable from
them. For primitives, we denote with dark grey the strongly protected
implementations, while in light grey or white the weak protected or not
protected implementations.
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Figure 3.1: A leakage trace, from Oswald et Standaert. [110]. Note that
since bit keys are processed one by one (it is an exponentiation and the
key is the exponent), thus, with the legend, it is possible to recover the
full key with a single leakage trace. In the x-axis we have put the time,
while in the y-axis the instantaneous consummation of power.

3.1 Leakage

In the previous chapter, Chap. 2, we have seen some security definitions.
Many schemes are achieving them, see, for example, [81].
Note that in all these security definitions, adversaries interact with their
oracles only querying them and receiving only their answers.
On the other hand, these schemes (or functions) must be implemented
in real devices, either in hardware or software. Then, these devices do
all the computations involved to compute the outputs. To do this, they
need time and electrical power. Moreover, the computations, moving
electrons, create a variable electromagnetic field which induces an elec-
tromagnetic radiation which can be measured. Thus, an adversary may
collect information about the computations carried by the scheme not
only by the outputs he receives but also via these other sources of infor-
mation, called side-channels.
The information collected in this way may be able, for example, to reveal
the key or the plaintext completely. See, for example, Fig. 3.1.

3.1.1 Sources of leakages

The first documented use of side-channel to break cryptography was
made by MI5, in 1956 [130].
Kocher made the first academic paper describing a side-channel attack
in 1996 [86]. In this paper, Kocher explains “how to find Diffie-Hellman
exponents, factor RSA-keys carefully measuring the amount of time used
to perform private key operations”.
Subsequent works proved that information may be leaked via power
consumption [87, 96] or via the electromagnetic radiation a device pro-
duces [60, 115], exhibiting attacks working against real devices. Inter-
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estingly, even if the electronic device is powered off, it is possible to
retrieve information about the secret key, via the so-called “cold boots”
attacks [69]. These seminal works were followed by a very vast literature
of attacks [96].

3.1.2 Simple and Differential Power Analysis

In this section, we want to present two examples of leakage attacks. In
particular, we want to highlight that the number of traces collected with
the same key and different inputs is a critical element in the success of a
leakage attack. Thus, we can decide to use weaker countermeasures for
a component whose key is used only once (or twice) with a given key in
the whole history of its usage.

The first attack exploiting the consummation of electrical power used
the leakage of a single execution of the device. The measurement is called
a trace (for example, we have presented a trace in Fig. 3.1). This trace
L = L(t) is collected by an oscilloscope and may be seen as the sum of a
deterministic part D = D(t), and a noise N (which usually is assumed
to be gaussian), that is:

L(t) = D(t) +N.

An attack based on the leakage of the execution of a single input is called
Simple Power Analysis (SPA).
Such an attack can exploit conditional branching operations which are
key-dependent (see, for example, the leakage trace of Fig. 3.1, where if
the key bit used as the exponent is 1, an additional operation, much
more power-consuming is performed).
On the other hand, there are effects correlated to data which the device
manipulate [87]. Even if these variations are small, they are possible to
be detected, especially using many leakage traces for the same key with
different inputs. This is called a Differential Power Analysis (DPA).
Note that a DPA is much more effective than SPA, but it is also much
more complex to do. Moreover, it requires many measurements (for
example thousands [128]).
A detailed study of this can be found in [96].

3.2 Countermeasures

Apart from avoiding branching dependent on secret data (especially the
key, but also the plaintext), there are many possible ways to limit the
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information a leakage trace conveys. For example, there is masking (stud-
ied in Sec. 3.2.1), the most used by far, hiding, and shuffling.

Hiding. “The goal of hiding is to make the power consumption of cryp-
tographic devices independent of the intermediate values and indepen-
dent of the operations that are performed” [95].

Shuffling Already, in the seminal work about power analysis [87], the
authors mentioned time randomization as a possible solution.
In the literature, this idea has been developed in many ways:
• Random delays, see, for example [37]
• Shuffling, see, for example [116].
• Building a non-deterministic processor, see, for example [13].

A comprehensive study may be found in [127].

3.2.1 Masking

The most popular and more used countermeasure against side-channel is
masking. The idea is to split a sensible value x in some shares x1, ..., xd+1,
with the constraint that x1+...+xd+1 = x.1 That is, x1, ..., xd are picked
independently, while xd+1 is picked according to the recombination law.
This is called a d-order masking.
In the literature, masking may be done via Boolean masks, polynomial
masks, multiplicative masks. A complete survey may be found in [63].
Moreover, every time, or at least very often, the shares are used, they
are refreshed, that is, they are changed.
From the seminal works [36, 61], masking have been studied and proved
secure [53, 54, 114, 125]. The physical assumptions (independent leakage
of the shares) behind these proofs has been questioned, for example,
see [91].
We have already implementations of masked AES, for example, [70].

Higher-order masking. To have better security, thus, higher-order
masking has been studied [121]. For example, a version of AES masked
with a 10-order masking scheme has been proposed [62] and even a 32-
order [77] one.

Cost. Masking, and especially high-order masking, is very expensive.
It may be even thousands time more expensive, as proved by Goudarzi

1The + denotes the operation used to recombine the share. It must not only be
understood as the addition in Z2

n.
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and Rivain [62] and Journault and Standaert [77].
For example a version of unmasked AES on 32-bit Cortex M4 needs 661.7
cycles [122], while if masked with a 10-order masking, it needs 480,942
cycles [62] and if with a 32-order [77] scheme, it needs 2,783,510 cycles.

The previous countermeasures can be seen as low level countermea-
sures, that is, they are either at the hardware or at the implementation
level.

3.3 Leakage-resilience

A complementary approach is to design countermeasures at the mode
level. That is, a scheme is designed to be inherently more secure against
side-channel attacks. Against side-channel attacks, there is flourishing
literature proposing schemes that are secure against such attacks. These
schemes are called leakage resilient (a survey can be found in the work
of Kalai and Reyzin [78]).
Observe that most of the papers cited in the survey [78], provide schemes
secure in their leakage model.

A constant in these schemes is that they are designed not only ex-
ploiting the countermeasures against side-channel attacks, like masking,
but also they try to reduce the surface exploitable for an adversary. In
this way, these schemes try to be “inherently (more) secure against such
physical attacks” [111].
Moreover, since the countermeasure we have against side-channel at-
tacks may be very expensive, it may be useful to reduce the number of
execution of primitives implemented with such heavy countermeasures,
especially for constrained devices.

3.3.1 Rekeying

One of the most widespread technique in leakage-resilient cryptography
is rekeying [2].
When two parties have a shared key k, instead of using k directly to
encrypt the data, they produce some derived keys k1, k2, ... which are
then used.
Although rekeying initially was used to reduce the number of blocks
processed with the same key (and especially for DES, this was crucial
to keep the security2), immediately its potential to counter side-channel
attacks was understood [85].

2Since DES is a 64-bit block cipher with a 56-bit key.
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This idea was later developed by Abdalla et al. [1] and Dziembowski et
al. [57]. The idea is to use the shared key and an additional input, either
random or simply not repeated, to generate a session key. In this way, the
master key (which is a long-term secret) can only be targeted once per
execution, while if a session key is exposed and retrieved, the adversary
is only able to obtain information when that particular session key is
used. In particular, he cannot infer any information from an ephemeral
key about the master key. In particular, as we show in the next sections
(Sec. 3.3.3 and Sec. 3.3.4), it is possible to design encryption or MAC
scheme where the master key is used only once per execution, while a
session key is used only once (for MAC and encryption) in the whole
execution of the protocol.

3.3.2 Leveled implementation

Rekeying allows to implement the primitives in a scheme with different
levels of protections. This is called leveled implementation.
In a leveled implementation, we have a primitive implemented in a
strongly protected way, and others with a weakly (or not at all) pro-
tected implementation.

3.3.3 The CCS2015 leakage-resilient MACs

Pereira et al. [111] designed two MACs which use the key only once per
authentication. In this way, on each round, only a single component
involved in the computation must be strongly protected since only this
component can be the target of a DPA attack.

The first MAC. For the authentication of the message m, a stream
of ephemeral keys is created from the key k, a random value, called IV,
and the message m. The tag corresponds to the last updated key. The
details can be found in Alg. 1 and in Fig. 3.2.
Note that these ephemeral keys k1, ..., kl are used only in this query and
not in subsequent tag-generation queries. Thus, the leakage of these
keys is less problematic, and we have only to prevent the leakage of k,
protecting only one call to the block cipher F∗.

Security of the MAC1. Pereira et al. [111] showed that it is hard to
forge this MAC even if the tag-generation algorithm leaks, based on sim-
ulatability, assuming that F∗ is implemented with a strongly protected
implementations and F has a weakly protected implementation.
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Algorithm 1 The CCS2015 leakage-resilient
MAC1 = (Gen,Mac,Vrfy) [111].
It uses a PRF F : K×B → B, a strongly protected PRF F∗ : K∗×B → B
with B = K = {0, 1}n.
For simplicity, we consider only messages composed by full blocks.
• Gen:

– k ← K∗
• Mack(m)

– Parse m = (m1, ...,ml) with |m1| = ... = |ml| = n

– Pick a random iv
$← {0, 1}n

– k1 = F∗k(iv)
– For i = 1, ..., l
∗ ki+1 = Fki(mi)

– τ = kl+1

– Return τ = (iv, τ)
• Vrfy1

k(m, τ):
– Parse τ = (iv, τ)
– Parse m = (m1, ...,ml) with |m1| = ... = |ml| = n
– k1 = F∗k(iv)
– For i = 1, ..., l
∗ ki+1 = Fki(mi)

– τ̃ = kl+1

– If τ̃ = τ
∗ Return >

– Else Return ⊥
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Figure 3.2: The CCS2015 leakage-resilient MAC [111].

The second MAC.

To authenticate a message m, the tag generation algorithm Mac first
creates an ephemeral key k1 from the key k and from a random value,
called IV. Then, it digests the message m via a hash function, obtaining
h = Hs(m). Finally, it authenticates the digest h , using a PRF with the
ephemeral key, that is, τ = Fk1(h). The details can be found in Alg. 2
and in Fig. 3.3.
Note that these ephemeral key k1 is used only in this authentication
and not in subsequent tag-generation queries. Thus, the leakage of these
keys is less problematic, and we have only to prevent the leakage of k,
protecting only one call to the block cipher F∗.

Algorithm 2 The CCS2015 leakage-resilient
MAC2 = (Gen,Mac,Vrfy) [111].
It uses a PRF F : K×B → B, a strongly protected PRF F∗ : K∗×B → B
with B = K = {0, 1}n and a hash function H : KH×HM→ B.
• Gen:

– k
$← K∗

– s
$← KH (s is a public parameter)

• Mack(m)

– Pick a random iv
$← {0, 1}n

– k1 = F∗k(iv)
– h = Hs(m)
– τ = Fk1(h)
– Return τ = (iv, τ)

• Vrfy1
k(m, τ):

– k1 = F∗k(iv)
– h = Hs(m)
– τ̃ = Fk1(h)
– If τ̃ = τ
∗ Return >

– Else Return ⊥
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Figure 3.3: The CCS2015 leakage-resilient MAC2 [111].

Security of the MAC2. Pereira et al. [111] proved that it is hard
to forge this MAC even if the tag-generation algorithm leaks, based on
simulatability. In the proof, F ∗ is assumed to be a PRF and strongly
protected against side-channel attacks, and H is assumed to be collision
resistant.

3.3.4 A leakage-resilient encryption scheme

In the same paper [111], the authors put forth a leakage-resilient encryp-
tion scheme. We call this scheme PSV after the name of their authors:
Pereira, Standaert, and Vivek.

PSV is based on the stream cipher introduced by Standaert et al. [124].
The stream is obtained using a block cipher, and it is based on rekeying.
To obtain the first ephemeral key k1, the master key k is used with a
random iv, k1 = F∗k(iv). The iv is given as part of the output.
Given an ephemeral key ki, it works as follow:
• a new ephemeral key ki+1 is produced: ki+1 = Fki(pA)
• a new stream block yi is computed: yi = Fki(pB)

where pA and pB are two public constants of n-bit, with pA 6= pB (n is
the block size of the BC F).
To obtain an encryption scheme, the authors simply XOR the message
to this pseudo-random stream of blocks.
Note that in this way, each ephemeral key is used only twice in an en-
cryption query and never reused for following encryption queries (here,
we do not consider decryption queries). Thus, only a SPA can be made
against these ephemeral keys.
The PSV scheme is described in detail in Alg. 3 and Fig.3.4.
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Algorithm 3 The PSV encryption scheme [111].
It uses a strongly protected BC∗ F∗ : K∗ × B∗ → B∗ and a weakly
protected BC F : K × B → B with B∗ = K = B = {0, 1}n.
• Gen

– k
$← K∗

– pA, pB ← B with pA 6= pB pA and pB are public
• Enck(m):

– Parse m = (m1, ...,ml) with |m1| = ... = |ml−1| = n and
|ml| ≤ n

– Pick iv $← B
– k1 = F∗k(iv)
– For i = 1, ...l − 1
∗ (ci, ki+1)← sPSV(ki,mi)

– yl = Fkl(pB)
– cl = π|ml|(yl)⊕ml

– Return c = (iv, c1, ..., cl)
• Deck(c):

– Parse c = (iv, c1, ..., cl) with |c1| = ... = |cl−1| = n and |cl| ≤
n

– k1 = F∗k(iv)
– For i = 1, ...l − 1
∗ (mi, ki+1)← sPSV(ki, ci)

– yl = Fkl(pB)
– ml = π|cl|(yl)⊕ cl
– Return m = (m1, ...,ml)

• sPSV(ki,mi):
– ki+1 = Fki(pA)
– yi = Fki(pB)
– ci = mi ⊕ π|mi|(yi)
– Return (ci, ki+1)
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Figure 3.4: The PSV encryption scheme [111]. The single block compo-
nent sPSV is highlighted.

Security. PSV is aimed to provide confidentiality with leakage. Its se-
curity, confidentiality with leakage when only the encryption algorithm
leaks (CPAL), has been proved by the authors, again based on simulata-
bility [111].
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This chapter is devoted to the theoretical framework. First, we in-
troduce four security definitions: authenticity for MACs when the tag-
generation algorithm leaks and then when both the tag-generation and
the verification algorithm leak; after that, we consider the AE case: au-
thenticity for AEs when the encryption algorithm leaks and then when
both the encryption and the decryption algorithm leak. Then, we model
leakage. After that, we give two models for the leakage of strongly pro-
tected components. Finally, we compare our definitions with those of
Barwell et al. [10].
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4.1 Security definitions with leakage

We start giving the authenticity definitions for MACs, first when the ad-
versary collects the leakage of the tag-generation algorithm, then, when
he collects in addition also the leakage of the verification algorithm.
Then, we pass to integrity for AE schemes, first when the adversary col-
lects the leakage of the encryption algorithm, then, when he coolects also
the leakage of the decryption algorithm.

Modeling leakage in definitions. In our definitions, to denote that
the adversary A can do side-channel attacks, we grant him oracle access
to the leakage L of the algorithm Alg(·). Thus, we use the notation
AAlgL(·).
The leakage function of the execution of the algorithm Alg with input x
and key k, it is denoted with LAlg(x; k).
Following Pereira et al. [111] to denote that the adversary can also profile
the leakage, we denote it with AL(·) or AL. In fact, the adversary, having
access to a device, where he can choose the inputs and the keys used,
can learn a lot about the profile of the leakage trace and the information
that can be extracted from it.

Structure of the definitions. Our definitions are modifications, for
MACs, of the authenticity definition (Def. 14) and, for AE, of the integrity
definition (Def. 16).
To denote that we consider leakage we add the suffix L if only tag-
generation, for MACs or encryption, for AE, leaks. Instead, for MACs if
also verification leaks we add the suffix L2. We do similarly for AE.

Misuse For AE, we consider that the adversary is allowed to tamper
the random coins that are used in encryption. To model this, we allow the
adversary to choose the randomness r used by the encryption algorithm.
We denote this, adding the suffix M.

4.1.1 suf-L: Strong unforgeability with tag-generation leak-
age

In the unforgeability definition for MAC, Def. 14, we have asked that it
is hard for an adversary to produce a forgery. We want that it remains
hard even if the adversary has access to the leakage of the tag-generation
oracle. Formally (this definition has been stated before from Pereira et
al. [111]):
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The FORGELsuf−vcma−L
MAC,LM ,AL experiment.

Initialization: Oracle MacLk(m):
k ← Gen τ = Mack(m)
S ← ∅ S ← S ∪ {(m, τ)}

Return (τ, LM (m; k))
Finalization:

(m, τ)← AL,MacLk(·),Vrfyk(·,·) OracleVrfyk(m, τ):
If (m, τ) ∈ S or ⊥ = Vrfyk(m, τ) Return Vrfyk(m, τ)
Return 0

Return 1

Table 4.1: The FORGELsuf−vcma−L experiment against the scheme
MAC = (Gen,Mac,Vrfy).

Definition 20 ((suf-L)). A Message Authentication Codes
MAC = (Gen,Mac,Vrfy) with tag-generation leakage function LM pro-
vides (qL, qM , qV , t, ε)-strongly existentially unforgeable against chosen
message and verification attacks with leakage in the tag-generation (suf-L)
if for all (qL, qM , qV , t)-adversaries AL, we have

Pr
[
FORGELsuf−vcma−L

MAC,LM ,A ⇒ 1
]
≤ ε.

where the FORGELsuf−vcma−L experiment is defined in Tab. 4.1.

We can observe that this definition is simply the unforgeability def-
inition where the adversary has oracle access to the leakage of tag-
generation queries; moreover he can profile the leakage.

Multiple verification queries. We can observe that, as for unforge-
ability (euf), it is irrelevant if the adversary has or not oracle access to
the verification oracle. This is formalized by the following proposition:

Proposition 5. Let MAC Π = (Gen,Mac,Vrfy) be (qL, qM , 0, t, ε)-suf-L-
unforgeable. Then, it is (qL, qM , qV , t, (qV + 1)ε)-suf-L-unforgeable.

Proof. The proof is similar to the proof of Prop. 2. It is enough to adapt
that proof to our syntax.

4.1.2 suf-L2: Strong unforgeability with tag-generation
and verification leakage

We extend the previous definition to the case when also verification leaks.
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The FORGEL2suf−vcma−L2
MAC,LM ,LV ,AL experiment

Initialization: Oracle MacLk(m):
k ← Gen τ = Mack(m)
S ← ∅ S ← S ∪ {(m, τ)}

Return (τ, LM (m; k))
Finalization:

(m, τ)← AL,MacLk(·),VrfyLk(·,·) Oracle VrfyLk(m, τ):
If (m, τ) ∈ S or ⊥ = Vrfyk(m, τ) Return
Return 0 (Vrfyk(m, τ), LV (m, τ ; k))

Return 1

Table 4.2: The FORGEL2suf−vcma−L2 experiment against the scheme
MAC = (Gen,Mac,Vrfy).

Definition 21 (suf-L2). A Message Authentication Codes
MAC = (Gen,Mac,Vrfy) with tag-generation leakage function LM and
verification leakage function LV provides (qL, qM , qV , t, ε)-strongly ex-
istentially unforgeable against chosen message and verification attacks
with leakage in the tag-generation and the verification (suf-L2) if for all
(qL, qM , qV , t)-adversaries AL, we have

Pr
[
FORGEL2suf−vcma−L2

MAC,LM ,LV ,A
⇒ 1

]
≤ ε.

where the FORGEL2suf−vcma−L2 experiment is defined in Tab. 4.2.

In Chap. 5.3.1, we prove that suf-L and suf-L2 are not equiva-
lent. That is, suf-L-secure does not imply suf-L2-secure (with qV 6=
0). On the other hand, suf-L2-secure implies suf-L secure. In fact, a
(qL, qM , t)-suf-L-adversary against MAC can be seen as a (qL, qM , 0, t)-
suf-L2-adversary against MAC.

Note that for the blackbox definitions the fact that the adversary has
or does not have oracle access to the verification oracle is not essential,
see Chap. 2.5.1.

4.1.3 CIML: Ciphertext integrity with misuse and encryp-
tion leakage

Similarly, we proceed for AE.
First, we want the adversary not being able to produce a valid ciphertext
even if he receives the leakage of the encryption algorithm. Moreover,
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The CIMLΠ,LE ,AL experiment

Initialization: Oracle EncLk(r,m):
k ← Gen c = Enck(r,m)
S ← ∅ S ← S ∪ {C}

Return (c, LE(r,m; k))
Finalization:
c← AdvL,EncLk(·,·),Deck(·) Oracle Deck(c):
If c ∈ S or ⊥ = Deck(c) Return Deck(c)
Return 0

Return 1

Table 4.3: The CIML experiment against the scheme Π = (Gen,Enc,Dec).

we allow the adversary to control the random source used by the proba-
bilistic algorithm Enc.
This may be seen as a generalization of ciphertext-integrity [14]. Starting
from the INT-CTXT definition, Def. 16, we define the CIML experiment
in Tab. 4.3 which leads to the following definition:

Definition 22 (CIML). An authenticated encryption Π = (Gen,Enc,Dec)
with encryption leakage function LE provides (qL, qE , qD, t, ε)-ciphertext
integrity with coin misuse and leakage on encryption if for all (qL, qE , qD, t)-
adversaries AL, we have

Pr
[
CIMLΠ,LE ,AL ⇒ 1

]
≤ ε.

We can observe that this definition is simply the ciphertext-integrity
definition (with the adversary in control of the random source) where
the adversary has oracle access to the leakage of encryption queries.

To model the adversarial control of the random source, we allow the
adversary to choose the randomness r used by the encryption algorithm.

This definition may also be extended to the other possible syntax for
AE (those defined in App. A).

In the original paper defining CIML [24], encryption and decryption
queries are not separated. Instead, only the total number of queries
made to the oracles is bounded. Here, we prefer to divide encryption
and decryption querier to be more coherent with the rest of definitions.
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The CIML2Π,LE ,LD,AL experiment

Initialization: Oracle EncLk(r,m):
k ← Gen c = Enck(r,m)
S ← ∅ S ← S ∪ {c}

Return (c, LE(r,m; k))
Finalization:
c← AL,EncLk(·,·),DecLk(·) Oracle DecLk(c):
If c ∈ S or ⊥ = Deck(c) Return (Deck(c), LD(c; k))
Return 0

Return 1

Table 4.4: The CIML2 experiment against the scheme Π =
(Gen,Enc,Dec).

4.1.4 CIML: Ciphertext integrity with misuse and leakage
in both encryption and decryption

Similarly to what was done for MAC, we extend the previous definition
to the case when also decryption leaks. Formally:

Definition 23 (CIML2). An authenticated encryption Π = (Gen,Enc,Dec)
with encryption leakage function LE and decryption leakage function LD
provides (qL, qE , qD, t, ε)-ciphertext integrity with coin misuse and leak-
age on encryption and decryption if for all (qL, qE , qD, t)-adversaries AL,
we have

Pr [CIML2Π,LE ,LD,A ⇒ 1] ≤ ε

where the CIML2 experiment is defined in Tab. 4.4.

This definition may be also extended to the other possible syntax for
AE schemes (see App. A) [27, 65].

4.2 Unbounded leakage model

There are plenty of leakage models [79].
Instead of using previous models, we introduce a new model where we
have divided the implementations of hash functions, block ciphers in two
classes: strongly protected and not protected. For the not protected im-
plementations, we suppose that it leaks entirely, that is, input, outputs,
and key. For the strongly protected ones, we model their leakage in
Sec. 4.3 Formally:
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Definition 24. We define the unbounded leakage model as a model in
which the leakage functions L, when queried, returns:
• for unprotected building blocks: inputs, outputs and keys;
• for strongly protected building blocks: inputs and outputs, but not
the keys

We call this model unbounded because the leakage of not protected
implementations has no bound in the sense that having access to the key,
the input, and the output, the adversary has all the information.

Advantages of the unbounded model. This model has many ad-
vantages:
Clarity: in this model, strongly protected building blocks and unpro-

tected building blocks are distinguished. Thus, this model high-
lights on which building block(s) the side-channel countermeasures
should be put.

Simple: it completely avoids the problem of describing a leakage func-
tion, which is consistent with the traces collected. Instead, in this
model, the leakage function, as we see, is straightforward to de-
scribe. In fact, the leakage function usually consists of some (often
one or two) values computed by the oracle during its execution.
Moreover, in other leakage models the security holds only when the
leakage function L is in a certain class. Thus, when the implemen-
tations of a scheme change the proofs hold no more.

Strength: A security proof of a scheme in this model can be seen as a
proof that even the most potent leakage adversary has to break the
strongly protected implementations (or the blackbox assumption)
in order to break the scheme.
We note that it is challenging for any adversary to obtain all the in-
formation he receives via leakage with the precision we give. More-
over, this approach clarifies where the protections need to be and
reduces the risk that implementers create side-channel problems
via an optimized implementation (explaining where they must not
optimize).

Efficiency: This allows a leveled implementation where we can have one
component, used only a few times per execution (one or two usu-
ally), very well protected against side-channel, for example, a BC
with an high-order masking scheme (and thus slower, see
Chap. 3.2.1) and a second one not protected at all, and, presum-
ably, much more efficient.

A consequence of the unbounded leakage model is that a secure
scheme has to use its key only as a key of a strongly protected prim-
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itive.

Unbounded model and profiling. When the unbounded model is
used, the adversary do not need to profile the leakage of the scheme,
but only (when it is useful) the leakage of the strongly protected build-
ing blocks. In fact, he receives already everything he needs for the not
protected building blocks, so he does not gain anything from profiling
them. Thus, we may omit that the adversary can profile the leakage of
the scheme.

4.3 Modeling strongly protected
implementations

It remains to define what the strongly protected implementations leak.
First, we explain why it is not enough to protect the key. Then, we
offer two models, one leak-free, which is ideal, but usable in a broader
contest, another, strong unpredictability, which is more tailored to the
authenticity situation.

Protecting only the key it is not enough.

The Kerchoff’s laws explain that the security of a cryptosystem should
rely only in the key which must remain secret. So, we may wonder if
we may consider “good enough” an implementation of a primitive s.t. its
key is hard to retrieve via side-channel attacks. This is not the case as
we show with two examples:

Theoretical Consider a PRF F : K × B → B with K = K1 × K2 s.t.
Fk1,k2(x) = Fk1,k′2(x) ∀x ∈ B, k1 ∈ K1 and ∀k2, k

′
2 ∈ K2 [that is, we may

consider the second part of the key, k2 as not used].
Now, if the adversary is able to retrieve only the first part of the key, k1,
while the second part, k2 remains very hard to retrieve, he has retrieved
everything he needs. Thus, although the key recovery attack may succeed
with probability 2−|K2|, this cannot be considered an implementation
“good enough”.

Feistel Consider the well known Feistel scheme, see, for example [81]
based on a random function. Luby and Rackooff [?] proved that a 3-
round Feistel construction F′k with k = (k1, k2, k3) based on a PRF f is a
PRP, where k1, k2 and k3 are three keys for the PRF f. So, if we define
F(x) := π |F′

k
(x)|
2

(F′k(x)) ( that is, F outputs the first half of F′k(x)), F is a
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PRF.
On the other hand, it is simple to see that if the adversary is able to
recover all the inputs and outputs of F′ via leakage, F is no more a PRF.
Moreover, he is able to predict the output for any value.
In fact, supposing that the input x is divided in two parts x = xl‖xr of
the same size, we have that F′ is built as follow:
• y1,l := xr and y1,r := fk1(xr)⊕ xl
• y2,l := y1,r and y2,r := fk2(y1,r)⊕ y1,l

• y3,l := y2,r and y3,r := fk3(y2,r)⊕ y2,l

Output of F′: y := y3,l‖y3,r

Output of F′: y := y3,l

Now, an adversary if the adversary is able to recover all the yi,r and yi,l
via side-channel, F is no more secure. Let us suppose that the adversary
wants to predict the output of x∗ = x∗l ‖x∗r . He can proceed as follow:

• A asks F(x1) with x1 = x1
l ‖x∗r where x1

l is picked uniformly at
random with x1

l 6= x∗l , so he recovers y1
1,r and he computes the

value z1 := y1
1,r ⊕ x1

l which is equal to fk1(x1
r) = fk1(x∗r).

• A asks F(x2) with x2 = x2
l ‖x2

r where x2
l and x

2
r are picked uniformly

at random with x2 6= x1, x∗, so he recovers y2
1,r and he computes

the value z2 := y2
1,r ⊕ x1

2 which is equal to fk1(x2
r).

• A asks F(x3) with x3 = x3
l ‖x3

r where x3
r = x2

r and x3
l := z2⊕z1⊕x∗l ,

so he recovers y3
2,r and he computes the value z3

2 := y3
1,r⊕y3

2,1 which
is equal to fk2(z2 ⊕ z1 ⊕ x∗l ⊕ z2) = fk2(z1 ⊕ x∗l ).

• We observe that Fk(x∗) = z3
2 ⊕ x∗r .

Thus, even supposing that an adversary is not able to recover any infor-
mation about the keys used by F, only the knowledge of the inputs and
outputs of f is enough to make F not good for our scopes.

4.3.1 Leak-free

To model the leakage of a heavy protected component, at CCS15 [111]
a new model has been introduced: leak-free. Roughly speaking, this
model says that the adversary cannot make any efficient side-channel
attack against this implementation.

Definition 25. A PRF F∗ : K∗ × B∗ 7−→ B∗ is implemented in a leak-
free way if the adversary is not able to recover any useful information
from its leakage. We model this, saying that the leakage function of this
implementation is void.
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This notion can easily be adapted to PRP, TPRF, and TPRP (for
the PRP and TPRP we also need to assume that the strongly protected
implementation of the inverse is leak-free).

Strength and weaknesses of the leak-free model. This definition
is unambiguous and easy to use. Moreover, it reasonable models for
very-well protected components. Additionally, this model (used in com-
bination with the unbounded model) explicitly show where implementers
must put all the resources against side-channel.
On the other hand, the existence of such an implementation is question-
able, and we may see actual implementations as an imperfect realization.
Overall, we think that this model is worth to be used.

The leak-free model used with the unbounded leakage. When
we use these two models together, the adversary receives the inputs
and the outputs of the strongly protected implementation of primitives.
Thus, he does not receive only the keys of the primitives with a strongly
protected implementation.

Leak-free and profiling. Since we assume that the leakage of a strongly
protected implementation gives no information, thus, profiling the leak-
age of a strongly protected implementation is useless. Thus, when, we
use the leak-free model with the unbounded leakage model, we do not
have to worry about profiling and we may omit the term qL.

4.3.2 Strong unpredictability

In this subsection, we consider a new leakage model for strongly pro-
tected implementation, which assumes that the adversary can collect
some information also about the secrets involved in the computation of
the strongly protected implementations. We do not directly bound the
information he may collect; instead, we bound what he may do with
them.

Unpredictability with leakage. We start from the definition of un-
predictability with leakage for block ciphers (BC) introduced by Dodis
and Steinberger [51]. Roughly speaking, for an unpredictable BC, it is
hard to find the output for a fresh input even if the adversary has access
to the leakage when the BC is evaluated.
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We extend this definition, for PRPs and TPRPs, also considering the
leakage of the inverse.
To save some space, we directly describe this notion for TBCs.
We get the corresponding notion for BCs by removing all the tweaks in
the definition below.

We denote by L = (LEval, LInv) the leakage function pair associated to
an implementation of the TBC, where LEval(tw, x; k) (resp. LInv(tw, z; k))
is the leakage resulting from the computation of Fk(tw, x) (resp.
F−1
k (tw, z)). We also allow the adversary A to profile the leakages and

write AL as before, like in [111].

Definition 26 (sUL). A tweakable block cipher F∗ : K∗×T W∗×M∗ →
T ∗ with leakage function pair L = (LEval, LInv) is (qE , qI , qL, t, ε) strongly
unpredictable with leakage in evaluation and inversion (sUL), or
(qL, qE , qI , t, ε)-SUL2, if for any (qL, qE , qI , t)-adversary A, we have

Pr[sULA,F∗,L ⇒ 1] ≤ ε,

where the sUL experiment is defined in Tab. 4.5, and where AL makes at
most qL (offline) queries to L.

The sULA,F∗,L experiment.
Initialization: Oracle LEval(tw, x):

k
$← K z = Fk(tw, x)

L ← ∅ le = LEval(tw, x; k)
L ← L ∪ {(x, tw, z)}

Finalization: Return (z, le)

(x, tw, z)← AL,LEval(·,·),LInv(·,·)

If (x, tw, z) ∈ L Oracle LInv(tw, z):
Return 0 x = F−1

k (tw, z)
If z = Fk(tw, x) li = LInv(tw, z; k)
Return 1 L ← L ∪ {(x, tw, z)}

Return 0 Return (x, li)

Table 4.5: Strong unpredictability with leakage in evaluation and inver-
sion experiment.

Strength and weaknesses. This definition is game-based, and it is
not an idealized physical assumption. In fact, an implementation may
be leak-free or not. Instead, sUL is a computational assumption, where
the adversary has a certain probability, which we hope is very low, to
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win.
It is possible to test in laboratories if an implementation is strongly un-
predictable or not. Moreover, it may be quantified the probability that
the adversary wins.
With the leak-free assumption, if we have assumed that an implementa-
tion was leak-free and after a while, a new attack against it is discovered,
we cannot infer anything about the security of the whole scheme. In-
stead, for sUL, if a new attack is discovered showing that the success
of an adversary against that implementation is bigger than what was
thought and we are able to quantify the security loss for sUL, we are
also able to quantify the security loss for the whole scheme. That is, the
security gracefully degrades when based on sUL.
Furthermore, actual countermeasures are usually aimed to protect the
key, that is, to make a key-recover attack unfeasible. Inputs and the out-
puts are usually much less protected. Thus, this model assumes that the
adversary has access to the inputs and outputs of the implementation he
is attacking. He “only” does not fully know the key.

The sUL model used in the unbounded leakage model. When
we use these models together, it means that the adversary receives the
leakage due to the unbounded model. Moreover, he also receives the
leakage of the evaluation of the strongly protected implementation and
the leakage of the strongly protected implementation of its inverse eval-
uation.

Profiling in the unbounded leakage model. We have already ex-
plained that if we assume that the leakage of not protected building
blocks is unbounded, an adversary has only to profile the leakage of
the strongly protected building blocks. When these implementations are
modelled as sUL, we consider the qL profiling queries at the mode level as
the queries used to profile the leakage of the strongly protected building
blocks.

4.4 The Barwell et al. authenticity definition

We finish this chapter presenting the integrity definition with leakage of
Barwell et al. [10] presented at ASIACRYPT2017.

Definition 27. Let MAC = (Gen,Mac,Vrfy) be a MAC with tag genera-
tion leakage function LM and verification leakage function LV . The MAC
is (qM , qV , qlV , t, ε)-strongly existentially unforgeable under an adaptive
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chosen message with leakage attack (sEUF− CMLA) if for every
(qM , qV , qlV , t)-adversary A the following advantage

AdvsEUF−CMLA :=
∣∣∣Pr
[
AVrfyk(·,·),MacLk(·),VrfyLk(·,·) ⇒ 1

]
−

Pr
[
A⊥(·,·),MacLk(·),VrfyLk(·,·) ⇒ 1

]∣∣∣
is bounded by ε. The adversary has access to qV queries to the first oracle
(either Vrfyk(·, ·) or ⊥ (·, ·)), qM to the second oracle and qlV to the third
oracle. If the adversary A has received (τ, ·) as the answer to a query to
the second oracle on input m, he cannot query his first oracle on input
(m, τ).

We have rephrased here the definition of Barwell et al. [10] to make
it consistent with our notations and in a quantitative way. In particular,
there, for the authors, a scheme and its implementation are different.
Thus, they consider the leakage of that implementation, and then they
assess the security for that implementation of a scheme.
A similar definition can be given for AE schemes.

The LAE security of Barwell et al. The previous definition is then
used to prove a unique security definition for authenticated encryption
(LAE):

AdvLAE :=
∣∣∣Pr
[
AEnck,Deck,EncLk,DecLk ⇒ 1

]
− Pr

[
A$,⊥,EncLk,DecLk ⇒ 1

]∣∣∣
Note that the adversary receives no leakage for the queries which are
treated differently in the two situations he has to distinguish.

Difference with our suf-L2 definition. We start observing that their
definition is given via a distinguishing game, while ours is via a compu-
tational game. That is, “the adversary must forge a tag”. This change is
not relevant since the two approaches are equivalent.
Thus, their definition and ours are very similar since in both definitions
the adversary has oracle access to MacLk(·) and VrfyLk(·, ·) The only dif-
ference is that, for us, the adversary can profile the leakage and we have
modeled this with AL.
On the other hand, defining with a distinguishing game is more consis-
tent with their goal: that is first, give a unique security definition for AE
with leakage (as it is often done in the blackbox case), second to prove
the security of a generic construction via composable security definitions.
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Thus, they have to use the same leakage model for both confidentiality
and authenticity.
Instead, with our approach (followed by Guo et al. [65]) we want to
prove the authenticity with leakage separately from the confidentiality
with leakage. Thus, we can use a different leakage model in each situa-
tion.
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This chapter is devoted to present the MAC constructions achieving
suf-L and suf-L2 and the AE schemes achieving CIML and CIML2.
First we present HBC which is suf-L. It is an amelioration of the
CCS MAC2 (see 3.3.3, in particular Fig. 3.3 and Alg. 2).
Then, we use this MAC as a subroutine in AE-encryption scheme, DTE,
which is CIML.
After that, we discuss the problem of verification and decryption leakage.
Then, we argue why the solution to the previous problem is not trivial.
After that, we provide a solution for MACs, building a suf-L2-secure
scheme. We obtain the solution changing only the verification algorithm
of HBC, from recomputing the tag τ̃ and comparing it to the actual value
τ provided by the adversary, to computing a certain value h̃ from the
tag and checking it, which, if the tag is not good is “random”, thus, it
gives no information to the adversary even if it is leaked.
In addition, we provide a variant which is BBB secure.
This solution is applied to DTE, obtaining DTE2, which is CIML2.
From DTE2, we propose another scheme EDT (Encrypt-Digest-then-Tag)
which is CIML2-secure. With respect to DTE2 it is no more misuse-
resistant, but since the ciphertext is verified before the plaintext is com-
puted, the decryption of invalid ciphertexts does not give any useful
information to the adversary (in particular, it is CCA-secure with leak-
age.
Finally, we propose a scheme, CONCRETE, which, differently from all
other constructions, is CIML2-secure using a single call to the strongly
protected component, while, both DTE2 and EDT needs two calls to the
strongly protected component.

The leakage model used. As in all this thesis, we use the unbounded
leakage model (see Def. 24). Note that in this chapter, we model strongly
protected implementations as leak-free (see Def. 25).

5.1 HBC: a suf-L MAC.

We start by observing that the CCS MAC2 (see Chap. 3.3.3, Fig. 3.3 and
Alg. 2) is not suf-L in the unbounded leakage model. Then, we propose
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a new MAC, HBC, which is a modification of the CCSMAC2 which is
suf-L.

The CCS MAC2 in the unbounded leakage model. Although Pereira
et al. [111] proved the security of MAC2 when there is leakage, MAC2
is not secure in the unbounded leakage model. This because their proof
assumes that F∗ is leak-free and F is 2-simulatable, while, here, in the
unbounded leakage model, F is assumed to leak everything.
Infact, if k1 is leaked during the computation of the tag (iv1, τ1) for a
message m1, a forgery can be easily computed. It is enough to compute
h2 = H(m2) for a different message m2. Simply, compute τ2 = Fk1(h2)
and the forgery is (m2, iv, τ2).

We can do a similar attack for the CCS MAC1.

We stress again the fact that the security or insecurity of MAC2 de-
pends on the leakage model used in the proof. We do not want to make
any criticism of the work of Pereira et al. [111].

The simplest way to have a leakage-resilient MAC is to compose a
hash function with a blockcipher implemented with strong countermea-
sures. (This MAC has been implicitly introduced in the ASIACCS2018
paper [24] and its eprint version [23]. It has also been mentioned in the
work of Dodis and Steinbergerer [51]).

HBC from the CCS MAC2. In the CCS MAC2, first, an ephemeral key
is created, then, this ephemeral key is used to authenticate the hash.
It is easier and more efficient to use directly the strongly protected PRF
F∗ to authenticate the hash.

Considering a hash function H : KH × HM → {0, 1}n and a PRF
F∗ : K∗ × {0, 1}n → {0, 1}n with a strongly protected implementation,
with HM = {0, 1}∗, we can build a MAC, HBC, which is suf-L-secure in
the unbounded model, as described in Alg. 4 and Fig. 5.1. Note that for
this MAC,ME = {0, 1}∗ and T AG = T ∗ = {0, 1}n.

5.1.1 Security of HBC

Before proving the security of HBC, we have to describe its leakage in
the unbounded model:
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Algorithm 4 HBC based on the Digest and Tag parts of DTE - Full
description.
• Gen:

– k
$← K∗

– s
$← KH (s is a public parameter)

• MACk(m):
– h = Hs(m) // digest
– τ = F∗k(h) // tag
– Return τ

• Vrfyk(m, τ):
– h = Hs(m)
– τ̃ = F∗k(h)
– If τ == τ̃ Return >, Else Return ⊥.

Figure 5.1: The leakage resilient MAC HBC. Leakage reveals the orange
value.

Leakage: LM (m; k) := ∅, that is, there is no leakage, since h can be
computed by anyone and τ is the output.

Then, we can prove the authenticity with the leakage of HBC:

Theorem 3. Let H : KH × HM → {0, 1}n be a (t2, εCR)-collision re-
sistant hash function. Let F∗ : K∗ × {0, 1}n → {0, 1}n be a (q, t1, εPRF)-
pseudorandom function (PRF). Let HM = {0, 1}∗.
Then, HBC is (qM , qV , t, ε)-suf-L-secure in the unbounded leakage model
with

ε ≤ εPRF + εCR + (qV + 1)2−n

with q = qM + qV + 1, t1 = t+ tch(1,KH) + q′tH and t2 = t+ qtH + tf∗(q′).
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Idea of the proof. Here we present only a sketch of the proof. The
full proof may be found in App. B.1.
Note that the actual flow of the proof is different; instead, our sketch
aims to give only the main ideas.

Sketch. First, we replace the PRF F∗k(·) with a random function f∗ with
the same signature.
Then, we want to prove that every verification query (mi, τ i) is invalid.
We may have two different events with respect to the value hi = Hs(m

i)
obtained during the ith verification query:
F1: hi = hj with hi = Hs(m

i) and hj = Hs(m
j), where mi and mj are

respectively the ith and the jth tag-generation query.
Since this implies a collision for the hash function, the probability
that this happens is bounded easily by εCR.

F2: Event F1 does not happen, thus f∗(hi) has never been computed
in tag-generation queries.
Since f∗ is a random function, the probability that f∗(hi) = τ i is
exactly 2−n.

5.2 DTE, Digest-Tag-and-Encrypt,
a CIML-secure AE-scheme

This section is inspired by the ASIACCS18 paper by Berti et al. [24] and
its eprint version [23].
First, we introduce the idea to compose a leakage-resilient MAC and a
leakage-resilient encryption scheme. Then, we introduce DTE and finally
we prove its integrity with leakage.

5.2.1 The double IV composition

We want to build a CIML-secure AE scheme. The first idea is to combine
the previous MAC, HBC with the LR-encryption scheme PSV. Among
the various possibilities, we choose the Double IV (DIV) approach:

• DIV is based on the MAC-then-Enc paradigm, composing a MAC
and an encryption scheme. MAC and Enc has two different keys,
respectively kE and kM .

• first a randomness r is picked uniformly at random and the MAC
is used to authenticate both the randomness r and the message m
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obtaining the tag τ = MackM (r,m)1.

• The tag τ of the MAC is asked to be (pseudo)random.

• The encryption scheme Enc uses as his own randomness rE the tag
τ and encrypts both the randomness r and the message m, that is
C = EnckE (rE , r‖m) with rE = τ .

• The ciphertext is c = (τ, C). To decrypt, first both the randomness
r and the message m are retrieved via (r,m) = DeckE (rEnc, C),
with rEnc = τ , then, it is checked if the tag τ is correct.

For more details, see Alg. 5.

As explained in [24] this idea of encrypting the IVMac, gives stronger
confidentiality with leakage.
Note that, if we do not consider leakage, the randomness r need only
not be repeated and may be seen as a nonce [119]. In this case, the
DIV composition is misuse-resistant (MRAE, see Def. 31) as long as the
encryption scheme is good.

Figure 5.2: The DIV composition.

5.2.2 The DTE construction

We would like to use the DIV composition using the previous MAC, HBC
and the encryption scheme PSV (see Chap. 3.3.4, Fig. 3.4 and Alg. 3).
If possible, we would like that a single key is used.
Our first proposal is DTE, Digest-Tag-and-Encrypt:
Digest : h← H(r||m) with r random

that is, first a randomness r is picked; then, the randomness r and
the message m are digested via an hash function

1Often, in the literature an encryption scheme using in this way the randomness is
called IV-based encryption scheme and the randomness is called Initialization Vector
(IV) [104].
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Algorithm 5 The DIV (Double IV) composition [24]
The DIV composition, based on a PRF-secure
IV-MAC = (GenM ,Mac,Vrfy) and an IV-based-encryption scheme
Π = (GenE ,Enc,Dec), obtaining the pAE scheme
Π = (Gen,Enc,Dec):
• Gen:

– (kM , kE)← (GenM ,GenE)
• EnckM ,kE (m):

– Pick r uniformly at random
– τ ← MackM (r,m)
– C ← EnckE (τ, r‖m)
– Return (τ, C)

• DeckM ,kE (c):
– Parse c in (τ, C)
– (r,m)← DeckE (τ, C)
– If VrfykM (τ, (r,m)) = > Return m
– Else Return ⊥

Tag : τ = F∗k(h)
that is, we authenticate the digest

Encrypt : C ← PSVEnck(τ, r‖m)
that is, we encrypt using PSV, where the first ephemeral key,
k0 = F∗k(τ). 2

• the output is c = (τ, C).
Omitting r, HBC corresponds to the Digest and Tag part of DTE. For de-
cryption, first, r and m are retrieved from c = (τ, C) via PSVDeck(τ, C),
then, the authenticity of c is checked, that is, we check if τ = Fk(h) with
h = Hs(r‖m).

For more details, see Alg. 6 and Fig. 5.3.

Security of DTE. DTE achieves many security goals:
• it is a secure AE-scheme (nonce-based, where the randomness r is

seen as a nonce, and the adversary provides it)
• it is misuse-resistant (blackbox) (r is again seen as a nonce and

provided by the adversary)
• it is CIML-secure

2Note that when we have described PSV, in Alg. 3 the first ephemeral key is
denoted with k1, here we denote it with k0 since, in this way ki will be used to create
the stream block used to encrypt the ith message block.
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Figure 5.3: DTE leakage-resilient AE (part I). Part II can be found in
Fig. 5.4.

Figure 5.4: Part II of DTE.

• it provides confidentiality in the presence of leakage in encryption3

All the other results being a sideline to the scope, here, we prove only
the CIML-security. For the other proofs, see the ASIACCS18 paper [24]
or its eprint version [23].

5.2.3 The CIML-security of DTE

Before proving the CIML security of DTE, we have to consider what
misuse means and what is its leakage in the unbounded model:
Misuse: Since misuse models the situation where the adversary has taken

control of the random source, the adversary during encryption
queries provides the randomness r alongside with the message. He
has no constraint on the choice of r (other than r ∈ B).

3The leakage model used in this proof is 2-simulatability
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Algorithm 6 DTE - Full description.
DTE
• Gen:

– k
$← K

– s
$← KH

– pA, pB
$← B (s, pA, pB are public parameters)

• Enck(m), where m = (m1,m2, . . . ,ml):
– r

$← {0, 1}n
– τ ← Tagk(r,m):
∗ h = Hs(r||m) // digest
∗ τ = F∗k(h) // tag

– C ← PSVEnck(τ, (r,m)): // ...and encrypt
∗ k0 = F∗k(τ)
∗ y0 = Fk0(pB)
∗ c0 = y0 ⊕ r
∗ For i = 1, ..., l
· ki = Fki−1

(pA)
· yi = Fki(pB)
· ci = π|mi|(yi)⊕mi

∗ C = (c0, c1, ..., cl)
– Return c← (τ, C)

• Deck(c), where c = (τ, c0, c1, c2, . . . , cl):
– (r,m)← PSVDeck(τ, C):
∗ k0 = F∗k(τ)
∗ y0 = Fk0(pB)
∗ r = y0 ⊕ c0

∗ For i = 1, ..., l
· ki = Fki−1

(pA),
· yi = Fki(pB)
· mi = π|ci|(yi)⊕ ci

– TagVrfyk(τ, (r,m)):
∗ h = Hs(r||m)
∗ τ̃ = F∗k(h)
∗ If τ = τ̃ Return (m1, ...,ml), Else Return ⊥.
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Leakage: Since in the unbounded model the adversary should be able to
receive all the inputs and outputs of every primitive and all the keys
not used by the strongly protected implementation of the primitive,
we need h, all the ephemeral keys k0, ..., kl and the y0, ..., yl to be
given by the leakage function.
Note that if we set LE(r,m; k) := k0 the adversary has all the
information he wants.
In fact, he can recompute h from r and m knowing the key s of
the hash function; moreover, from k0 all the k1, ..., kl and y0, ..., yl
may be recomputed.4

Now, we can prove the integrity with leakage of DTE:

Theorem 4. Let H : KH×HM→ {0, 1}n be a (t2, εCR)-collision resis-
tant and (t2, εroPR)-range-oriented preimage resistant hash function. Let
F∗ : K∗ × {0, 1}n → {0, 1}n be a (2q, t1, εPRF)-pseudorandom function.
Let F : K × B → B. Let HM = {0, 1}∗. Let L be the maximal number
of blocks for a message.
Then, DTE is (qE , qD, t, ε)-CIML-secure in the unbounded leakage model
with

ε ≤ εPRF + εCR + qεroPR + (qD + 1)2−n

with q = qE + qD + 1 and

t1 = t+ tch(1,KH) + tchn(2,B) + (q + 1)(tH + (2L+ 1)tF), and

t2 = t+ tchn(2,B) + (q + 1)(tH + (2L+ 1)tF) + tf∗(2(q+1)).

Note that we ask nothing about the security of F. We only need
that it has the good syntax, that is, its input space, output space, and
keyspace are all equal to {0, 1}n.
This result is particularly interesting and surprising.5

Here we present only a sketch of the proof. The full proof may be
found in App. B.2.
Note that the actual flow of the proof is different from obtaining better
bounds; instead, our sketch aims to give only the main ideas.

Sketch. First, we replace the PRF F∗k(·) with a random function f∗ with
the same signature.

4This example shows the power of the unbounded leakage model as the description
of the leakage function is very simple in this case.

5Clearly, F must be a PRF to prove the AE-security, MRAE-security and confiden-
tiality with leakage. This result should not be intended as in DTE it is not necessary
to instantiate F with a PRF. Simply, we do not need this hypothesis for CIML.
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Then, we want to prove that every decryption query (τ i, ci) is invalid. We
may have three different events with respect to the value hi = Hs(r

i‖mi)
obtained during the ith decryption query:
F1: hi = hj with hi = Hs(r

i||mi) and Hs(r
j ||mj) and where (ri,mi)

and (rj ,mj) are respectively the ith and the jth encryption query
F2: Event F1 does not happen and hi = τ j where τ j is the tag of the

jth encryption query on input (rj ,mj)
F3: Neither event F1 nor event F2 happens.

Let Ei be the event that the ith decryption query is fresh and valid.
We bound now Pr[Ei ∩ Fi′ ] for i = 1, ..., qD + 1 and i′ = 1, 2, 3:
Ei ∩ F1: it means that we have found a collision for the hash function

Hs
Ei ∩ F2: it means that we have found a pre-image for the hash function

for the value τ j . Since the tags are picked uniformly at random
(they are the outputs of f∗), the probability that this happens
is bounded by εroPR. Moreover, there at most qE + qD possible
different targets.

Ei ∩ F3: since f∗(hi) has never been computed and f∗ is a random func-
tion, the probability that f∗(hi) = τ i is exactly 2−n.

Remark on the proof. When we consider event Ei∩F2, there are qE
possible target due the τ j computed during encryption queries. The qD
additional targets come from the proof. In fact, the adversary may have
chosen a couple randomness-message (r,m), have computed his hash
h = Hs(r‖m) and then he may first, ask a decryption query c = (τ, C)
with τ = h and, then, an encryption query on input (r,m). Now, when
the roPR-game is simulated, the tag the adversary receives after this en-
cryption query is no longer random, since it has already been computed
before.

In the complete proof, we use a different path to avoid to have qD+1

as a global factor for the advantage.

5.3 The problem of decryption and verification
leakage for authenticity

Now, it is natural to wonder what happens if also verification or de-
cryption leaks. This section is devoted to proving that such additional
leakage provides a new and dangerous threat to authenticity. In fact, we
prove that HBC is suf-L and not suf-L2 secure, and DTE is CIML but
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no CIML2 secure, exhibiting attacks.
Thus, we have proved that both suf-L ; suf-L2 and CIML ; CIML2.

We start with the attack against HBC; then, we introduce two at-
tacks against DTE. The first attack is due to the structure of DTE, and
will be prevented with a patch, DTE′, while the second is based on the
attack against HBC.
We end discussing why adding more components with a strongly pro-
tected implementation does not help.

This section covers the ToSC17 paper [27] (one attack is also present
in the ASIACCS18 paper [24]).

Unbounded decryption leakage. First, we have to define both the
leakage function of verification for HBC and of decryption for DTE:
HBC LV (m, τ ; k) := τ̃
DTE LD(c; k) := (k0, τ̃)

since, from these values, the adversary is able to recompute all interme-
diate values and all keys used by the algorithms, apart from the key used
in the strongly protected implementations. For both tag-generation and
encryption, we still use the same leakage functions, that is LM (m; τ) = 0
for HBC and LE(r,m; k) := k0 for DTE.

5.3.1 HBC is not suf-L2

We start with HBC. In this attack, we exploit the fact that the correct
tag, τ̃ , is recomputed during the verification query. Since τ̃ is recom-
puted, it may be leaked. The computation of τ̃ poses a problem which
we can exploit as follow:
• Ask the verification of (m, τ) for any message m and a random tag
τ . Obtain via leakage τ̃ .
• The forgery is (m, τ̃).
Note that the fact that a verification query on input (m, τ) has been

asked does not invalidate the forgery.

This attack is due to the structure of the verification algorithm, which
recomputes the correct tag, before comparing it. The vast majority of
MACs have a verification algorithm recomputing the correct tag [81]. To
the best of our knowledge, the only verification or decryption algorithm
not recomputing the correct tag is the one designed by Barwell et al. [10]
in a competitive work.
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5.3.2 DTE is not CIML2: a first attack

Now, we move to DTE. The first attack exploits the fact that both
the tag τ and the first ephemeral key k0 are computed from the block
cipher F∗k (which has a strongly protected implementation) which uses
in the computation the same key. Thus, in this attack in a decryption
query, the computation of the first ephemeral key k0 is used to obtain
information about a correct tag. In detail:
• Pick some randomness r∗ and a message m∗ = m∗1, ...,m

∗
l and

compute h∗ = Hs(r
∗‖m∗).

• Ask for the decryption of ciphertext c1 = (τ1, C1) with τ1 = h∗ and
any C1 = (c1

0, ..., c
1
l ). Recover the first ephemeral key k1

0 = F∗k(h
∗)

via decryption leakage.
• Ask for the decryption of ciphertext c2 = (τ2, C2) with τ2 = k1

0

and any C2 = (c2
0, ..., c

2
l ). Recover the first ephemeral key k2

0 via
leakage.
• From k2

0, compute the ciphertext C3 for PSV in this way:
– k3

0 := k2
0,

– c3
0 = Fk30(pB)⊕ r∗,

– For i = 1, ..., l
∗ k3

i = Fk3i−1
(pA),

∗ c3
i = Fk3i (pB)⊕m∗i

– The PSV-ciphertext C3 = (c3
0, ..., c

3
l )

and output (τ3, C3) with τ3 = τ2

This ciphertext is valid. In fact, the first ephemeral key is k3
0 = k2

0 (we
have obtained already via leakage F∗k(τ

2) during the second decryption
query). Thus, the randomness and the message retrieved by PSVDec is
(r∗,m∗). Moreover, F∗k(h

∗) = τ2, with h∗ = Hs(r
∗‖m∗) since we have al-

ready obtained via leakage this value (during the first decryption query).

Roughly speaking, we use twice the leakage of F∗k(·) in decryption.
The first time to obtain via leakage F∗k(h

∗) (which is the tag τ∗) asso-
ciated to h∗ (=Hs(r

∗‖m∗)), the second time to obtain F∗k(τ
∗) which is

the first ephemeral key k∗0 associated to τ∗. With the knowledge of a
correct triple (hash, tag, and first ephemeral key), it is easy to create the
forgery.

Decryption leakage vs encryption leakage. The fundamental dif-
ference between encryption leakages and decryption leakages lies in the
way the adversary can influence the generation of the ephemeral key
k0. In the CIML case, the adversary can only obtain the k0’s associated
with unpredictable random tags while, in the latter case, the adversary
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can obtain the k0’s from arbitrarily selected tags, which therefore allows
forgeries of valid ciphertexts.

5.3.3 DTE′ - the first patch

Note that in the previous attack, we have used twice the computation of
the first ephemeral key in decryption to obtain information about both
the first ephemeral key and the right tag to use in the forgery.

A simple and efficient way to prevent the previous attack on DTE is
to use a tweakable strongly-protected PRF to distinguish these two com-
putations, leading to DTE’ (see details in Alg. 7, the where we highlight
the changes in gray, and Fig. 5.5). The only difference with respect to the
DTE encryption is in the computation of τ = F∗,0k (h) and k0 = F∗,1k (τ),
that is we tweak F∗k with one bit to distinguish the tag-computation from
the first ephemeral key-computation. In this way, we can see F∗,0k , and
F∗,1k as independent pseudorandom functions. As a result, the adversary
is no more able to use a decryption query to obtain the correct tag as-
sociated to a certain h, via the leakage of the first ephemeral key k0.
We show next that this patch, although it prevents the previous attack,
it is not enough to provide CIML2-security, exhibiting a more powerful
forgery attack:

Figure 5.5: DTE’ leakage-resilient AE (part I). Part II is identical to
Fig. 5.4.

Security of DTE′. It can be easily proved that DTE′ keeps the same
security properties as DTE: AE-security, MRAE-security, CIML-security
and confidentiality with leakage.
In fact, instead of replacing a BC, a TBC must be replaced in all the
security proofs. Apart from this, they are identical.
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Algorithm 7 DTE’ - The changes from DTE are highlighted.
• Gen:

– k
$← K

– s
$← KH

– pA, pB
$← B (s, pA, pB are public parameters)

• Enck(m):
– Parse m = (m1,m2, . . . ,ml)

– r
$← {0, 1}n

– τ ← Tag0
k(r,m) :

∗ h = Hs(r‖m) // digest

∗ τ = F∗,0k (h) // tag

– C ← PSVEnc1
k(τ, (r,m)): // ...and encrypt

∗ k0 = F∗,1k (τ)

∗ y0 = Fk0(pB)
∗ c0 = y0 ⊕ r
∗ For i = 1, .., l
· ki = Fki−1

(pA)
· yi = Fki(pB)
· ci = π|mi|(yi)⊕mi

∗ C = (c0, c1, . . . , cl)
– Return c = (τ, C)

• Deck(c, τ):
– Parse C = (τ, C)
– Parse C = (τ, c0, c1, c2, . . . , c`)

– (r,m)← PSVDec1
k(τ, C):

∗ k0 = F∗,1k (τ)

∗ y0 = Fk0(pB)
∗ r = y0 ⊕ c0

∗ For i = 1, .., l
· ki = Fki−1

(pA)
· yi = Fki(pB)
· mi = π|ci|(yi)⊕ ci

∗ (r,m) = (r, (m1, ...,ml)
– h = Hs(r‖m)

– TagVrfy0
k(τ, (r,m)):

∗ τ̃ = F∗,0k (h) // check tag
∗ If τ = τ̃ Return m; Else Return ⊥.
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5.3.4 The second attack

Although the previous attack does not work anymore against ‘DTE′,
on the other hand, DTE’ is still not CIML2-secure. In fact, it may be
attacked with a variant of the attack against HBC (see Sec. 5.3.1:
• Ask for the decryption of c1 = (τ1, c1

0, ..., c
1
l ) for random τ1 and

C1 = (c1
0, ..., c

1
l ). During the decryption a randomness r1 and a

message m1 = m1
1, ...m

1
l are retrieved. Then h1 = Hs(r

1‖m1) is
computed and it is verified if τ̃1 = F∗,0k (h1) is equal to τ1. Recover
via leakage r1,m1 and τ̃1.
• Ask for the decryption of (τ2, c2

0, ..., c
2
l ) for τ2 = τ̃1 and random

C2 = (c2
0, ..., c

2
l ) in order to get k2

0 = F∗,1k (τ2) via leakage.
• From τ2 and k2

0 it is possible to compute the valid encryption of
(r1,m1). In fact, consider the PSV-ciphertext C3 built as follow:
– k3

0 = k2
0,

– c3
0 := Fk30(pB)⊕ r1,

– For i = 1, ..., l
∗ k3

i = Fk3i−1
(pA),

∗ c3
i = Fk3i (pB)⊕m1

i

– The PSV ciphertext C3 = (c3
0, ..., c

3
l )

and outputs c3 = (τ3, C3) with τ3 = τ2.
In fact, in decryption, r1 and m1 are retrieved since k3

0 = F∗,1k (τ3) and
τ̃3 = τ3 since it is the correct tag for (r1,m1) (since τ3 = τ̃1).
As a result, DTE′ is not CIML2.

Roughly speaking in this attack, first, we obtain via leakage the good
tag τ̃1 for a random couple randomness message (r1,m1). Then, via
leakage, the correct first ephemeral key k2

0 associated with the tag τ̃1 is
obtained. Knowing τ̃1 and k2

0 we are able to correctly forge.

Forgery with a given plaintext. In the previous attack, the forgery
is the encryption of a random plaintext (in fact, if DTE′ is implemented
with F a PRF, then, r1 and m1 are random, as it may be easily proved).
Instead, if the goal is to provide a forgery where the randomness used is
r∗ and the message encrypted is m∗, it is possible to modify the previous
attack slightly, as follow:
• Ask the decryption of a random ciphertext c0 = (τ0, C0) with τ0

and C0 are random. Via leakage, obtain the first ephemeral key
k0

0.
• Compute the PSV-ciphertext C1 as follow:

– k1
0 = k0

0,
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– c1
0 := Fk10(pB)⊕ r∗,

– For i = 1, ..., l
∗ k1

i = Fk3i−1
(pA),

∗ c1
i = Fk1i (pB)⊕m∗i

– The PSV ciphertext C1 = (c1
0, ..., c

1
l )

and ask the decryption of c1 = (τ1, C1) with τ1 = τ0. Obtain via
leakage τ̃1 (Note that τ̃1 = F∗,0k (h1) with h1 = Hs(r

∗‖m∗) since
during the decryption, the couple randomness-message retrieved is
(r∗,m∗).
• Then, proceeds as in the previous attack. (Note that here

(r∗,m∗) = (r1,m1))

5.4 More leak-free components do not help.

We may wonder if this attack may be solved using more primitives with
a strongly protected implementations. We give a negative answer both
for HBC and DTE.

5.4.1 For HBC

We argue that adding leak-free does not improve security by visual in-
spection. That is, say, we add more leak-free components after each
execution of an F∗ in Fig. 5.1. We obtain a composition of strongly-
protected PRFs, which can be viewed as a single (less efficient) PRF
from the adversary’s point of view. Indeed, even if we modify Mack(m)
of HBC to return τ ′ = F∗i ◦ . . .F∗2 ◦ F

∗,0
k (h) with h = Hs(m), for any non

negative integers i, j, l, we simply have τ ′ = F∗0(h) for some F∗0. This does
not prevent the aforementioned forgery attacks.

5.4.2 For DTE

Since tweaking DTE does not allow avoiding forgery attacks, another
natural option to consider is the use of more strongly-protected com-
ponents. Before arguing that such an approach is also unlikely to be
effective, we first remind that the goal of DTE is to leverage the good
security properties offered by leakage-resilient stream ciphers. This goal
implies that for the encryption part of Fig. 5.4, we do not want to use
leak-free components on all the blocks (or the interest of the whole con-
struction vanishes). This goal leaves us with two main options, which we
discuss next: the addition of leak-free calls in the authentication part of
Fig. 5.3 and after the encryption part of Fig. 5.4.
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More leak-free components in the authentication part of DTE.
It is similar to Sec. 5.4.1.
We argue that such a variation does not improve security by visual in-
spection. That is, say we add more leak-free components after each
execution of an F∗ in Fig. 5.3. Independently of whether we operate this
change for the first or the second execution of F∗, we obtain a composi-
tion of strongly-protected PRFs, which can be viewed as a single (less effi-
cient) PRF from the adversary’s point of view. Indeed, even if we modify
Tagtwk (h) of DTE′ to return τ ′ = F∗i ◦ . . .F∗2 ◦ F

∗,0
k (h) and PSVEnctwk (τ ′, ·)

to compute the ephemeral key k′0 = F∗l ◦ . . .F∗j+1 ◦ F
∗,1
k ◦ F

∗
j ◦ . . .F∗i+1(τ ′),

for any non negative integers i, j, l, we simply have τ ′ = F∗0(h) and
k′0 = F∗1(τ ′) for some F∗0 and F∗1. This does not prevent the aforemen-
tioned forgery attacks.

More leak-free components after the encryption part of DTE.
Starting from any Π = (Gen,Enc,Dec), we define
Π′ = (Gen′,Enc′,Dec′) such that (1) Gen′ returns the output of Gen and
a (one-more) strongly-protected PRF G∗, (2) Enc′ returns the ciphertext
c output by Enc and τ ′ = G∗(c), (3) Dec′ first checks whether τ ′ = G∗(c)
and halts if it does not hold, otherwise it outputs Dec(c).6

Assuming there is a (q, t)-bounded adversary A against Π in CIML2,
we show how to build a (2q + 1, t)-bounded adversary A′ against Π in
CIML2 with the same advantage. The reduction is straightforward.
• A queries an encryption of m with randomness r to Enc: A′ queries

an encryption on (r,m) to Enc′ and gets back (c, τ ′) along with
L′E(r,m; k). Since τ ′ is given in the ciphertext, we simply have
L′E(r,m; k) = LE(r,m; k). Then, A′ hands A with c and LE(r,m; k).
• A queries a decryption of c to Dec: A′ conducts two steps,

1. A′ picks a dummy tag τ ′0 and queries a decryption of (c, τ ′0)
to Dec′. The check τ ′0 = τ̃ ′, where τ̃ ′ = G∗(c), may fail but
leaks the right tag τ̃ ′ to A′;

2. A′ queries a decryption of (c, τ̃ ′) to Dec′. Since the check
passes, now A′ learns Dec(c) and LD(c; k) and forwards them
to A.

Eventually A outputs a forgery c∗ with some probability. Then, A′ runs
the subroutine in item 1 on c∗ to get the right tag τ̃ ,∗ and finally outputs
(c∗, τ̃ ,∗), which is a forgery with the same probability.

Despite heuristic, the latter observations suggest that adding a leak-

6 We omit the use of obvious inputs such as keys, messages and so for readability.
Note also that one could additionally hash the ciphertext in Step (2) which would
not affect our argument.
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free-PRF anywhere inside a CIML2-insecure authenticated encryption
scheme will not directly help to prevent forgeries. We leave the proof of
a more formal statement (e.g., based on induction of the leak-free calls)
as an interesting scope for further research, and for now, we use these
observations to motivate the positive result in the next section.

5.5 HBC2 - the solution for MACs

This section is mainly inspired by the ToSC paper [27]. We present two
MACs, which are suf-L2. In both, we use the inverse in decryption as
a crucial element to solving the problem of verification leakage. The
last MAC, HTBC, is implicitly defined by the TEDT [21] and Spook
constructions [18].

5.5.1 HBC2: a suf-L2 MAC.

It turns out that using the inverse of the BC in verification provides a
powerful ingredient. The main problem was that in HBC the adversary
was able to retrieve, via verification leakage, the right tag τ̃ for a given
message m. In fact, τ̃ = F∗k(h) with h = Hs(m).
But, being able to use the inverse of the BC, it is not necessary to
recompute the good tag in verification. In HBC2 instead of computing
τ̃ and comparing it with the tag provided by the adversary, we compute
h̃ = F∗,−1

k (τ) and compare it with h = Hs(m).
That is, the verification algorithm instead of saying “your tag τ is wrong
because the correct tag is τ̃ ” and leaking τ̃ tells “ your tag τ is wrong
because τ is the good tag for this hash value h̃ which is different from
your digest h” and leaking h̃. We highlight this change of approach in
Fig. 5.6.
Now, if it is difficult to find a pre-image of this hash value h̃, the scheme
may be suf-L2. This modification only in the verification algorithm gives
birth to HBC2 (see details in Alg. 8 and Fig. 5.6, the changes from HBC
are highlighted in gray.)

5.5.2 Security of HBC2

As usual, before proving the security of HBC2, we have to describe its
leakage in the unbounded model:
Leakage: LM (m; k) := ∅ as for HBC.

LV (m, τ ; k) := h̃. In fact, the adversary, from the inputs, can
compute all the other values.
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Figure 5.6: HBC2.

Theorem 5. Let H : KH × HM → B∗ be a (t2, εCR)-collision resis-
tant and (t3, εroPR)-range-oriented pre-image resistant hash function. Let
F∗ : K∗×B∗ → B∗ be a (qM +qV +1, t1, εsPRP)-strong pseudorandom per-
mutation with a strongly protected implementation. Let HM = {0, 1}∗
and B∗ = T AG = {0, 1}n.
Then, HBC2 is (qM , qV , t, ε)-suf-L2-secure in the unbounded leakage
model with

εsTPRP + εCR + qV εroPR + (qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1

with q = qM + qV + 1, t+ tch(1,KH) + qtH ≤ t1, t+ qtH + tf∗(q)) ≤ t2 and
t+ qtH + tf∗(q−1) ≤ t3.

The terms of the bound.
• εsTPRP due to the use of a sTPRP and not a TPRP
• εCR since having found a collision for the hash function, it is easy

to make a forgery
• qV εroPR since the adversary has qV h̃ (which are randomly picked).

If he finds a pre-image for one of them, he can make a forgery.
• q(q−1)

2n+1 − qM (qM−1)
2n+1 because h̃ are not picked uniformly at random

(as required for range-oriented pre-image resistance), but using a
permutation (so, there are some values which cannot be picked).

Idea of the proof. Here we present only a sketch of the proof. The
full proof may be found in App. B.1.
Note that the actual flow of the proof is different; instead, our sketch
aims to give only the main ideas.
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Algorithm 8 HBC2, a suf-L-secure MAC - Full description.
The changes from HBC are highlighted.
• Gen:

– k
$← K

– s
$← KH (s is a public parameter)

• MACk(m):
– h = Hs(m) // digest
– τ = F∗k(h) // tag
– Return τ

• Vrfyk(m, τ) :
– h = Hs(m)

– h̃ = F∗,−1
k (τ)

– If h = h̃ Return >, Else Return ⊥.

Sketch. First, we replace the PRF F∗k(·) with a random permutation f∗

with the same signature.
Then, we want to prove that every verification query (mi, τ i) is invalid.
We may have two different events with respect to the value hi = Hs(m

i)
obtained during the ith verification query:
F1: hi = hj with hi = Hs(m

i) and hj = Hs(m
j) where mi and mj are

respectively the ith and the jth tag-generation query.
Since this implies a collision, the probability that this happens is
bounded easily by εCR.

F2: Event F1 does not happen and hi = h̃j for a previous verification,
that is h̃j is computed during the jth verification query, with j < i.
Since this implies having found a pre-image for a random target,
the probability that this happens is bounded easily by εroPR.

F3: Event F1 and F2 do not happen, thus f∗,−1(τ i) has never been
computed before.
Since f∗ is a random permutation, the probability that f∗(hi) = τ i

can be bounded by 1
2n−qE−i+1 (where qE + i − 1 is the maximal

number of previous evaluation of f∗).

5.5.3 HTBC: a BBB variant

The main problem of HBC2 is that there is a birthday-bound, due to
the collision resistance of H. Thus, it may not achieve security beyond
n/2-bits (thus, it achieves security up to half of the bit size of the blocks
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of the BC).
Although in many case it is enough, we can have a better result: HTBC
using a TBC instead of a BC achieves security up to the bit size of the
blocks of the BC.
We obtain this doubling the size of the output the hash function. Thus,
it doubles the birthday-bound for the collision-resistance (from q(q+1)

2n+1 ,
implying a security of n

2 -bits to q(q+1)
22n+1 ),thus, now, the εCR-term of the

bound implies a security of n-bits, which is equal to the bit size of the
blocks. In this way, we have obtained a beyond birthday (BBB) security
with respect to the bit size of the blocks of the TBC.

Considering a hash function H : KH × {0, 1}2n → B1 × B2 and a
strongly protected tweakable block cipher F∗ : K × {0, 1}n × {0, 1}n →
{0, 1}n, with HM = {0, 1}∗, simply using half of the digest as a tweak,
we can build a MAC, HTBC, which is suf-L2-in the unbounded model, as
described in Alg. 9 and Fig. 5.7. Note that for this MAC,ME = {0, 1}∗
and T AG = {0, 1}n.

Figure 5.7: HTBC leakage-resilient MAC.

5.5.4 Security of HTBC

As usual, before proving the security of HTBC, we have to describe its
leakage in the unbounded model:
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Algorithm 9 HTBC based on the Digest and Tag parts of TEDT - Full
description.
• Gen:

– k
$← K∗

– s
$← KH (s is a public parameter)

• MACk(m):
– h1‖h2 = Hs(m) // digest
– τ = F∗k(h2, h1) // tag
– Return τ

• Vrfyk(m, τ):
– h1‖h2 = Hs(m)
– h̃1 = F∗,−1

k (h2, τ)

– If h1 == h̃1 Return >, Else Return ⊥.

Leakage: LM (m; k) := ∅ since h can be computed by anyone and τ is the
output.
LV (m, τ ; k) := h̃1 since all others values can be computed from
anyone.

Now, to state the security of HTBC, we have to define a variant of the
range-oriented pre-image resistance (Def. 5). In fact, we cannot apply
straightforwardly in the proof the range-oriented pre-image resistance
since the first half of the target h̃1 is picked uniformly at random after
the adversary has chosen the second half of the target h2 as he wishes.
This, is due to the fact that h2 is chosen by the adversary, since he
chooses the message m during verification queries (remember that in
verification query h = h1‖h2 = Hs(m)).
Thus, we modify the definition of range-oriented pre-image resistance to
obtain the following:

Definition 28 (roPR′). A (t, ε)-range-oriented pre-image resistant hash
function with half of the input chosen by the adversary H : KH ×
HM → T1 × T2 is a function such that, for every t-bounded adver-
sary A = (A1,A2), the probability that A2(s, y1, st) outputs m ∈ HM
s.t Hs(m) = y1‖y2, with (y2, st) ← A1, is bounded by ε, where s $← KH,
y1

$← T1 are picked uniformly at random, that is:

Pr[A2(s, y1, st)⇒ m s.t. Hs(m) = y1‖y2 (5.1)

s.t. s $← KH, y1
$← T1, (y2, st)← A1(s)] ≤ ε (5.2)
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We think that this definition is meaningful since we think that for
a good hash function, it should be difficult to find a pre-image even if
half of the target is chosen by the adversary, while the remaining half is
picked uniformly at random.

This allows us to

Theorem 6. Let H : KH × HM → B1 × B2 be a (t2, εCR)-collision
resistant and (t2, εroPR′)-range-oriented pre-image resistant hash function
with half of the input chosen by the adversary. Let F∗ : K∗ × T W∗ ×
B∗ → B∗ be a (qM + qV + 1, t1, εsTPRP)-strong-pseudorandom tweakable
permutation with a strongly protected implementation. Let B1 = B∗ and
B2 = T W. Let HM = {0, 1}∗ and B∗ = T W = T AG = {0, 1}n.
Then, HTBC is (qM , qV , t, ε)-suf-L2-secure in the unbounded leakage
model with

εsTPRP + εCR + qV εroPR′ + (qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1

with q = qM + qV + 1, t+ tch(1,KH) + qtH ≤ t1, t+ qtH + tf∗(q) ≤ t2 and
t+ qtH + tf∗(q−1) ≤ t3.

Note that every term of the bound is tight, having a matching attack,
except the term q(q+1)

2n+1 , which is not beyond birthday. In fact, we have a
matching attack only up to qV +1

2n+1 (merely asking the verification of the
same message with different tags). To have a matching attack up q(q+1)

2n+1

we need to be able to find qE+qV +1 partial hash collision on h2 (that is,
we force to use in every query the same tweak h2, and the messages used
in tag-generation queries and the message used in verification queries
(which is always the same) are all different).

Idea of the proof. The proof is very similar to the proof of the security
of HBC2. Simply, it is necessary to treat the tweak correctly. Here we
present only a sketch of the proof. The full proof may be found in
App. B.4.
Note that the actual flow of the proof is different; instead, our sketch
aims to give only the main ideas.

Sketch. First, we replace the sTPRP F∗k(·, ·) with a random tweakable
permutation f∗ with the same signature.
Then, we want to prove that every verification query (mi, τ i) is invalid.
We may have two different events with respect to the value hi = Hs(m

i)
obtained during the ith verification query:
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F1: hi = hj with hi = Hs(m
i) and hj = Hs(m

j) where mi and mj are
respectively the ith and the jth tag-generation query.
Since this implies a collision, the probability that this happens is
bounded easily by εCR.

F2: Event F1 does not happen and the couple (h̃1
i
, hi2) has already

been obtained in a previous verification, that is h̃1
j
is computed

during the jth verification query (mj , τ j) with j < i, and hj =
hj1‖h

j
2 = Hs(m

j) is such that
hj2 = hi2.
Since this implies having found a half pre-image for a random target
h̃1
j
, after having chosen hj2 the probability that this happens is

bounded easily by εroPR′ .
F3: Event F1 and F2 do not happen, thus f∗,−1(hi2, τ

i) has never been
computed before.
Since f∗ is a random tweakable permutation, the probability that
f∗,−1(hi2, τ

i) = hi1 can be bounded by 1
2n−#Eval(hi2)

with #Eval(hi2)

is the number of times we have already lazy sampled f∗(hi2, ·) (that
is, f∗ with that given tweak) which is easily bounded by 1

2n−qE+i−1
(where qE + i− 1 is the maximal number of previous evaluation of
f∗).

Other solutions. Barwell et al. [10] have proposed a solution based
on pairing. The security of this solution has been proved in the generic
group model, for more details, see Chap. 5.10.

5.6 DTE2 - a solution for AE

This section is mainly inspired by the ToSC paper [27].
It presents a CIML2-secure scheme DTE2 obtained from DTE′ replac-

ing the TPRF with a sTPRP and using its inverse in decryption. Simply,
we replace HBC with HBC2.

DTE2 It turns out that using the inverse of the TBC in verification
provides a powerful ingredient to avoid degrading AE-security when Dec
leaks during checking ciphertext validity. The main problem was that in
DTE′ the adversary was able to retrieve, via decryption leakage, the right
tag τ̃ for a given couple randomness-message (r,m). In fact, τ̃ = F∗,0k (h)
with h = Hs(r,m).
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But, being able to use the inverse of the TBC, it is not necessary to
recompute the good tag to have a correct and tidy7 decryption algorithm.
In DTE2 instead of computing τ̃ and comparing it with the tag provided
by the adversary, we compute h̃ = F∗,0,−1

k (τ) and compare it with
h = Hs(r‖m).
That is, the decryption algorithm instead of saying “your tag τ is wrong
because the correct tag is τ̃ ” and leaking τ̃ , tells “ your tag τ is wrong
because τ is the good tag for this hash value h̃ which is different from
your digest h” and leaking h̃. This change of approach is highlighted in
Fig. 5.9.
Now, if it is difficult to find a pre-image of this hash value h̃ the scheme
may be CIML2. This modification only in the decryption algorithm gives
birth to DTE2 (see details in Alg. 10 and Fig. 5.8, the changes from DTE′

are highlighted in gray.)

Figure 5.8: DTE2 - decryption. The encryption is equal to DTE’, see
Fig. 5.5.

Security of DTE2. DTE2 achieves many security goals:
• it is a secure AE-scheme
• it is misuse-resistant
• it is CIML2-secure
• it provides confidentiality in the presence of leakage in encryption8.

All the other results being a sideline to the scope, here we only prove
the CIML2-security. For the other proofs, see the ToSC17 paper [27].

5.6.1 The CIML2-security of DTE2

Before proving the CIML2 security of DTE2, we have to consider what
means misuse and what is the leakage in the unbounded model:

7An AE-scheme is tidy if the decryption algorithm accepts as valid only ciphertexts
which are the possible outputs of the encryption algorithm.

8The leakage model used in this proof is 2-simulatability
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Algorithm 10 DTE2 - The changes from DTE are highlighted.
• Gen:

– k
$← K

– s
$← KH

– pA, pB
$← B (s, pA, pB are public parameters)

• Enck(m):
– Parse m = (m1,m2, . . . ,ml) in n-bit blocks
– r

$← {0, 1}n
– τ ← Tag0

k(r,m):
∗ h = Hs(r‖m) // digest
∗ τ = F∗,0k (h) // tag

– C ← PSVEnc1
k(τ, (r,m)): // ...and encrypt

∗ k0 = F∗,1k (τ)
∗ y0 = Fk0(pB)
∗ c0 = y0 ⊕ r
∗ For i = 1, .., l
· ki = Fki−1

(pA)
· yi = Fki(pB)
· ci = π|mi|(yi)⊕mi

∗ C = (c0, c1, . . . , cl)
– Return c = (τ, C)

• Deck(c):
– Parse c = (τ, C)
– Parse C = (c0, c1, c2, . . . , c`) in n-bit blocks
– (r,m)← PSVDec1

k(τ, C):
∗ k0 = F∗,1k (τ)
∗ y0 = Fk0(pB)
∗ r = y0 ⊕ c0

∗ For i = 1, .., l
· ki = Fki−1

(pA)
· yi = Fki(pB)
· mi = π|ci|(yi ⊕ ci

∗ (r,m) = (r, (m1, ...,ml))
– h = Hs(r‖m)

– TagVrfy0
k(τ, (r,m)):

∗ h̃ = F∗,−1,0
k (τ) // check tag

∗ If h = h̃ Return m; Else Return ⊥.
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Figure 5.9: The difference between the decryption of DTE2 from that
of DTE′.

Misuse: As for DTE we assume that the adversary during encryption
queries provides the randomness r alongside with the message.

Leakage: As for DTE, the encryption leakage is LE(r,m; k) := k0.
Instead for decryption leakage, we set LD(c; k) := (k0, h̃) because
from these values the adversary has all the information he wants.
In fact, he can recompute r andm (and thus h = Hs(r‖m)) from k0

because, from k0 all the k1, ..., kl and y0, ..., yl may be recomputed.

Theorem 7. Let H : KH × HM → B′ be a (t2, εCR)-collision resistant
and (t2, εroPR)-range-oriented preimage resistant hash function. Let F∗ :
K∗×B∗×T W → B∗ be a (2q, t1, εsTPRP)-strong tweakable pseudorandom
permutation with a strongly protected implementation. Let F : K × B →
B. Let HM = {0, 1}∗, T W = {0, 1} and B′ = B∗ = K = B = {0, 1}n.
Then, DTE2 which encrypts at most L-block messages is
(qE , qD, t, ε)-CIML2-secure in the unbounded leakage model with

ε ≤ εsTPRP + εCR + qDεroPR + (qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1

where q = qE + qD + 1, t+ tch(1,KH) + tchn(2,B) + q(tH + (2L+ 1)tF) ≤ t1,
t+ tchn(2,B) + q(tH + (2L+ 1)tF) + tf∗(2q)) ≤ t2 and
t+ tchn(2,B) + q(tH + (2L+ 1)tF) + tf∗(2q−1)) ≤ t3.

Note that, as for DTE, we ask nothing about the security of F. We
only need that it has the right syntax.
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The terms of the bound.
• εsTPRP since we are using a sTPRP and not a TPRP
• εCR since having found a collision for the hash function, it is easy

to make a forgery
• qDεroPR since the adversary has qD h̃ (which are randomly picked).

If he finds a pre-image for one of them, he can make a forgery.
• q(q−1)

2n+1 − qE(qE−1)
2n+1 because h̃ are not picked uniformly at random

(as required for range-oriented pre-image resistance), but using a
permutation (so, there are some values which cannot be picked).

Here we present only a sketch of the proof. The full proof may be
found in App. B.5.
Note that the actual flow of the proof is different since we may obtain
better bounds (in particular we may avoid to have qV + 1 as a factor of
the whole bound); instead, our sketch aims to give only the main ideas
of the proof.

Sketch. First, we replace the sTPRP F∗k(·, ·) with a random tweakable
permutation f∗ with the same signature.
Then, we want to prove that every decryption query ci(τ i, Ci) is in-
valid. We may have three different events with respect to the value
hi = Hs(r

i‖mi) obtained during the ith decryption query:
F1: hi = hj with hi = Hs(r

i||mi) and hj = Hs(r
j ||mj) where (ri,mi)

and (rj ,mj) are respectively the ith and the jth encryption query
(the jth encryption query has happened before the ith decryption
query)

F2: Event F1 does not happen and hi = h̃j where h̃j is the check hash
value obtained during the jth decryption query (j < i)

F3: Neither event F1 nor event F2 happens.
Let Ei be the event that the ith decryption query is fresh and valid.
We bound now Pr[Ei ∩ Fi′ ] for i = 1, ..., qD + 1 and i′ = 1, 2, 3:
Ei ∩ F1: it means that we have found a collision for the hash function

Hs
Ei ∩ F2: now f∗,0,−1(τ i) has already been computed in the history of the

CIML2-game. It means that a pre-image for the hash function for
the value h̃j . Since these values are picked uniformly at random
(they are the outputs of f∗,−1), the probability that this happens
is bounded by εroPR. Moreover, there at most i − 1 ≤ qD possible
different targets.

Ei ∩ F3: since f∗,0,−1(τ i) has never been computed and f∗ is a random
tweakable permutation, the probability that f∗,0,−1(τ i) = hi is ex-
actly 1

2−n−q ≤
1

2−n−qE−qD where q is the number of queries already
done to f∗,0 (since f is a random permutation its injectivity gives
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some information).

5.7 EDT, Encrypt-Digest-then-Tag,
a CIML2-secure AE-scheme

This section is inspired by the ToSC paper [27].

DTE2 solves the problem of authenticity with leakage in both encryp-
tion and decryption with additional nice properties: confidentiality with
misuse and leakage in encryption and misuse resistance. On the other
hand, when decryption leaks it is easy to mount a DPA which is able to
retrieve the message encrypted, as we show here:

DPA in decryption. The idea of this attack is to mount a DPA
on the XORs used in decryption. It exploits the fact that the whole
psuedorandom stream used to encrypt a message depends only on τ .
Suppose that an adversary has received the ciphertext c∗ = (τ∗, C∗) and
he wants to recover the message. He may proceed as follow:
• Ask the decryption of C1, ..., Cq with ci = (τ∗, Ci) where Ci is

random and |Ci| = |C∗|.
• During each decryption target with a DPA the XORs mi

j = yij⊕ cij
and retrieve the yji which are equal to Fkij

(pB). Note, that ∀i, i′

and ∀j, kij = ki
′
j , thus y

i
j = yi

′
j and we denote them simply with yj

(omitting the i).
• After having recovered all the yj , the message encrypted by C∗ is
m∗ where m∗j = c∗j ⊕ yj

This situation may happen, for example, for secure boot loading or bit-
stream decryption, when the user is only supposed to be able to run the
code without having access to the sources (e.g., multimedia content or
video games).

Thus, it may be interesting to provide confidentiality when the ad-
versary also has access to leakage in decryption (denoted with CCAmL.
This has been formalized by the notion of eavesdropper security with
leakage in decryption (see the ToSC17 paper [27]).

To achieve this security, keeping AE-security, CIML2-security and
confidentiality with leakage and using only two calls to a highly-protected
primitive we have to relinquish the misuse-resistance (for a detailed study
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of this problem, see Guo et al. [65]) since to protect against this attack
there are two possible paths, for example:

• first, to verify the ciphertext before to decrypt it. The problem
is that in many misuse-resistant AE schemes the tag depends on
all the plaintext. Thus, we should decrypt before verifying the
authenticity of the ciphertext, as it is done in DTE2. A possible
solution is to rencrypt the ciphertext and then, to authentify the
new ciphertext (but, this solution is less efficient).

• otherwise, we would need that if we change a bit of the cipher-
text, the whole message obtained during the decryption, would be
changed. This implies a double-pass decryption. If it is combined
with a double pass encryption (needed for misuse-resistance), the
scheme must be more complex, and, thus, less efficient.

DTE cannot fulfill this previous notion without relying on a strong
assumption since even if the tag is not correct, we decrypt. In particular,
note that the first ephemeral key computed in decryption, k0, which
is part of the output of the leakage function, LD(·, ·; ·), is computed
only from the tag. Thus, if we want to have information about the
message encrypted by the ciphertext c∗ = (C∗, τ∗) we have only to ask
the decryption of a ciphertext c1 = (C ′, τ∗) for any PSV-ciphertext C ′ to
obtain the right ephemeral key k∗0, from which it is possible to compute
the PSV-decryption of C∗.
Note that although c1 is not a valid ciphertext, k1

0 is computed during
decryption and k1

0 = k∗0. Thus, we would like to have a scheme which
first checks the authenticity of the ciphertext, then, starts decrypting.
To obtain this security we propose EDT, Encrypt-Digest-and-Tag:
• A nonce r is provided along with the message m9

• C ← PSVEnck(r,m)
that is, we encrypt using PSV, where the first ephemeral key,
k1 = F∗,0k (r).
• h← Hs(r‖C)

that is, the nonce r and the PSV-ciphertext C are digested via an
hash function
• τ = F∗,1k (h)

that is, we authenticate the hash
• the output is c = (C, τ)10.

9The nonce r may also be picked as a randomness, thus r $← {0, 1}n
10If r is picked by the algorithm, r must be part of the output. Instead, if it is a

nonce, it is already known.
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For decryption, we use again the inverse trick to have CIML2. First the
digest is recomputed via h̃ = F∗,1,−1

k (τ) and it is checked whether it
matches the actual digest h = Hs(r‖C). If it is not the case, the cipher-
text is deemed invalid; otherwise, the usual PSV-decryption takes place.
Thus, invalid ciphertexts never trigger the PSVDec.

Note that EDT is a secure nonce-based encryption scheme which
means that as long as r is not repeated during encryption queries, we
keep the AE-security (and confidentiality with leakage).
On the other hand, we relinquish the misuse-resistance since PSV is not
a misuse-resistant encryption scheme. In fact, the first ephemeral key is
computed directly from the nonce r. Thus, the PSV ciphertext blocks
ci does not depend on all the message, which is a necessary condition to
reach misuse-resistance.

For more details on EDT, see Alg. 11 and Fig. 5.10.

Security of EDT. EDT achieves many security goals:
• it is a secure AE-scheme
• it provides nonce misuse-resilience (see App. A.2)
• it is CIML2-secure
• it provides confidentiality in the presence of leakage in encryp-

tion11.
• it has eavesdropper security with differential leakage (EavDL) [a

notion introduced in the ToSC17 paper [27]]
All the other results being a sideline to the scope, here we prove only
the CIML2-security. For the other proofs, see the ToSC17 paper [27].

Figure 5.10: EDTencryption.

11The leakage model used in this proof is 2-simulatability



5.7. EDT, ENCRYPT-DIGEST-THEN-TAG 93

Algorithm 11 EDT.
• Gen:

– k
$← K

– s
$← KH

– pA, pB
$← B (s, pA, pB are public parameters)

• Enck(r,m):
– Parse m = (m1,m2, . . . ,ml)
– C ← PSVEnc0

k(r,m) // encrypt
∗ k1 = F∗,0k (r)
∗ y1 = Fk1(pB)
∗ c1 = π|m1|(y1)⊕m1

∗ For i = 2, .., l
· ki = Fki−1

(pA)
· yi = Fki(pB)
· ci = π|mi|(yi)⊕mi

∗ C = (c1, c2, . . . , cl)
– τ ← Tag1

k(C):
∗ h = Hs(r‖C) // digest
∗ τ = F∗,1k (h) // ... and tag

– Return c = (C, τ)
• Deck(r, c):

– Parse c = (C, τ)
– Parse C = (c1, c2, . . . , c`)
– TagVrfy1

k(C, τ):
∗ h = Hs(r‖C)
∗ h̃ = F∗,1,−1

k (τ) // check tag
∗ If h 6= h̃ Return ⊥.

– m← PSVDec0
k(r, C):

∗ k1 = F∗,0k (r)
∗ y1 = Fk1(pB)
∗ m1 = y1 ⊕ c1

∗ For i = 2, .., l
· ki = Fki−1

(pA)
· yi = Fki(pB)
· mi = π|ci|(yi)⊕ ci

∗ m = (m1, ...,ml)
– Return m
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5.7.1 The CIML2-security of EDT

Before proving the CIML2 security of EDT, we have to consider what
means misuse and what is the leakage in the unbounded model:
Misuse: For EDT we assume that the adversary during encryption queries

provides the randomness r alongside with the message.
Leakage: As for DTE, the encryption leakage is LE(r,m; k) := k1, that

is, the first ephemeral key.
Instead for decryption leakage, we set LD(c; k) := h̃ for invalid
decryption queries; k1 for valid decryption queries (since h̃ = h for
valid decryption queries). In fact, from these values, the adversary
has all the information he wants.

Theorem 8. Let H : KH×HM→ {0, 1}n be a (t1, εCR)-collision resis-
tant and (t1, εroPR)-range-oriented preimage resistant hash function. Let
F∗ : K∗ × {0, 1}n × T W → {0, 1}n be a (2q − 1, t1, εsTPRP)-strong tweak-
able pseudorandom permutation with a strongly-protected implementa-
tions. Let F : {0, 1}n × {0, 1}n → {0, 1}n. Let HM = {0, 1}∗ and
T W = {0, 1}.
Then, EDT which encrypts at most L-block messages is (qE , qD, t, ε)-
CIML2-secure in the unbounded leakage model with

εsTPRP + εCR + qDεroPR + (qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1

with q = qE+qD+1, t+tch(1,KH)+tchn(2,B)+qtH+(q−1)(2L−1)tF) ≤ t1,
t+ tchn(2,B) + qtH + (q − 1)(2L− 1)tF + tf∗(2q−1)) ≤ t2
and t+ tchn(2,B) + qtH + (q − 1)(2L− 1)tF + tf∗(2q−2) ≤ t3.

Note that, as for DTE and DTE2, we ask nothing about the security
of F. We only need that it has the right syntax.

Here we present only a sketch of the proof. The full proof may be
found in App. B.6.
Note that the actual flow of the proof is different; instead, our sketch
aims to give only the main ideas of the proof.

Difference with DTE2 proof. The proof is inspired by that of DTE2.
We have only to consider that now h = Hs(r‖C) (and no more h =
Hs(r‖m) and adjust everything consistently).

Sketch. First, we replace the sTPRP F∗k(·, ·) with a random tweakable
permutation f∗ with the same signature.
Then, we want to prove that every decryption query ci = (Ci, τ i) is
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invalid. We may have three different events with respect to the value
hi = Hs(r

i‖Ci) obtained during the ith decryption query:
F1: hi = hj with hi = Hs(r

i‖Ci) and hj = Hs(r
j‖Cj) where Ci and

Cj are respectively the outputs of PSVEnc during the ith and the
jth encryption query (on input (rj ,mj))

F2: Event F1 does not happen and hi = h̃j where h̃j is the check hash
value obtained during the jth decryption query (j < i)

F3: Neither event F1 nor event F2 happens.
Let Ei be the event that the ith decryption query is fresh and valid.
We bound now Pr[Ei ∩ Fi′ ] for i = 1, ..., qD + 1 and i′ = 1, 2, 3:
Ei ∩ F1: it means that we have found a collision for the hash function

Hs
Ei ∩ F2: now f∗,1,−1(τ i) has already been computed in the history of the

CIML2-game. It means that we have found a pre-image for the hash
function for the value h̃j . Since these values are picked uniformly
at random (they are the outputs of f∗), the probability that this
happens is bounded by εroPR. Moreover, there at most i− 1 ≤ qD
possible different targets.

Ei ∩ F3: since f∗,1,−1(τ i) has never been computed and f∗ is a random
tweakable permutation, the probability that f∗,1,−1(τ i) = hi is ex-
actly 1

2−n−q ≤
1

2−n−qE−qD where q is the number of queries already
done to f∗,0 (since f is a random permutation its injectivity gives
some information).

FEMALE. If we want a scheme which has the advantages of EDT, with
respect to DTE2 with, in addition, misuse-resistance, as DTE2, Guo et
al. [65] have provided FEMALE. On the other hand, it is much more
expensive, since instead of PSV, a double pass encryption scheme is
used. Moreover, it uses our solution, the inversion of the TBC to have
the CIML2-security.

5.8 CONCRETE, reducing the number of strongly
protected TBC

In this section, we exhibit a CIML2-secure AE scheme using only one
call to the strongly protected TBC. This scheme is CONCRETE, which
stands for COmmit-eNCRypt-sEnd-The-kEy.
This section is based on the AFRICACRYPT19 paper [29] and its ex-
tended version on eprint [28].
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The reason to do this is that the strongly protected building block
is very expensive. Thus, if we want to have a more efficient scheme, the
first solution is to reduce the number of times this building block is used.
We want to explore what we can achieve with a single call to the strongly
protected building block. The mode we present is more efficient, but at
the price of shifting the nonce-based AE approach to a probabilistic AE
approach.

Characteristic of previous designs. We observe that we can divide
every of the previous CIML2 scheme in three parts

a Generation of the first ephemeral key (which is either called k0 or
k1)

b Encryption,12 starting from the first ephemeral key
c Authentication

Note that these steps must not be done in this order. For example DTE
(see Sec. 5.6) and DTE2 are c-a-b, while EDT is a-b-c.
The calls to the strongly protected component are usually used in Step
a and c, and the verification should be done in a clever way, not simply
a basic recheck of the authentication part.

Design goals. The design and security constraints of the scheme are
the following:
• AE secure in the black-box model (we can use either the nonce-

based AE approach or the pAE)
• CIML2 secure in the unbounded model
• CPAL and CCAL secure with some hypothesis about the leakage
• only one call to the strongly protected implementation per execu-

tion
• the key k of the scheme used only as a key of the leak-free
• F changes keys as much as possible (rekeying), as in DTE and EDT

The hypothesis on k is because the key of the strongly-protected F∗

is the only internal secret not leaked in the unbounded model.
To reduce the possibility of leakage, we should not use the PRF F with
more than two different plaintexts for any key it uses in any security
game. Thus, we would like to use a scheme based on rekeying, as PSV.

Design rationale of the Commit-Encrypt-Send-the-Key,
CONCRETE scheme. We present here the ideas of the mode

12usually using PSV or one of its variant or a sponge, as done in other works not
covered in this thesis.
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CONCRETE (Fig. 5.11). In particular, how we treated each of the three
different parts of a leakage-resilient AE scheme:
• Derivation of the first ephemeral key We pick a randomly k0

as first ephemeral key. We use a round of the PRG of Standaert
et al. [124] to obtain a commit of k0 (called c0), which consists in
the encryption of on with k0, and a new fresh key (k1). That is,
using the public constants pA and pB (two strings of n bits, with
pA 6= pB) we obtain k1 = Fk0(pA) and c0 = Ek0(pB).
• Encryption We use here the strongly protected building block

which is a TBC F∗ with T W = {0, 1}n. From k1 we can use the
PSV [111] (see Fig. 3.4) encryption algorithm to encrypt m (which
is parsed in m = (m1, ...,ml)), wherw k1 is the first ephemeral key,
using the constants pA and pB, obtaining c1, ..., cl. We denote the
algorithm in this part Enc.
• Authentication Since k0 is picked uniformly at random, it must

be recomputed by the decryption algorithm Dec from the cipher-
text c. Thus, to send it, we hash the commitment c0 and the output
of the encryption part c1, ..., cl obtaining h = Hs(c0‖c1‖...‖cl) and
we encrypt k0 with the long term key k obtaining cl+1 = F∗k(h, k0).
The ciphertext is c := (c0, c1, ..., cl, cl+1).
• Decryption First k0 is retrieved, with k0 = F∗,−1

k (h, cl+1) with
h = Hs(c0‖...‖cl), then c̃0 = Fk0(pB) is computed. If c0 = c̃0, the
ciphertext is deemed valid and decryption proceeds in the natural
way; otherwise, the ciphertext is deemed invalid.
• Ciphertext expansion The ciphertext has an expansion of two

blocks, that is, given c ← Enck(m), |c| = |m| + 2n. On the other
hand, since the nonce should be sent anyway, if the nonce is a n-
bit string, the size of ciphertext plus the nonce sent is the same for
CONCRETE, EDT and DTE.
• Cost If the hash function is implemented with the Hirose construc-

tion [71], thus, its cost is 2cF for each block processed, then, the
cost of CONCRETE to process l block message is cF∗ + 4(l + 1)cF,
with cF∗ and cF the cost, respectively, of one call to F∗ and F.

A detailed description of the scheme can be found in Alg. 12. Note that
c0, ..., cl can be seen as PSVk0(0n‖m).

Replacing PSV in the encryption part. It is possible, as discussed
in the proofs, to replace PSV with other encryption scheme based on
rekeying. The security constraints of such replacements are discussed
after the proof in the eprint version [28].
Although CONCRETE is AE and CIML secure and it uses only one leak
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Algorithm 12 The leakage resilient pAE-scheme
CONCRETE = (Gen,Enc,Dec) - Full description.
• Gen:

– k
$← K∗

– s
$← KH

– Public parameters:
∗ pA, pB ∈ {0, 1}n, pA 6= pB
∗ s

• Enck(m):
– Parse m = (m1, ...,ml) with |m1| = ... = |ml−1| = n

and |ml| ≤ n
– k0 := r

$← K
– c0 = Fk0(pB) // Commit
– For i = 1, ..., l: // Encrypt
∗ ki = Fki−1

(pA)
∗ yi = Fki(pB)
∗ ci = π|mi|(yi)⊕mi

– h = Hs(c0‖c1‖...‖cl)
– cl+1 = F∗,hk (k0) // Send the key
– Return c = (c0, ..., cl, cl+1)

• Deck(c):
– Parse c = (c0, ..., cl+1) with |c0| = ... = |cl−1| = |cl+1| = n

and |cl| ≤ n
– h = Hs = (c0‖...‖cl+1)

– k0 = F∗,−1,h
k (cl+1)

– c̃0 = Fk0(pB)
– If c0 6= c̃0

∗ Return ⊥
– For i = 1, ..., l
∗ ki = Fki−1

(pA)
∗ yi = Fki(pB)
∗ ci = π|ci|(yi)⊕mi

– Return m = (m1, ...,ml)
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Figure 5.11: The leakage-resilient pAE-scheme CONCRETE [29].

free call, it is neither nonce-misuse resistance (as DTE [24] and
FEMALE [65]) nor secure beyond birthday and in the multi-user case (as
TEDT [21]).

History of the design The main idea is avoiding to use a leak-free
component to generate the first ephemeral key k1, but picking it uni-
formly at random, see Fig. 5.12 a.
But this imposes to send the ephemeral key k1 with the ciphertext, to
allow the receiver to decrypt.
Next, we have the problem of sending k1. To do this we use the sTPRP
F∗ to generate cl+1 = F∗k(tw, k1), because to send k1 there is no other
possibility than to use the master key k, see Fig. 5.12 b. We have to
decide what to put as tweak tw. Since we want to have authentic-
ity, cl+1 must depend on all the other blocks. This can be done using
tw = h′ = Hs(c1‖...‖cl), see Fig. 5.12 c. Unfortunately this solution gives
no authenticity, since every ciphertext would be valid13.
Thus, we add, in the ciphertext, a commitment c0 of k1, as c0 = Fk1(pC)
for a certain constant pC (pC must be different from pB [and pA], oth-
erwise, the first block of plaintext would be leaked [or k2]). Thus,
h = Hs(c0‖...‖cl) (see Fig. 5.12 d). This scheme is CIML secure, when
we recompute c̃0 and check it.
But in this last scheme, k1 is used three times with three different plain-
texts as key of F. Thus, to avoid this, we pick randomly k0, we compute
its commit c0 = Fk0(pB) and we do a rekeying to obtain k1 = Fk0(pA)

13It could be argued that such a scheme would be CCA-secure, since it could be
proved that every decryption query made by an adversary, which is an not answer
from a previous encryption query, would result in a random answer.
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Figure 5.12: How we designe CONCRETE.
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(see Fig. 5.12 e).

We note that our construction could benefit from implementations of
the strongly protected component based on randomized countermeasures
(such as masking, shuffling), in which case the PRG needed for both could
be shared. However, this may not be systematic since the quality of the
random numbers used in side-channel countermeasures may be weaker
than for cryptographic keys.

Security of CONCRETE CONCRETE achieves these security goals:
• it is a secure pAE-scheme
• it is CIML2-secure
• it provides confidentiality in the presence of leakage in encryp-

tion14.
• it is RUP-AE-secure, that is, it is secure when unverified plaintexts

are released15

All the other results being a sideline to the scope, here we prove only
the CIML2-security. For the other proofs, see the eprint paper [28].

5.8.1 The CIML2 security of CONCRETE

Before proving the CIML2 security for CONCRETE, we have, as usual,
to define what means misuse and its leakage functions in the unbounded
leakage model.
Misuse: we suppose that the adversary can control the PRG providing

the randomness, thus, he provides r (thus, he chooses k0)
Leakage in the unbounded model, when there is misuse, we can assume

that there is no leakage since all the ephemeral keys and inner
values (apart from the key of F∗) can be recomputed from the
randomness r and the ciphertext c.
On the other hand, LD(c; k) := k0, because from k0, the adversary
can recompute all values used in the decryption apart from k.

It is interesting that when there is randomness misuse (when the adver-
sary provides k0), there is no useful information in the encryption leakage
for CIML2 security.

Theorem 9. Let F∗ : K∗×B∗×T W∗ → B∗ be a leak free (q+1, εsTPRP)-
strong tweakable pseudorandom permutation (sTPRP), let F : K×B → B
be a (2, εPRF)-pseudorandom function (PRF) and let H : KH×HM→ B′

14The leakage model used in this proof is 2-simulatability
15For the RUP-AE-security, we request that the plaintext m retrieved during a

decryption query, if it comes from an invalid ciphertext, is indistinguishable from
random.
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be a εCR-collision resistant hash function. Let B∗ = K = B and T W∗ =
B′. Let B = {0, 1}n.
Then, the mode CONCRETE, which encrypts messages which are at most
L-block long, is (qE , qD, ε)-CIML2 secure in the unbounded leakage model
with

ε ≤ εsTPRP +
(qE + qD)(qE + qD − 1)

2n+1
+ εCR+

(qD + 1)(L+ 1)(qD + 2qE)

2n+1
+
qD + 1

2n
+ (qD + 1)εPRF.

with q = qE + qD and

t1 = tch′ + (q + 1)(tH + (2L+ 1)tF)

t2 = tch′ + (q + 1)(tH + (2L+ 1)tF) + tf(Q+1).

Observation on the bound. We want to discuss some terms of the
bound:
• εsTPRP + (qE+qD)(qE+qD−1)

2n+1 because F∗ is a sTPRP and not a PRF.
• εCR because, if there is a collision, the mode is trivially broken:

given c0 = Fk0(pB) if there is a collision ((c0, c1, ..., cl), (c0, c
′
1, ..., c

′
l))

we observe that cl+1 = c′l+1 if they both encrypt k0,
• (qD + 1)εPRF, because we do not check k0, but Fk0(pB). 16

• (qD+1)(L+1)(qD+2qE)
2n+1 because we need that, in every decryption

query, k0 must have never been used before as ephemeral key; oth-
erwise, c0 would not be random anymore. It may be improved to
(qD+1)(qD+2qE)

2n+1 if F is not used in PSV, [for example, we may use a
different PRF, but this choice would require one more primitive to
implement].

Sketch. In the proof, first, we replace F∗ with a random tweakable permu-
tation, then, we suppose that all the hash outputs are different (provided
that their inputs are different). For fresh decryption queries, on input
c = (c0, c1, ..., cl, cl+1) we observe the following:

1. If the partial ciphertext (c0, ..., cl) is fresh, then, its hash h is
fresh. Thus, k0 is random. Consequently, the probability that
c0 = Fk0(pB) is bounded by εPRF.

2. If the partial ciphertext (c0, ..., cl) is not fresh and comes from an
encryption query, then, the couple ((c0, ..., cl), cl+1) must be fresh;
otherwise, either the decryption query is not fresh [not possible by

16If we had checked k0 and put it into the ciphertext, i.e., c0 = k0, we would have
obtained a better CIML2 bound, but no pAE security.
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hypothesis] or it is the repetition of a previous decryption query [so,
its validity has already been established]. Thus, k0 = F∗,−1

k (h, cl+1)
is still random. Then, again, the probability that c0 = Fk0(pB) is
bounded by εPRF.

To prove that Pr[c0 = Fk0(pB)] is negligible, we use that F is a PRF,
thus, we must assume that k0 is fresh.

The complete proof can be found in App. B.7.

Interestingly, we use the fact that F is a PRF in the proof (to prove
that the probability that c0 = Ek0(pB) is negligible). This is a difference
with respect to all previous proofs, Thm. 4, Thm.‘7 and 8, where no
hypothesis on F has been used in the CIML and CIML2 proofs.

5.9 Other constructions

In many constructions a new primitive is used: sponges.

Sponges. With the victory of Keccak [32] for the competition to build
the new standard hash function SHA-3, a new cryptographic primitive
has become popular: the sponge [32].
A sponge is based on a permutation p : {0, 1}n → {0, 1}n and has two
steps: absorbing and squeezing.
The state of the permutation is divided in two parts, the rate part of r
bits, and the capacity.
First, the sponge is initialized choosing its initial state s0.
When, a sponge absorbs a message m = (m1, ...,ml) , with |mi| ≤ r, it
simply updates its state with si+1 ← p(si⊕mi‖0∗), that is, mi is XORed
to the first r bits of the state si, then, applying the permutation p to the
results of the previous computation, a new state state si+1 is obtained.
At the end, the output is obtained squeezing the sponge, that is the
outputs of the sponge is the first r bits of the states sl+1, sl+2, ... with
si+1 ← si. That is, we takes the first r bits of sl+1, then, we update the
state with the permutation and we iterate until we have a string long
enough.
The security of sponges is based on the fact that the capacity part of the
state is not under adversarial control.

Sponges are often used in the duplex construction:
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The duplex construction. It is based on a sponge. The idea is not
to wait for the end of the absorption phase to start outputting bits and
using them as a stream cipher. Instead, after initialization, the sponge is
used at the same time to absorb the message and to encrypt. After every
time the permutation is called, a part of the updated state is output, and
it is used as stream cipher block; that is, a part of the state is XORed
with a block of message forming a ciphertext block. Then, the message is
absorbed, that is XORed with the state, and then, the state is updated
doing a new round of the permutation on it.
In this way, every block of the ciphertext depends on all previous blocks.
Thus, part of the final state can be used as a tag.
In this way, a sponge can be used as a one-pass AE scheme (Fig. 5.14
depicts an example of a duplex construction).

Advantages of the duplex construction. The duplex construction
seems very interesting from a leakage-resilient point of view since if the
capacity (that is, the part of the state which is not output) is not fully
leaked, then, the new state (after having applied the permutation to the
previous state) should be “enough” random.

Taxonomy of other constructions. We divide these constructions
according to the security they offer:

• Schemes which offer CIL1 (Ciphertext Integrity with leakage in en-
cryption) and CCAL1 (CCA 17 with leakage in encryption)

• Schemes which offer CIML2 and CCAmL1 (CCA with misuse-resilience
and leakage in encryption)

• Schemes which offer CIML2 and CCAmL2 (CCA with misuse-resilience
and leakage in both encryption and decryption)

We conclude with the construction of Barwell et al. [10] which have
different security goals.

5.9.1 Inner-keyed sponges: CIL1 and CCAL1-secure.

Here, we propose a scheme which is based on the duplex construction:
PHOTON-BEETLE [?], see Fig. 5.13.
Note that the key is only used at the start of the encryption to initialize

17CCA stands for Chosen Ciphertext attacks security, that is, we suppose that the
adversary is not able to distinguish the encryption of two plaintexts with the same
length even if he has oracle access to Enck and Deck.
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Figure 5.13: The PHOTON-BEETLE AE mode. The figure is taken
from [?].

the sponge (Similar designs have the NIST candidates Gimli, Xoodyak [41],
and Oribatida).
These schemes are called inner-keyed because the key is put in the ca-
pacity of the initial state of the sponge.

Confront with our modes. The idea is that during encryption if the
full state of the sponge is not completely leaked, the adversary is not
able to make a forgery.
On the other hand, if a nonce is reused or if the adversary has access
to decryption leakages, he can mount a DPA attack on the state. Thus,
recovering it, he may create any forgery.
Instead, in our modes, we use the key also when we authenticate the hash
of the ciphertext (the final state of the sponge can be seen as the hash
of the ciphertext). With our solution, we can cover the case of misuse
and, with the inversion, decryption leakages.

5.9.2 ASCON and Spook: CIML2 and CCAmL1 secure

ASCON and Spook are candidates to the NIST competition for lightweight
AE. They are based on the duplex construction.
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Figure 5.14: The ASCON AE mode. The figure is taken from [44]

Differently from the schemes presented in the previous subsection, in
these modes the key is also used when the ciphertext is authenticated.

ASCON. ASCON [44] (see Fig. 5.14) is based on the duplex construc-
tion. The key of the scheme is used at the start as inner-keyed sponges,
than, after having done the first round of the sponge, it is XORed again
to the state.
Moreover, it is used again before the final permutation (which produces
the “digest” of the whole ciphertext) and it is XORed again to the output
in order to obtain the tag.

Spook. Spook [?] can be divided in 4 phases:

• Using a strongly protected TBC (and the key), starting from the
nonce (and, using the public key P as tweak) we produce an
ephemeral key

• From this ephemeral key, we use a sponge to absorb the associated
data.

• We use a duplex construction to encrypt and absorb the ciphertext
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Figure 5.15: The Spook AE mode. The figure is taken from [?]

• We authenticate with the strongly protected component (and the
key), the final state of the sponge18

• In decryption, to verify we use the inverse of the TBC, as in DTE2
and in EDT.

Spook is our proposal to the NIST competition. It can be seen in
Fig. 5.15. It has been studied in many works [?, ?, ?, 67, ?].
Note that Spook achieves multi-user security.

Comparison with our modes. We start observing we can see that
both schemes are following the paradigm of EDT, with the encryption
and the digest done in the same phase. In particular, the key is used in
both modes as for EDT, during the initialization, which depends on the
nonce, and during the tag computation.
Spook allows a CIML2 security using the inversion of the TBC during
decryption, while for ASCON the comparison needs to be done in a “leak-
free” way, if we study it in the unbounded-leakage model.
Regarding confidentiality they do not offer security if a nonce is reused,
but only for reused nonce (misuse-resilience). Moreover, if decryption
leaks, a DPA attack can be easily done (similarly to what presented for
DTE2, see Chap. 5.7 since before verification, the plaintext is recom-
puted.
On the other hand, with respect to EDT, these schemes are one-pass,
thus, more efficient.

5.9.3 ISAP and TEDT: CIML2 and CCAmL2-secure

Here, we propose two schemes which are CIML2 and CCAmL2-secure:
ISAP and TEDT.

18Note that the last bit of the tweak is one in this call, while it was forced to be 0
in the other ones to prevent the attack described in Sec. 5.3.2.



108 CHAPTER 5. CONSTRUCTIONS

ISAP. ISAP [43] is a 2-pass encryption mode based on sponges. It is
described in Fig. 5.16.
It is based on four permutations: pK , pB, pE and pH . These four per-
mutations are modeled as being random.
During encryption, first the state is initialized with the key k and a fixed
IV, and then, it is updated with a new round of the permutation pK .
Then, the nonce N is absorbed (that is, first it is XORed with part of
the state, then, the new state is updated doing a new round of the per-
mutation pB). This absorption is done bit by bit to avoid DPA.
Then, the ciphertext is obtained using the permutation pE as a stream
cipher (that is, after every round of the permutation, rH bits of the state
are extracted and XORed with the ith block of message Mi to obtain
the ith block of ciphertext Ci).
After that, a second pass is done, using the sponge as a hash function:
the sponge is initialized with the nonce N and a fixed IV, IVA, then, it
absorbs the associated data and the ciphertext to obtain a value Y 19.
Finally, Y is absorbed as the nonce, bit by bit, to give K∗A, and the tag is
computed replacing the first |k| bits of the state with K∗A, doing another
round of the permutation and taking the first τ bits of the output.
This mode is very well designed. It prevents DPA absorbing bit by bit
the value which may be chosen by the adversary.
The security of ISAP in the presence of leakage has been studied by many
works [42, 67, 45, 49, 50].

Comparison between ISAP with our modes. We can see, as in our
modes, that there are parts of the mode which are more protected than
others. In fact, we can see the absorption bit by bit of the nonce N and
of Y as a strongly protected implementation of the sponge, while for the
rest of the mode a faster, but not DPA-secure, sponge is used.
We can see that ISAP, as EDT is based on a Encryption, Digest and Tag
paradigm.
On the other hand, in verification the tag must be recomputed and ver-
ified. Thus, to obtain authenticity when also decryption leaks, it is
necessary to have a DPA-secure comparison between the tag T provided
with the ciphertext and the correct tag T̃ (the authors propose to do an
additional round of the permutation, that is, to compare the output of
p(T‖0∗) with those of p(T̃‖0)).
In particular, if we study the CIML2-security of ISAP in the unbounded
leakage model, also the comparison must be assumed as “leak-free”, while

19Note that when all the associated data are absorbed, the last bit of the state,
which belongs to the capacity part of the state, is XORed with 1 to distinguish the
two situations.
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in our modes, the adversary receives the values that are compared.
Our approach and their are very interesting, with their pros and cons.
With respect to DTE and DTE2 which are two pass-modes, we observe
that our modes offer misuse-resistance in addition.

TEDT. TEDT [21], see Fig. 5.17 is a 2-pass mode based on TBC. TEDT
is based on EDT. It can be divided in 4 phases:
• An ephemeral key is created using the strongly protected TBC,

from the nonce, the key and the public key T .
• From this ephemeral key, we use a variant of PSV to compute the

ciphertext (the public key is used as a tweak for the TBC).
• We use the Hirose construction to hash the associated data, the

nonce, the ciphertext and the public key.
• We authenticate with the strongly protected component (and the

key), this hash with HTBC20

• In decryption, to verify we use the inverse of the TBC, as in DTE2
and EDT.

Comparison between TEDT. TEDT achieves CIML2 as EDT in the
same way. On the other hand, it achieves BBB security (using the public
key, and doubling the outputs of the key). Moreover, the use of T in
the encryption part allows to avoid that if a collision appears on the
ephemeral keys, confidentiality is doomed.
Finally, it achieves multi-user security.
We can see TEDT as an improvement of our schemes.

5.10 The construction of Barwell et al.

Barwell et al. [10] started proving that Encrypt-then-MAC is secure un-
der leakage. Then, they aim to have a mode that offers both misuse and
security with leakage. So they propose SIVAT (Synthetic IV and Tag).
Their idea is to use an iv-based encryption scheme. They obtain the iv
via a leakage resilient PRF, whose inputs are nonce, the message, and the
associated data (AD). Then, the tag is computed via a leakage-resilient
MAC from the ciphertext, the iv and the AD.
To instantiate the PRF, they take advantage of the existing leakage-
resilient literature.
For the MAC, to avoid that the leakage of the verification may cause

20Note that the last bit of the tweak is one in this call, while it was forced to be 0
in the other ones to prevent the attack described in Sec. 5.3.2.
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Figure 5.16: The ISAP AE mode. The figure is taken from [43]
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Figure 5.17: The TEDT AE mode. The figure is taken from [21].

problems, they propose to use the MAC of Martin et al. [98]. This MAC
uses pairing, and it is proved secure in the generic group model.

Comparison with our modes. We can see that SIVAT has the same
structure as DTE (in fact, both modes aim to obtain misuse-resistance).
On the other hand, we observe that their goal is to find a good composi-
tion scheme for leakage-resilient encryption and MAC, while our schemes
are designed considering leveled implementation. In fact, for their se-
curity proof everything is assumed to be well protected against leakage,
while in ours, only the strongly protected component.
Moreover, this scheme aims to leakage resilience (that is, the leakage of
other encryption or decryption queries does not affect the confidentiality
of a ciphertext if the adversary has not received the leakage when it is
computed); instead, we aim to have leakage-resistance, that is, to have
confidentiality even if the adversary has access to the leakage of the com-
putation of the challenge ciphertext.
Finally, we observe that our solution to have CIML2 is better because it is
more efficient (since pairings have bigger keys), moreover, our proofs are
done using standard assumptions (instead in theirs, they use the generic
group model21).

21 We observe that this latter assumption is questionable when the adversary also
has access to the leakage of the MAC.
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This chapter is devoted to the proofs of the suf-L2-security (and the
CIML2-security) in the unbounded leakage model when we model the
strongly protected implementations as strongly unpredictable with leak-
age (sUL).
It turns out that the MACs and many of the AE schemes remain suf-L2
and CIML2 respectively although we have weakened the security leakage
assumption on the implementation (from leak-free to sUL).
Here we do a trade-off, we have milder hypothesis for the strongly pro-
tected building blocks, but we have stronger hypothesis for the hash
functions since they are modelled as Random Oracles. Moreover, con-
sider that there is no key to protect for the hash function.

In this chapter, we prove the suf-L2-security of HBC2 (defined in
Chap. 5.5.1) based on a sUL BC. After that, we we prove the suf-L2-
security of HTBC (defined in Chap. 5.5.3) based on a sUL TBC. Then,
we mention how we can extend these results to the CIML2-security of
the AE schemes we have introduced in the previous chapter. Finally, we
discuss the usage of the Random Oracle.

This chapter is based on the Inscrypt paper and its eprint version [22].
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6.1 The suf-L2-security of HBC2 based on sUL

In the unbounded leakage model, the adversary receives all the ephemeral
values computed during the tag generation and the verification. Only the
key of the BC, which is the key of the MAC, remains hidden as implicitly
defined by the leakage function pair of its implementation
L = (LEval, LInv). More precisely, the unbounded leakage function pair
L∗ = (L∗Mac, L

∗
Vrfy) of HBC2 is thus:

LM (m; k): return h = H(m) and LEval(h; k);

LV (m, τ ; k): return h = H(m) and h̃ = F−1
k (τ) as well as LInv(τ ; k).

Despite H is a public function, we explicitly include its outputs in the
leakage. It can be considered as redundant but, as we rely on a ran-
dom oracle to prove the security of HBC2, we prefer making them fully
available to avoid any confusion.

Theorem 10. Let F∗ : K∗×B∗ 7−→ B∗ be a (qM , qV , qL, t, εsUL)-strongly
unpredictable block cipher in the presence of leakage, and H : KH ×
HM 7−→ B′ be a hash function modeled as a random oracle that is queried
at most qH times. Let B∗ = B′ = {0, 1}n and HM = {0, 1}∗.
Then, HBC2 is a (qM , qV , qL, t, ε)-strongly unforgeable MAC in the un-
bounded leakage setting, with L∗ = (LM , LV ) defined above, where

ε ≤ (qH + qV + 1)(qV + 1)εsUL + (qH + qM + qV + 1)2/2n,

and tH(qH + qM + qV + 1) + (qM + qL − q)tF + (qV + q)tF−1 ≤ t for any
q ≤ qL, and where we assume that all the H-query involved in the qL
queries are already among the qH queries, and if qV ≤ qH (which can be
artificially fulfilled at the end of the experiment).

The advantage is bounded by 2qHqV εsUL +4q2
H2−n under the natural

assumption qM + qV + 1 ≤ qH (since qM and qV correspond to online
queries while qH corresponds to offline queries, it is expected to hold
comfortably). The leading term is 2qHqV εsUL: for εsUL = 2−128, it implies
that security holds up to qH = 264 and qV = 263 (i.e., slightly below the
birthday bound), if implemented with a 128-bit blockcipher (as AES).
For a more realistic εsUL = 2−96, it only holds with a stronger limit on
the number of verification queries (e.g., qH ≈ 264 and qV = 231). Note
that the factor qHqV may be due to the reduction proof technique, as it
relates to a case where the adversary is likely to produce a forgery early
in the experiment. Therefore, much of the computational power of the
reduction seems useless to the adversary. Hence, it might be possible
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to obtain tighter bounds using a different reduction approach. It would
also be interesting to explore the possibility of making a proof based on
standard assumptions on the hash function. Such assumptions would
require to exclude damaging and implausible interactions between the
hash function and the PRF and would be an interesting area for future
research.

Idea of the proof. Assuming that an adversary A succeeds in the
FORGEL2suf−vcma−L2

A,HBC2,L∗ experiment by making a total of qM leaking
tag queries and qV leaking verification queries, let (m, τ) be the forgery,
i.e., the couple returned by A in the finalization phase. To bound this
winning probability, we partition this event into sub-events:

1 The tag τ appears in the answer to a leaking tag query (and thus,
as an output of Fk);

2 The tag τ never appears in answer to a leaking tag query (and
thus, τ can only be involved as an input of F−1

k ) and:
a m appears as an input of H before F−1

k (τ) was ever computed
in the experiment;

b τ appears as an input of F−1
k before H(m) was ever computed

in the experiment.
We cover all the cases since when both m and τ are fresh in a verification
query, we always compute (or ask the computation of) H(m) first so that
we can say that m appears “before” (the computation of F−1

k on input) τ ,
and since we view the last verification in the finalization as the (qV +1)-th
verification query.

The goal of the proof is to show that the collision resistance of H
ensures that winning in case 6.1 is negligible, the unpredictability of F
ensures that winning in case 6.1 is negligible and that preimage resistance
of H ensures that winning in case 6.1 is negligible as well.

1 there is a tag query on m′ which defines τ = Fk(H(m′)). Since
(m, τ) is a forgery we have Fk(H(m)) = τ with m 6= m′. Then, m
and m′ produce a collision as Fk is a permutation:
H(m) = F−1

k (τ) = H(m′).
2a we assume that F is SUL2-secure. Since m appears before τ , as

a challenger, we have to use the value h = H(m), and we “wait”
for the good tag in a verification query to win the sUL game. We
do not have to consider the messages for which A makes a tag
query. However, we cannot know in advance what will be the right
tag, and we cannot wait until the finalization of the unforgeability
experiment because even if A’s output (m, τ) is the right pair, τ
may have been already used in a previous verification query. If so,
the challenger should have already made a leaking inverse query of
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the block cipher with input τ to get h̃ = F−1
k (τ) and li ← LInv(m; k)

to simulate LV (m, τ ; k), and it could no more win the game against
F with τ . Therefore, for all possible m involved in a H-query or
a verification query, we have to guess what will be the right τ in
verification. Then, we need to consider all the possible such pairs,
and we thus have to make at most (qH+qV +1)(qV +1) reductions.

2b the reduction can generate the key k itself and then evaluate F and
its inverse by itself. The first time τ appears (in a leaking verifi-
cation query) we define the H-target h̃ = F−1

k (τ) since the winning
corresponding m is still not hashed by assumption. Note that we
even do not care whether h̃ already appeared or not in response
to a H-query since fresh queries will result in independent hashes.
Therefore, the validity of (m, τ) means that m is a preimage of h̃,
as H(m) = F−1

k (τ), while H(m) is random.
The complete proof can be found in App. B.8.

In the next section, we show that HTBC has better security bound,
which is beyond birthday.

6.2 The suf-L2-security of HTBC based on sUL

As usual, we start considering the unbounded leakage function pair L∗ =
(L∗Mac, L

∗
Vrfy) of HTBC. We define L∗ as follow:

LM (m; k): return h1‖h2 = H(m) and LEval(h2, h1; k);

LV (m, τ ; k): return h1‖h2 = H(m) and h̃1 = F−1
k,h2

(τ) as well as
LInv(h2, τ ; k).

As we rely on the random oracle model to prove the security of HTBC,
we include the digests in the leakage to capture the fact that H is a public
function.

Theorem 11. Let H : KH×HM 7−→ B′ be a hash function modeled as
a random oracle, and F∗ : K × T W × B 7−→ B be a (qT , qV , qL, t, εsUL)-
strongly unpredictable tweakable block cipher with leakage L = (LEval, LInv).
Let HM = {0, 1}∗, B′ = T W × B and B = {0, 1}n.
Then, HTBC is a (qT , qV , qH, qL, t, ε)-suf-L2 strongly unforgeable MAC
with unbounded leakage function pair L∗ = (LM , LV ) as defined above,
where

ε ≤ (qH + qT + qV )2

22n
+ (qV + 1) · εsUL +

q2
HqV
2n
· εsUL +

qV (qH + qV )

22n
,
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and tH(qH + qT + qV + 1) + (qT + qL − q)tF + (qV + q)tF−1 ≤ t for any
q ≤ qL, and where we assume that all the H-query involved in the qL
queries are already among the qH queries, as long as 4 ≤ qH + qT + qV ,
4qV ≤ qH and 10qH ≤ 2n.

The leading term in the security bound is εsUL · q2
HqV 2−n. This time,

for n = 128 and εsUL ≈ 2−96, security holds up to qH ≈ 280 and qV = 264.
As for Theorem 5, we are not aware of a realistic matching attack (i.e.,
if a reasonable hash function and TBC are used in the construction).
Investigating whether the additional qH2−n factor that we gain compared
to the BC-based construction can get closer to 2−n is an interesting open
problem.

The structure of the proof for HTBC is different from that of HBC2.
The main reason is that the collision resistance of H does not cover all
the winning cases when the adversary’s τ of the forgery appears in an
LMac query. Indeed, we might have H(m) = h1‖h2 6= h′1‖h′2 = H(m′)
such that Fk(h2, h1) = τ = Fk(h

′
2, h
′
1) with m′ in an LMac query. That is

because Fk,h2 and Fk,h′2 can be seen as two different permutations given
that h2 6= h′2: an output τ defines many possible tweak-input pairs.
As we will see the distribution and the freshness of (h2, τ) will play an
important role in the proof.

Idea of the proof. Let (m, τ) be a forgery and write H(m) = h1‖h2.
If no triple of the form (?, h2, τ) appears during the computation of all
the evaluations and inversions of F, (h1, h2, τ) is a valid fresh triple for
F which breaks the unpredictability of the TBC. However, if it is not
the case, a triple (?, h2, τ) appears either in the evaluation of F during
an LMac query or only in the inversion of F in an LVrfy query. In the
former case, as the answer to an LMac query is necessarily valid, the
triple (?, h2, τ) must actually be (F−1

k (h2, τ), h2, τ), i.e. (h1, h2, τ). Of
course, if the adversary has made an LMac query on m, it cannot win.
If the adversary is successful, it means that it managed to request the
computation of a hash value which collides on H(m), which only occurs
with a beyond-birthday probability in n = |k| = |τ |. We can thus focus
on the latter case where a triple (?, h2, τ) only appears when answering
an LVrfy query, i.e., in an inversion of F.

We split the remaining winning conditions into:
2 m appears as an input of H before ever computing a TBC inversion

on input (h2, τ) when answering a leaking verification query;
1 m appears strictly after the first computation of a TBC inversion

on input (h2, τ) when answering a leaking verification query;
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no matter whether τ appears first in a LMac answer or in a LVrfy query.
We note that we no more need to consider the H computation in the
LMac queries as we already dealt with H-collisions. In a nutshell, the
first case means the adversary chooses τ depending on the view of the
hash value h1‖h2, and hence it relates to the unpredictability of F. In
the second case, the target h1‖h2 is fixed in the leaking verification query
while the output of H(m) remains uniformly random and independent of
the view at that time. By convention, if m and τ first appear for the first
time together in a LVrfy query, we first compute H(m) so that we always
consider that m appears “before” τ . Besides, we consider the forgery as
the (qV + 1)-th LVrfy query.
Case 1: H(m) = h1‖h2 appears before the computation of a TBCtriple

(?, h2, τ) which will first be run when answering a leaking verifica-
tion query. We want to build an adversary B against F which ends
by sending (h1, h2, τ). To make B successful, we have to prevent B
from making an LInv query on input (h2, τ) earlier, since otherwise
(h1, h2, τ) is not a winning triple at the end. Such a query can
happen only if A manages to make an LVrfy query on some (m′, τ)
such that H(m′) = h′1‖h′2 with h′2 = h2. Of course, this happens if
m = m′ and, indeed, A can win if (m, τ) appears in an LVrfy query
before the (qV +1)-th one. However, it can also happen if m′ 6= m,
but then h′1 6= h1. Fortunately, if the first time (h2, τ) appears in
an LVrfy query is with m′ 6= m, we know that m appeared in a
hash computation earlier for the first time (and it cannot be in a
LMac query). To sum up, we cannot build a single B but by con-
sidering all the hash computations in the H queries and the LVrfy
queries to combine with all the tags in the LVrfy queries, we have
at most (qH + qV + 1)(qV + 1) reductions to build to cover all the
possibilities. Fortunately, we only have to consider the messages
m′ with H(m′) = h′1‖h′2 such that h′2 appears in a subsequent LVrfy
query. Furthermore, we can see when this happens before having
to invert the TBCwith tweak h′2. We will see in the proof that
the probability of multi-collision on the hi2-value involved in the
ith LVrfy query will decrease the probability by a factor of roughly
qH/2

n, which gives us a beyond birthday term eventually.
Case 2: the adversary outputs a forgery (m, τ) while (h2, τ) appears in

a leaking verification query before the first computation of H(m).
Here, we simply pick the key of the TBC to simulate the forgery
experiment. If (h2, τ) already appears in an LVrfy query the valid
triple (h̃1, h2, τ) is already fixed in answer to that query (necessar-
ily invalid). Therefore H(m) which is still uniformly random and
independent of the view at that time will have to match the tar-
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get (h̃1, h2). This match thus happens with probability 1/22n for
each future hash evaluation in a H-query or a next LVrfy query.
Of course we do not know what will be the right (h2, τ) until
the adversary output its forgery in the finalization phase. So, if
(hi2, τ

i) denotes the input of the inversion of F in the i-th leaking
verification query, we actually defines qV targets (h̃i1, h

i
2, τ

i), since
i < qV + 1 here. Therefore, the probability that this case occurs is
upper-bounded by qV (qH + qV )/22n.

The complete proof can be found in App. B.9.

6.3 Application to CIML2

These results can be extended also to CIML2. For DTE2 and EDT the
extension is straightforward from Thm. 5.

CONCRETE. For CONCRETE, a straightforward adaptation of our proofs
is not enough. We can only say that the retrieved key k0 is unpredictable.
This fact is not enough to say that the probability that c̃0 = c0 is negli-
gible. Such a situation can happen due to “pathological” block ciphers.
(Imagine a block cipher which does not use half of its key. This block
cipher may still be a PRF. Imagine that we are only able to predict the
half of the key, which is used. In this case, CONCRETE is not secure).
We conjecture that assuming that F is an Ideal Cipher1, the CIML2-
security of CONCRETE can be extended to the hypothesis that F∗ has a
sUL-implementation.

6.4 About the usage of the Random Oracle

We would like to remove the ROM hypothesis. We do not require any
form of programmability or other conveniences that come with the ran-
dom oracle model). This model fits well with many applications, for
instance, when we build the hash function from a sponge, which we also
traditionally model as an ideal permutation. Still, our analysis does not
suggest any reason why an ideal object would be needed, and it would,
therefore, be interesting to investigate whether and how this assumption
could be relaxed.

1An ideal tweakable blockcipher is a function F : K × T W × B 7−→ B such that
∀k ∈ K, tw ∈ T W, Fk(tw, ·) : B × B is a permutation, picked uniformly at random
from the set of functions with the same signature. It is a very strong hypothesis,
which is related to the Random Oracle Model (see Sec. 2.7) [39, 40, 73].
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7.1 Summary

This thesis studies the problem of authenticity with leakage. Our work
focuses on two different directions:

1. Find the good security definitions and identify meaningful leakage
models based on which we can build security proofs.

2. Find constructions providing integrity with respect to our defini-
tions in our leakage models

We briefly summarize the results in this chapter. Then, we develop some
open problems.

7.1.1 Definitions and leakage models

Definitions. As we have explained in Chap. 2.2 definitions must be
precise and express the security we want. Our four definitions (CIML,
suf-L, CIML2, and suf-L2) are all defined via games and express integrity
goals corresponding to real situations. Some of our definitions have been
integrated into the framework proposed by Guo et al. [65] focusing on
authenticated encryption.
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The unbounded leakage model. We have introduced the unbounded
leakage model, in this model implementations of primitives are divided
into two classes, unprotected, for which we give to the adversary inputs,
outputs, and keys, and strongly protected for which we give to the adver-
sary inputs and outputs, but no keys. Thus, our definitional framework
allows reducing the security of the whole scheme to some basic black
box security properties and a leakage property of the implementation of
a single primitive (which may be more easily verified than the leakage of
the implementation of the whole scheme).

Strong unpredictability. Finally, we tackle the problem of how to
model strongly protected implementations, introducing strongly unpre-
dictability with leakage in both evaluation and inversion. This new def-
inition is game-based, and it is falsifiable by evaluation laboratories.
Moreover, a scheme whose security is established based on a strongly
unpredictable implementation has a gracefully degrading security.

7.1.2 Constructions

In this thesis, we have provided many constructions achieving our secu-
rity definitions. They are resumed in Tab. 7.1 for MACs and Tab. 7.2 for
unpredictability.

Name Security Use # calls to BBB
inverse SP (T)BC NP BC H secure

CCS MAC1 [111] suf-L
not unb. No 1 l 0 No

CCS MAC2 [111] suf-L
not unb. No 1 1 1 No

HBC [24] suf-L
unb. No 1 0 1 No

HBC2 [27] suf-L
unb. Yes 1 0 1 No

HTBC [21] suf-L2
unb. Yes 1T 0 1 Yes

Table 7.1: The MAC discussed in this thesis. We suppose that they are
used to authenticate a l block message. SP stands for strongly protected
implementation, while NP to not protected implementation. With T we
denote if a TBC is used instead of a BC. BBB stands for beyond birthday
secure.
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Name Integ. Use # calls to BBB Conf Mis.
with inv. BC BC H secure with
leak. SP WP integr. leak.

PSV [111] No No 1 2l 0 No CPAL m
DTE [24] CIML No 2 2l 1 No CPAL M
DTE2 [27] CIML2 Yes 2T 2l 1 No CPAL M

EDT [27] CIML2 Yes 2T 2l 1 No CPAL
EavDL

m

CONC. [29] CIML2 Yes 1T 2l+2 1 No CPAL
EavDL

No

DCE [24] CIML No 1 2l 1
(RO) No CPAL No

FEMALE [65] CIML2 Yes 2T 4l 1 No CCAmL2
EavDL

M

TEDT [21] CIML2 Yes 2T 4lT No Yes CCAmL2
EavDL

m

TET1 [21] CIML2 Yes 2T (2l+2)T No Yes CPAL m
Spook [18] CIML2 Yes 2T Sp. No Yes CPAL m

Table 7.2: The AE schemes discussed in this thesis and in other works [65,
21, 18]. We suppose that we use them for a l block message. Integ. stands
for integrity, inv. for inverse, conf. for confidentiality and Mis. for misuse
resistance. SP stands for strongly protected implementation, while WP
for weakly protected implementation. CONC. stands for CONCRETE.
With T, we denote if a TBC is used instead of a BC. BBB stands for
beyond birthday security. M stands for misuse resistant, while m for
misuse resilience. We take the definitions of confidentiality with leakage
from the zoo of Guo et al. [65]. The last five constructions have not been
treated in this thesis and are there only for comparison.

Authenticity from unpredictability. Using only the strong unpre-
dictability hypothesis for leakage, we can prove the security of some
schemes (even if we have to model the hash function as a Random Ora-
cle (RO)).

7.2 Prospects

We now highlight some future perspectives.

Real evaluations of sUL. We know that leak-free is an ideal assump-
tion (although, it reasonably models strongly protected building blocks).
On the other hand, sUL is not an ideal assumption.
Thus, since we have based the security on the sUL hypothesis, we need a
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real evaluation of the sUL of a strongly protected implementation to be
able to give a concrete security bound for our schemes.
Thus, finding a technique to establish the sUL security of the implemen-
tation of a BC (or of a TBC) would be a complementary result of this
thesis. We suspect that this bound is similar to the bound computed for
a key-retrieval attack using side-channel. We do not see any reason why,
for a reasonable PRP (not a pathological one1), an adversary should be
able to predict the output not knowing the key.
Finally, a standardization for protected implementations can be done.

Using sUL for confidentiality. We focused on integrity but it will be
worth investigating confidentiality.
We have proved that it is possible to provide CIML2 and suf-L2 using
a sUL (T)BC. The natural follow up is if it is possible to provide confi-
dentiality using a sUL (T)BC. Using sponges to encrypt, as for Spook, it
should be easier, because if the input is unpredictable, the output should
be random. Even using a rekeying-based scheme, as PSV, as we do for
EDT, for example, it may be possible to prove the confidentiality with
leakage making some additional hypothesis on the BCs used in the en-
cryption (perhaps the Ideal Cipher one?2). If we succeed, we are able
to base security on a verifiable assumption, which allows a gracefully
degradation of security.
Moreover, the interpretation of this unpredictability assumption is an
interesting topic.

Extending our results to the asymmetric case. Since asymmetric
cryptography is also broadly used, we think it is interesting to extend
our theoretical framework to it.
The first natural step is to extend our results to signature schemes. Since
everyone can check the signature, due to its asymmetric nature, we do
not have anymore the problem of verification leakage.
Then, it interesting to study the problem of integrity with leakage when
an asymmetric encryption scheme is used to send a key which is then used
to encrypt the message via a symmetric scheme. We think CONCRETE is
particularly adapted to this situation, due to its structure. In fact, since
the first ephemeral key, k0 must be sent, we might take advantage of the
structure of CONCRETE to take advantage of the asymmetric primitive
to send the key.
We think it is interesting to adapt our framework to the signcryption

1Imagine a BC which does not use a part of its key in the computations, example.
2Note that also for sponges, it is needed to assume that the permutation is ideal.

Thus, we need idealized assumption in both cases.
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primitive, which does encryption and signature in a single logical step,
can be seen as the correspondent of AE in the asymmetric context.

Necessity of a (T)BC for suf-L2 and CIML2. In all our constructions
achieving integrity with leakage also in decryption or verification, the
use of a (T)BC is crucial. We wonder if it is possible to achieve these
definitions in our model without having to use the inverse. As a first
direction, one can investigate other primitives.

Get rid of the Random Oracle hypothesis. A nice problem is the
necessity of the Random Oracle hypothesis in the proof of Thm. 5 and
Thm. 11.
Although this hypothesis should not create any problem in practice, we
do not see any fundamental reason why it is necessary. We had to use it
as an artifact of the proof.
Perhaps, it is possible, via another proof technique to be able to avoid
it.
At least, it would be nice to find some MACs, which are suf-L2 based on
a sUL (T)BC without having to use the RO for the hash function.

7.3 Concluding remarks

We think it is fundamental to use schemes which are proved to be se-
cure. Although there may be bugs in proofs (see, for example, the attack
against the well-known OCB2 [75]), if proofs are clear and carefully in-
spected by many experts, the probability that this happens is low. More-
over, it is much better to have proofs (and publicly available and, thus,
verifiable) than if the security is obtained by obscurity. In fact, in the
latter case, it is difficult, if not impossible, to have an extensive study
of the scheme; moreover, reverse engineering of the code (or espionage)
may pose a threat [81]. The advantage of “open cryptographic design”
has been proved many times [81].
With our definitions and our leakage models, we conform to this direc-
tion. We think that the unbounded leakage model is a very powerful
threat model. Anyway, it is appealing since it allows to reduce the secu-
rity of the whole scheme to the security of the implementation of a single
primitive, which should be strongly protected.
With sUL, we have modelled the security of the implementation of the
strongly protected primitive, which we need. This assumption can be
tested. We think that it is possible to build a sUL implementation of a
(T)BC.
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Finally, we have proposed only constructions for which we can prove
their security. We have tried to do our proofs as correct, as complete
and as precise as possible.
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Chapter A

Additional definitions

In this appendix, we study how a probabilistic encryption algorithm can
be built from a deterministic one, using an additional input. Then, we
study what security we can achieve if this additional input is not correctly
used.

A.1 Syntactic definitions for (AE)

As we have explained in Chap. 2.6, it is necessary to have a probabilistic
encryption scheme. However, it is not easy to design a probabilistic
algorithm.

IV-based encryption schemes. A standard solution is to use a deter-
ministic algorithm that uses an additional input called the Initialization
Vector (IV). This IV is supposed to be random and is externally pro-
vided.
When we state security definitions for IV-based encryption schemes, we
ask that the IV are be picked uniformly at random from the IV-space,
during encryption queries (for example, see [119]).

Nonce-based encryption schemes In many cases, it is an overkill
to suppose that the IV is picked uniformly at random. In fact, often, it is
possible to prove the security of many schemes, only supposing that the
IV is not repeated in different encryption queries. In this case, the IV is
called nonce. We can formalize the syntax for nonce-based Authenticated
Encryption scheme as follow:

Definition 29. A scheme for nonce-based Authenticated Encryption
(nAE) is a triple Π := (Gen,Enc,Dec) of algorithms, where
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• Gen picks a key k in the keyspace K, which is not empty.

• The encryption algorithm Enc is a deterministic algorithm which
takes as input the triple (k,N,m) ∈ K × N ×ME and outputs a
string c← EncNk (m) called ciphertext.

• The decryption algorithm Dec is a deterministic algorithm which
takes as input the tuple (k,N, c) ∈ K × N × {0, 1}∗ and outputs
m← DecNk (c) which is either a string m ∈ME or the symbol “⊥”
(“invalid”).

We require that the algorithms Enc and Dec are the inverse of each other,
that is:

• (Correctness) if Enck(N,m) = c, then, Deck(N, c) = m

• (Tidiness) if Deck(N, c) = m 6=⊥, then, Enck(N,m) = c.

If Deck(N, c) =⊥ we say that the algorithm “rejects” c, otherwise it “ac-
cepts” c.

In the literature there are some schemes which do no respect the tidi-
ness condition. They are called sloppy schemes.

For the security, we have to simply adapt Def. 17 to the nAE syntax
and the constraint on nonces:

Definition 30. A nonce-based authenticated encryption scheme (nAE)
Π := (Gen, Enc, Dec) is (qE , qD, t, ε)-nAE-secure if the advantage

AdvnAEΠ (A) :=
∣∣∣Pr
[
AEnck(·,·),Deck(·,·) ⇒ 1

]
− Pr

[
A$(·,·),⊥(·,·) ⇒ 1

]∣∣∣ (A.1)

is bounded by ε for every (qE , qD, t)-adversary A that respects the follow-
ing two conditions:

(i) If A queried the first (encryption) oracle on input (N,m) and was
answered c, then he is not allowed to query the second (decryption)
oracle on input (N, c);

(i) A is not allowed to repeat the first component (the nonce) on different
first oracle queries (encryption queries).

This notion provides privacy, since it assumes that ciphertexts are
indistinguishable from random, and authenticity, since it assumes de-
cryption queries made by the adversary are not valid.
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A.2 Misuse-resistance

The previous security definition does not say anything about the case
when a nonce is repeated. In some case, it is enough to repeat once a
nonce to completely break the security of the scheme [9].
If a nonce N is repeated with the same message m in two different en-
cryption query, the resulting ciphertext will be the same.
The following definition assumes that an adversary cannot give any addi-
tional information from the repetition of the nonces is if they are repeated
with the same message m.

Definition 31. [119] A nonce-based authenticated encryption scheme
(nAE) Π := (Gen, Enc, Dec) is (qE , qD, t, ε)-MRAE-secure (misuse resis-
tant), if the advantage

AdvMRAE
Π (A) :=

∣∣∣Pr
[
AEnck(·,·),Deck(·,·) ⇒ 1

]
− Pr

[
A$(·,·),⊥(·,·) ⇒ 1

]∣∣∣
is bounded by ε for every (qE , qD, t)-adversary A .

Note that this is Def.30 (nAE-security) where we have omitted the
constraint that nonces are not repeated in encrytption queries (queries
to the first oracle).

There is a flourishing literature about them, for example, [119, 112,
65]. In our works, we studied this in [24, 27].

Misuse-resilience There is a weaker notion of security due to Ashur et
al. [9], which states the if a nonce is repeated, we have security problems
only for that nonce, not for nonces never used or used only once.
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Detailed proofs

Contents
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B.1 Proof of the suf-L security of HBC

Theorem 3. Let H : KH × HM → {0, 1}n be a (t2, εCR)-collision re-
sistant hash function. Let F∗ : K∗ × {0, 1}n → {0, 1}n be a (q, t1, εPRF)-
pseudorandom function (PRF). Let HM = {0, 1}∗.
Then, HBC is (qM , qV , t, ε)-suf-L-secure in the unbounded leakage model
with

ε ≤ εPRF + εCR + (qV + 1)2−n

with q = qM + qV + 1, t1 = t+ tch(1,KH) + q′tH and t2 = t+ qtH + tf∗(q′).

Proof. As usual, we use a sequence of games.
Game 0. Let Game 0 be the suf-L-game where the (qM , qV , t)-adversary
AL tries to forge ‘MACB. Let E0 be the event that the adversary wins
this game, i.e., that the output of the game is 1.

Game 1. Let Game 1 be Game 0, where we have replaced the PRF F∗

with a random function, named f∗. Let E1 be the event that the adver-
sary wins this game.

Transition between Game 0 and Game 1. To bound the difference
Pr[E0]−Pr[E1] we build a (q+ 1, t1)-PRF adversary B against F∗ based
on A.
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The (q+ 1, t1)-PRF adversary B. B has to distinguish if he is interact-
ing against an oracle implemented with the PRF F∗ or with the random
function f∗. To do this, he uses the suf-L-adversary A.
At the start of the game, B picks a key s for the hash function H uni-
formly at random in KH. Then, he relays it to AL. Moreover, he picks
a list S, which is empty at the start. This takes time tch(1,KH).
When A does a tag-generation query on input mi, B (1) simply com-
putes hi = Hs(m

i), then, (2) he calls his oracle on input hi, receiving τ i,
Finally (3), he answers A τ i and he adds {(mi, τ i)} to S.
This takes time tH. Moreover, 1 oracle query is needed.
When A asks a verification query on input (mi, τ i), B first (1), he com-
putes hi = Hs(m

i) and he calls his oracle on input hi, obtaining τ̃ i.
Finally (2), if τ i = τ̃ i, B answers >; otherwise ⊥. This takes time tH.
Moreover, one oracle query is needed.
When A asks outputs its forgery (mqD+1, τ qD+1), B first (1), he computes
hqV +1 = Hs(m

qV +1) and he calls his oracle on input hqV +1, obtaining
τ̃ qV +1. Finally (2), if τ qV +1 = τ̃ qV +1 and (mqV +1, τ qV +1) /∈ S, B outputs
1; otherwise 0.
This takes time tH. Moreover, one oracle queries are needed.
Thus, B does at most qM +qV +1 = q+1 queries to his oracle. He needs
time t+ tch(1,KH) + (q + 1)tH ≤ t1.

Bounding |Pr[E0]−Pr[E1]|. Clearly if the oracle B faces is implemented
with F∗k(·), he correctly simulates Game 0 for A otherwise Game 1. Thus,

|Pr[E0]− Pr[E1]| = |Pr[BF∗k(·) ⇒ 1]− Pr[Bf∗(·) ⇒ 1]| ≤ εPRF

where the last inequality is due to the fact that B is a (q+1, t1)-adversary
and F∗ is a (q + 1, t1, εPRF)-PRF.

Game 2. Let Game 2 be Game 1, where we suppose that there are no
collisions for the hash function. Let E2 be the event that A wins this
game.

Transition between Game 1 and Game 2. Clearly, Game 1 and
Game 2 are identical if the following event HC (Hash collision) does not
happen:

HC :=

{
∃i, j ∈ {1, ..., qE} ∪ {1, ..., qV + 1} with i %

= j
s.t. hi = hj and ri‖mi 6= rj‖mj

}
.1

1i
%
= j means that if i comes from a tag-generation query and j from a verification

query, or viceversa, then, they are considered differently.
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To compute this event, we build a t2-CR-adversary C.

The t2-CR-adversary C. C has to find a collision for the hash function
Hs and he is based on AL. At the start of the game, he is provided a key
s for the hash function, which he relays to AL. Moreover, he has a list
H which is empty at the start.
When A does a tag-generation query on inputmi, C (1) simply computes
hi = Hs(m

i), then, (2) he lazy samples τ i = f∗(hi), receiving τ i. Finally
(3), he answers τ i to A and he adds {(mi, hi)} to H.
This takes time tH and the time needed to lazy sample f∗ once.
When A asks a verification query on input (mi, τ i), C first (1), he com-
putes hi = Hs(m

i), adds {(mi, hi)} toH, and he lazy samples τ̃ i = f∗(hi).
Finally (2), if τ i = τ̃ i, C answers >; otherwise ⊥. This takes time tH
and the time needed to lazy sample f∗ once.
When A asks outputs its forgery (mqV +1, τ qD+1), C first (1), he computes
hqV +1 = Hs(m

qV +1), adds {(mqV +1, hqV +1)} to H, and he lazy samples
τ̃ qV +1 = f∗(hqV +1).
This takes time tH and the time needed to lazy sample f∗ once.
At the end of the game, he looks up the list S to find a collision. If he
finds it, he outputs it; otherwise, 0n and 1n.
Thus, in total, he needs to lazy sample f∗ (q + 1) times. Moreover, he
needs time t+ (q + 1)tH + tf∗(q+1) ≤ t2.

Bounding |Pr[E1] − Pr[E2]|. Observe that if event HC happens, C
wins. Since C is a t2-adversaries and H is a (t2, εCR)-collision resistant
hash function, we can bound:

|Pr[E1]− Pr[E2]| ≤ εCR.

Game 3. In Game 3 we suppose that all verification queries are deemed
invalid (if the couple (mi, hi) is fresh).

Transition between Game 2 and 3. We build a sequence of qV + 2
games Game 2i i = 0, ..., qV + 1. In Game 2i, for the first i decryption
queries, if hi is fresh, then, they are invalid. That is, τ i 6= f∗(hi). Thus,
all the first i verification queries are invalid if fresh. Let Ei2 be the event
that the adversary wins in Game 3i.

Bounding |Pr[Ei−1
2 ]−Pr[Ei2]|. Note that the difference between Game

2i−1 and Game 2i are equal if the ith verification query is not both fresh
and valid. Thus:

|Pr[Ei−1
2 ]− Pr[Ei2]| = Pr[(mi, τ i) fresh and valid].
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Since we are in Game 2, event CR has not happened. Thus, the only
possibility is that f∗(hi) has never been computed with hi = Hs(|mi).
Thus

|Pr[Ei−1
2 ]− Pr[Ei2]| ≤ 2−n

since f∗(hi) is picked uniformly at random. Thus, the probability that
f∗(hi) = τ i is 2−n.

Bounding |Pr[E2]− Pr[E3]|. Since Game 2 is Game 20 and Game 3 is
Game 2qV +1 we can bound

|Pr[E2]− Pr[E3]| ≤
qV +1∑
i=1

|Pr[Ei−1
2 ]− Pr[Ei2]| ≤ (qV + 1)2−n.

Thus, putting everything together, we can conclude:
Bounding Pr[E0]. Since Pr[E3] = 0 (since, in Game 3, all verification
queries are invalid (if fresh)), we can conclude:

Pr[E0] = Pr[E0]−Pr[E3] =

3∑
i=1

|Pr[Ei−1]−Pr[Ei]| ≤ εPRF+εCR+(qV +1)2−n.

B.2 Proof of the CIML-security of DTE

Theorem 4. Let H : KH×HM→ {0, 1}n be a (t2, εCR)-collision resis-
tant and (t2, εroPR)-range-oriented preimage resistant hash function. Let
F∗ : K∗ × {0, 1}n → {0, 1}n be a (2q, t1, εPRF)-pseudorandom function.
Let F : K × B → B. Let HM = {0, 1}∗. Let L be the maximal number
of blocks for a message.
Then, DTE is (qE , qD, t, ε)-CIML-secure in the unbounded leakage model
with

ε ≤ εPRF + εCR + qεroPR + (qD + 1)2−n

with q = qE + qD + 1 and

t1 = t+ tch(1,KH) + tchn(2,B) + (q + 1)(tH + (2L+ 1)tF), and

t2 = t+ tchn(2,B) + (q + 1)(tH + (2L+ 1)tF) + tf∗(2(q+1)).

Proof. As usual, we use a sequence of games.
Game 0. Let Game 0 be the CIML-game where the (qE , qD, t)-adversary
AL tries to produce a valid and fresh ciphertext when he plays against
DTE. Let E0 be the event that the adversary wins this game, i.e., that
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the output of the game is 1.

Game 1. Let Game 1 be Game 0, where we have replaced the PRF F∗

with a random function, named f∗. Let E1 be the event that the adver-
sary wins this game.

Transition between Game 0 and Game 1. To bound the difference
Pr[E0] − Pr[E1] we build a (2(q + 1), t1)-PRF adversary B against F∗

based on A.

The (2(q + 1), t1)-PRF adversary B. B has to distinguish if he is in-
teracting against an oracle implemented with the PRF F∗ or with the
random function f∗. To do this, he uses the CIML-adversary A.
At the start of the game, B picks two random values pA, pB uniformly at
random in B with pA 6= pB and a key s for the hash function H uniformly
at random in KH. Then, he relays them to AL. Moreover, he picks a list
S, which is empty at the start. This takes time tch(1,KH) + tchn(2,B).
When A does an encryption query on input (ri,mi), B (1) simply com-
putes hi = Hs(r

i‖mi) and he parses mi = (mi
1, ...,m

i
li

), then, (2) he calls
his oracle on input hi, receiving τ i, and (3) he calls again his oracle on
input τ i obtaining ki0. From ki0, he (4) computes ci0 = Fki0(pB)⊕ ri, after
that, for every i′ ∈ [1, li], he computes kii′ = Fki

i′−1
(pA), yi′ = Fki

i′
(pB)

and cii′ = yii′ ⊕ mi
i′

2. Finally (5), he answers A ci = (τ i, Ci) with
Ci = (ci0, c

i
1, ..., c

i
li

), and the leakage ki0 and he adds {ci} to S.
This takes time tH + (2li + 1)tF ≤ tH + (2L + 1)tF. Moreover, 2 oracle
queries are needed.
When A asks a decryption query on input ci = (τ i, Ci), B first (1) queries
his oracle on input τ i obtaining ki0 and he parses
Ci = (c0‘i, ci1, ..., c

i
li

). From ki0, he (2) computes ri = Fki0(pB)⊕ ci0, after
that, for every i′ ∈ [1, li], he computes kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB)

and mi
i′ = yii′ ⊕ cii′

3. Then (3), he computes hi = Hs(r
i‖mi) and

he calls his oracle on input hi, obtaining τ̃ i. Finally (4), if τ i = τ̃ i,
B answers mi = (mi

1, ...,m
i
li

) to A; otherwise, ⊥. This takes time
tH + (2li+ 1)tF ≤ tH + (2L+ 1)tF. Moreover, 2 oracle queries are needed.
When A asks outputs its forgery cqV +1 = (τ qV +1, CqV +1), B first (1)
queries his oracle on input τ qV +1 obtaining kqV +1

0 and he parses
CqV +1 = (cqV +1

0 , cqV +1
1 , ..., cqV +1

lqV +1). From kqV +1
0 , he (2) computes

rqV +1 = F
k
qV +1
0

(pB)⊕cqV +1
0 , after that, for every i′ ∈ [1, li], he computes

2For i′ = li, cii′ = π|mi
i′ |
(yi′)

i ⊕mi
i′

3For i′ = li, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
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kqV +1
i′ = F

k
qV +1

i′−1

(pA), yqV +1
i′ = F

k
qV +1

i′
(pB) and mqV +1

i′ = yqV +1
i′ ⊕ cqV +1

i′

4. Then (3), he computes hqD+1 = Hs(r
qD+1‖mqD+1) and he calls his

oracle on input hqD+1, obtaining τ̃ qD+1. Finally (4), if τ qD+1 = τ̃ qD+1

and cqD+1 /∈ S, B outputs 1; otherwise 0.
This takes time tH + (2li + 1)tF ≤ tH + (2L + 1)tF. Moreover, 2 oracle
queries are needed.
Thus, B does at most 2(qE + qD + 1) = 2(q+ 1) queries to his oracle. He
needs time t+ tch(1,KH) + tchn(2,B) + (q + 1)(tH + (2L+ 1)tF) ≤ t1.

Bounding |Pr[E0]−Pr[E1]|. Clearly if the oracle B faces is implemented
with F∗k(·), he correctly simulates Game 0 for A otherwise Game 1. Thus,

|Pr[E0]− Pr[E1]| = |Pr[BF∗k(·) ⇒ 1]− Pr[Bf∗(·) ⇒ 1]| ≤ εPRF

where the last inequality is due to the fact that B is a (2(q + 1), t1)-
adversary and F∗ is a (2(q + 1), t1, εPRF)-PRF.

Game 2. Let Game 2 be Game 1, where we suppose that there are no
collisions for the hash function. Let E2 be the event that A wins this
game.

Transition between Game 1 and Game 2. Clearly, Game 1 and
Game 2 are identical if the following event HC (Hash collision) does not
happen:

HC :=

{
∃i, j ∈ {1, ..., qE} ∪ {1, ..., qD + 1} with i %

= j
s.t. hi = hj and ri‖mi 6= rj‖mj

}
.5

To compute this event, we build a t2-CR-adversary C.

The t2-CR-adversary C. C has to find a collision for the hash function
Hs and he is based on AL. At the start of the game, he is provided a key
s for the hash function. Moreover, he picks two values pA, pB ∈ B with
pA 6= pB. Then, he relays s, pA and pB to AL. Moreover, he has a list H,
which is empty at the start. This takes time tchn(2,B).
When A does an encryption query on input (ri,mi), C (1) simply com-
putes hi = Hs(r

i‖mi) and he parses mi = (mi
1, ...,m

i
li

), then, (2) he lazy
samples τ i = f∗(hi), receiving τ i, and (3) he lazy samples ki0 = f∗(τ i).
From ki0, he (4) computes ci0 = Fki0(pB) ⊕ ri, after that, for every

4For i′ = lqD+1, mqV +1
i′ = π|mqV +1

i′ |(yi′)
qV +1 ⊕ cqD+1

i′

5i
%
= j means that if i comes from an encryption query and j from a decryption

query, or viceversa, then, they are considered differently.
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i′ ∈ [1, li], he computes kii′ = Fki
i′−1

(pA), yi′ = Fki
i′

(pB) and cii′ = yii′⊕mi
i′

6. Finally (5), he answers to A ci = (τ i, Ci) with Ci = (ci0, c
i
1, ..., c

i
li

),
and the leakage ki0 and he adds {(ri‖mi, hi)} to H.
This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the time needed
to lazy sample f∗ twice.
When A asks a decryption query on input ci = (τ i, Ci), C first (1) lazy
samples ki0 = f∗(τ i) and he parses ci = (ci0, c

i
1, ..., c

i
li

). From ki0, he (2)
computes ri = Fki0(pB)⊕ ci0, after that, for every i′ ∈ [1, li], he computes
kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB) and mi

i′ = yii′ ⊕ cii′
7. Then (3), he

computes hi = Hs(r
i‖mi), adds {(ri‖mi, hi)} to H, and he lazy samples

τ̃ i = f∗(hi). Finally (4), if τ i = τ̃ i, C answers mi = (mi
1, ...,m

i
li

) to A;
otherwise, ⊥. This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the
time needed to lazy sample f∗ twice.
When A asks outputs its forgery cqD+1 = (τ qD+1, CqD+1), C first (1) lazy
samples kqD+1

0 = f∗(τ qD+1) and he parses
cqD+1 = (cqD+1

0 , cqD+1
1 , ..., cqD+1

lqD+1). From kqD+1
0 , he (2) computes rqD+1 =

F
k
qD+1
0

(pB)⊕cqD+1
0 , after that, for every i′ ∈ [1, li], he computes kqD+1

i′ =

F
k
qD+1

i′−1

(pA), yqD+1
i′ = F

k
qD+1

i′
(pB) and mqD+1

i′ = yqD+1
i′ ⊕ cqD+1

i′
8. Then

(3), he computes hqD+1 = Hs(r
qD+1‖mqD+1), adds

{(rqD+1‖mqD+1, hqD+1)} to H, and he lazy samples τ̃ qD+1 = f∗(hqD+1).
This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the time needed
to lazy sample f∗ twice.
At the end of the game, he looks up the list S to find a collision. If he
finds it, he outputs it; otherwise, 0n and 1n.
Thus, in total, he needs to lazy sample f∗ 2(q + 1) times. Moreover, he
needs time t+ tchn(2,B) + (q + 1)(tH + (2L+ 1)tF) + tf∗(2(q+1)) ≤ t2.

Bounding |Pr[E1] − Pr[E2]|. Observe that if event HC happens, C
wins. Since C is a t2-adversaries and H is a (t2, εCR)-collision resistant
hash function, we can bound:

|Pr[E1]− Pr[E2]| ≤ εCR.

Game 3. Let Game 3 be Game 2, where we suppose that for every τ j

obtained in an encryption query, that is, the answer of the jth encryption
query is cj with cj = (τ j , CJ) the adversary is not able to ask a valid
decryption query cj′ such that τ j′ = τ j . That is, for every τ j obtained

6For i′ = li, cii′ = π|mi
i′ |
(yi′)

i ⊕mi
i′

7For i′ = li, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
8For i′ = lqD+1, mqD+1

i′ = π|mqD+1

i′ |(yi′)
qD+1 ⊕ cqD+1

i′
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as a tag in an encryption query, the adversary is not able to find a hash
pre-image for it.
To make the reduction work we also need to assume that the adversary
is not able to find a pre-image for all kJ0 obtained in decryption queries
if fresh (that is, f∗(τJ) has never been computed, where the Jth decryp-
tion query is cJ = (τJ , CJ)), the adversary AL is not able to ask a valid
decryption query cj′ such that τ j′ = τ j or τ j′ = kJ0 as we will show. Let
E3 be the event that the adversary wins this game.

Transition between Game 2 and 3. We build a sequence of q + 1
games Game 3i′ i′ = 0, ..., q. In Game 3i

′ , for the first i′ encryption and
decryption queries (that is, we have a counter ctr for the sum of the
number of encryption queries and decryption queries and i′ is compared
with this counter 9. To simplify we write ctr = ctrE + ctrD, that is,
we split ctr in the two parts. We suppose that the adversary has never
found a value x s.t. Hs(x) = τ j where, ∀j = 1, ..., ctrE , where τ j is the
tag computed during the jth encryption query, or s.t. x s.t. Hs(x) = kJ0
where, ∀J = 1, ..., ctrD, where kJ0 is the firs ephemeral key computed
during the Jth decryption query, with ctrE + ctrD = i′. Let Ei2 be the
event that the adversary wins in Game 2i.

Transition between Game 2I−1 and Game 2I . Clearly, Game 2I−1

and Game 2I are equal if the following event

PRI :=



if the Ith query is the Jth encryption query
∃j ∈ {1, ..., qD + 1} s.t. Deck(cj) 6=⊥ ∧τ j = τJ

with cJ = (τJ , CJ) = Enck(r
J ,mJ)

else if the Ith query is the J ′th decryption query
∃j ∈ {1, ..., qD + 1} s.t. Deck(cj) 6=⊥ ∧τ j = kJ

′
0

with cJ ′ = (τJ
′
, CJ

′
) and kJ ′0 = f∗(τJ

′
))


does not happen. We build a t3-roPR adversary DI to bound the proba-
bility that event PRI happens.

The DI adversary. The adversary DI receives a random key s for the
hash function and a random value x in the target space of H, and he has
to find a hash pre-image for it. He is based on AL.
To obtain a hash pre-image for x, the idea is that DI sets τ I := x and
uses a forgery cj made by AL where hj = τ I with hj = Hs(r

j‖mj) where
(rj ,mj) is the couple randomness-message retrieved during the jth de-
cryption query. Formally:

9We do not have to consider the qD + 1th decryption query because kqD+1
0 can

never be used as a target
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At the start of the game, DI is provided a key s for the hash function
and a target value x. Moreover, he picks two values pA, pB ∈ B with
pA 6= pB. Then, he relays s, pA and pB to AL. Moreover, he has two lists
S and H, which are empty at the start. This takes time tchn(2,B).
When A does an encryption query on input (ri,mi), DI (1) simply
computes hi = Hs(r

i‖mi), he adds }(ri‖mi, hi){ to H, and he parses
mi = (mi

1, ...,m
i
li

), then, (2), if (a) this is not the Ith query (among en-
cryption and decryption queries) he lazy samples τ i = f∗(hi); otherwise,
if f∗(hi) is fresh, (b) he sets x = τ i := f∗(hi) (otherwise, he computes
correctly f∗(hi)) 10 11, and (3) he lazy samples ki0 = f∗(τ i). From ki0,
he (4) computes ci0 = Fki0(pB) ⊕ ri, after that, for every i′ ∈ [1, li], he
computes kii′ = Fki

i′−1
(pA), yi′ = Fki

i′
(pB) and cii′ = yii′ ⊕mi

i′
12. Finally

(5), he answers A ci = (τ i, Ci) with Ci = (ci0, c
i
1, ..., c

i
li

), and the leakage
ki0. Moreover, DI adds {(ci,>)} to S.
This takes time tH +(2li+1)tF ≤ tH +(2L+1)tF and the time needed to
lazy sample f∗ twice, if i 6= I, once if i = I. Moreover, DI adds {(ci,⊥)}
to S
When A asks a decryption query on input ci = (τ i, Ci), DI first (1), if
(a) this is not the Ith query (among encryption and decryption queries)
lazy samples ki0 = f∗(τ i); otherwise, if f∗(τ i) is fresh, (b) he sets x =
ki0 := f∗(τ i) (otherwise, he computes correctly f∗(hi)). He parses ci =
(ci0, c

i
1, ..., c

i
li

). From ki0, he (2) computes ri = Fki0(pB) ⊕ ci0, after that,
for every i′ ∈ [1, li], he computes kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB) and

mi
i′ = yii′ ⊕ cii′

13. Then (3), he computes hi = Hs(r
i‖mi), he adds

}(ri‖mi, hi){ to H, and he lazy samples τ̃ i = f∗(hi). Finally (4), if
τ i = τ̃ i, DI answers mi = (mi

1, ...,m
i
li

) to A; otherwise, ⊥. Moreover,
DI adds {(ci,⊥)} to S if DI has answered ⊥ to AL; otherwise {(ci,>)}.
This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the time needed
to lazy sample f∗ twice, if i 6= I, once if i = I.
When A asks outputs its forgery cqD+1 = (τ qD+1, CqD+1), DI first (1)

10Since, by hypothesis there are no collision of the hash functions, then, hi 6= hj

(for both previous encryption and decryption queries); moreover, if hI = τ j , for a
previous encryption query, we have already obtained a pre-image for τ j for j ≤ i− 1,
which is prevented by the fact that in both Games 2i−1 and 2i, events PR1, ..., PRi−1

do not happen.
11This is why we need to consider also x as kJ0 for decryption queries. In fact, we

need to lazy sample f∗ correctly. If the adversary has asked before the decryption
of a ciphertext cj = (τJ , CJ) where τ j = h′ := Hs(r

′‖m′) for a couple (random-
ness,message) of his choice and then, he asks the encryption of (r′,m′), f∗(h′) has
already been sampled and cannot be picked as x.

12For i′ = li, cii′ = π|mi
i′ |
(yi′)

i ⊕mi
i′

13For i′ = li, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′



158 APPENDIX B. DETAILED PROOFS

lazy samples kqD+1
0 = f∗(τ qD+1) and he parses

cqD+1 = (cqD+1
0 , cqD+1

1 , ..., cqD+1

lqD+1). From kqD+1
0 , he (2) computes rqD+1 =

F
k
qD+1
0

(pB)⊕cqD+1
0 , after that, for every i′ ∈ [1, li], he computes kqD+1

i′ =

F
k
qD+1

i′−1

(pA), yqD+1
i′ = F

k
qD+1

i′
(pB) and mqD+1

i′ = yqD+1
i′ ⊕ cqD+1

i′
14. Then

(3), he computes hqD+1 = Hs(r
qD+1‖mqD+1), he adds

{(rqD+1‖mqD+1, hqD+1)} to H, and he lazy samples τ̃ qD+1 = f∗(hqD+1).
Finally (4), DI adds {(ci,⊥)} to S if τ qD+1 = τ̃ qD+1 (or if cqD+1 is
not fresh); otherwise {(cqD+1,>)}. This takes time tH + (2li + 1)tF ≤
tH + (2L+ 1)tF and the time needed to lazy sample f∗ twice15.
At the end of the game, he looks up the list H if there is an entry (cj ,>)
such that cj = (τ j , Cj) with τ j = x. If he finds it, he outputs the corre-
sponding entry rj‖mj of H; otherwise, 0n.
Thus, in total, he needs to lazy sample f∗ 2q + 1 times 16. Moreover, he
needs time t+ tchn(2,B) + (q + 1)(tH + (2L+ 1)tF) + tf∗(2(q+1)) ≤ t2.

Bounding |Pr[EI−1
2 ]−Pr[EI2 ]|. Observe that if event PRI happens, DI

wins. Since DI is a t2-adversaries and H is a (t2, εroPR)-range-oriented
pre-image resistant hash function, we can bound:

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ Pr[PRI ] ≤ εroPR

Bounding |Pr[E2]− Pr[E3]|. Since Game 2 is Game 20 and Game 3 is
Game 2q we can bound

|Pr[E2]− Pr[E3]| ≤
q∑
I=1

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ qεroPR.

Game 4. In Game 4 we suppose that all decryption queries are deemed
invalid (if the ciphertext ci is fresh).

Transition between Game 3 and 4. We build a sequence of qD + 2
games Game 3i i = 0, ..., qD + 1. In Game 3i, for the first i decryption
queries, if hi is fresh, then, they are invalid. That is, τ i 6= f∗(hi). Thus,
all the first i decryption queries are invalid if fresh. Let Ei3 be the event
that the adversary wins in Game 3i.

Bounding |Pr[Ei−1
3 ]−Pr[Ei3]|. Note that the difference between Game

3i−1 and Game 3i are equal if the ith decryption query is not both fresh
14For i′ = lqD+1, mqD+1

i′ = π|mqD+1

i′ |(yi′)
qD+1 ⊕ cqD+1

i′

15We note that kqD+1
0 cannot be the target since it cannot be reused in future

decryption queries.
16Note that in the ith query, we have lazy sampled f∗ only once.
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and valid. Thus:

|Pr[Ei−1
3 ]− Pr[Ei3]| = Pr[ci fresh and valid].

Since we are in Game 3 nor event CR nor events PR1, ..., PRq have
happened. Thus, the only possibility is that f∗(hi) has never been com-
puted with hi = Hs(r

i‖mi), where ri and mi are the couple randomness
and message is the couple retrieved during the decryption of the ith
decryption query on input ci. Thus

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤ 2−n

since f∗(hi) is picked uniformly at random. Thus, the probability that
f∗(hi) = τ i is 2−n.

Bounding |Pr[E3]− Pr[E4]|. Since Game 3 is Game 30 and Game 4 is
Game 3qD+1 we can bound

|Pr[E3]− Pr[E4]| ≤
qD+1∑
i=1

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤ (qD + 1)2−n.

Thus, putting everything together, we can conclude:
Bounding Pr[E0]. Since Pr[E4] = 0 (since, in Game 4, all decryption
queries are invalid (if fresh)), we can conclude:

Pr[E0] = Pr[E0]− Pr[E4] =

4∑
i=1

|Pr[Ei−1]− Pr[Ei]| ≤

εPRF + εCR + qεroPR + (qD + 1)2−n.

Note on the bound. Observe that we have a matching attack for all
the term of the bound with one exception: we have a matching attack
only for the term qEεroPR and not for qεroPR.
In fact, it is due to an artifice of the proof to be able to simulate correctly
and to avoid the situation where the adversary has asked before the
decryption of a ciphertext cj = (τJ , CJ) where τ j = h′ := Hs(r

′‖m′)
for a couple (randomness, message) of his choice and then, he asks the
encryption of (r′,m′). Thus, f∗(h′) has already been computed.
However, doing this, the adversary should not get any advantage.
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B.3 Proof of the suf-L2 security of HBC2

Theorem 5. Let H : KH × HM → B∗ be a (t2, εCR)-collision resis-
tant and (t3, εroPR)-range-oriented pre-image resistant hash function. Let
F∗ : K∗×B∗ → B∗ be a (qM +qV +1, t1, εsPRP)-strong pseudorandom per-
mutation with a strongly protected implementation. Let HM = {0, 1}∗
and B∗ = T AG = {0, 1}n.
Then, HBC2 is (qM , qV , t, ε)-suf-L2-secure in the unbounded leakage
model with

εsTPRP + εCR + qV εroPR + (qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1

with q = qM + qV + 1, t+ tch(1,KH) + qtH ≤ t1, t+ qtH + tf∗(q)) ≤ t2 and
t+ qtH + tf∗(q−1) ≤ t3.

Proof. As usual, we use a sequence of games.
Game 0. Let Game 0 be the suf-L2-game where the (qM , qV , t)-adversary
AL tries to produce a forgery when he plays against HBC2. Let E0 be
the event that the adversary wins this game, i.e., that the output of the
game is 1.

Game 1. Let Game 1 be Game 0, where we have replaced the sPRP
F∗ with a random permutation, named f∗. Let E1 be the event that the
adversary wins this game.

Transition between Game 0 and Game 1. To bound the difference
Pr[E0]−Pr[E1] we build a (q, t1)-sPRP adversary B against F∗ based on
A.

The (q, t1)-sPRP adversary B. B has to distinguish if he is interacting
against an oracle implemented with the sPRP F∗ or with the random
permutation f∗. To do this, he uses the
suf-L2-adversary A.
At the start of the game, B picks a key s for the hash function H uni-
formly at random in KH. Then, he relays them to A. Moreover, he picks
a list S, which is empty at the start. This takes time tch(1,KH).
When A does an tag-generation query on input mi, B (1) simply com-
putes hi = Hs(m

i), then, (2) he calls his oracle on input (hi,+1), receiv-
ing τ i. Finally (3), he answers A τ i and he adds {(mi, τ i)} to S.
This takes time tH. Moreover, one oracle query is needed.
When A asks a verification query on input (mi, τ i), B first (1), he com-
putes hi = Hs(m

i), then (2), he calls his oracle on input (τ i,−1), ob-
taining h̃i. Finally (3), if hi = h̃i, B answers > to A; otherwise, ⊥.
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This takes time tH. Moreover, one oracle query is needed.
When A outputs its forgery (mqV +1, τ qV +1), B first (1), he computes
hqV +1 = Hs(m

qV +1), then, (2) he calls his oracle on input (τ qV +1,−1),
obtaining h̃qV +1. Finally (4), if hqV +1 = h̃qV +1 and (mqV +1, τ qV +1) /∈ S,
B outputs 1; otherwise 0.
This takes time tH. Moreover, one oracle query is needed.
Thus, B does at most q queries to his oracle. He needs time t+tch(1,KH)+
qtH ≤ t1.

Bounding |Pr[E0]−Pr[E1]|. Clearly if the oracle B faces is implemented
with F∗k(·), he correctly simulates Game 0 for A otherwise Game 1. Thus,

|Pr[E0]− Pr[E1]| = |Pr[BF∗k(·) ⇒ 1]− Pr[Bf∗(·) ⇒ 1]| ≤ εsPRP

where the last inequality is due to the fact that B is a (q, t1)-adversary
and F∗ is a (q, t1, εsPRP)-sPRP.

Game 2. Let Game 2 be Game 1, where we suppose that there are no
collisions for the hash function. Let E2 be the event that A wins this
game.

Transition between Game 1 and Game 2. Clearly, Game 1 and
Game 2 are identical if the following event HC (Hash collision) does not
happen:

HC := {∃i, j ∈ {1, ..., qM} ∪ {1, ..., qV + 1} with i %
= j s.t. hi = hj}.17

To compute this event, we build a t2-CR-adversary C.

The t2-CR-adversary C. C has to find a collision for the hash function
Hs. At the start of the game, he is provided a key s for the hash function,
which he relays to AL. Moreover, he has a list H which is empty at the
start.
When A does a tag-generation query on input mi, C (1) simply com-
putes hi = Hs(m

i), then, (2) he lazy samples τ i = f∗(hi,+1), receiving
τ i, Finally (3), he answers A τ i and he adds {(mi, hi)} to H.
This takes time tH and the time needed to lazy sample f∗ once.
When A asks a verification query on input (mi, τ i), C first, (1) he com-
putes hi = Hs(m

i), adds {(mi, hi)} to H, then (2), he lazy samples
h̃i = f∗(τ i,−1). Finally (3), if hi = h̃i, C answers > to A; otherwise, ⊥.

17i
%
= j means that if i comes from a tag-generation query and j from a verification

query, or viceversa, then, they are considered differently.
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This takes time tH and the time needed to lazy sample f∗ once.
When A asks outputs its forgery (mqV +1, τ qV +1), C first, (1) he com-
putes hqV +1 = Hs(m

qV +1), adds {(mqV +1, hqV +1)} to H, then, (2) he
lazy samples h̃qV +1 = f∗(τ qV +1,−1).
This takes time tH and the time needed to lazy sample f∗ once.
At the end of the game, he looks up the list H to find a collision. If he
finds it, he outputs it; otherwise, 0n and 1n.
Thus, in total, he needs to lazy sample f∗ at most q times. Moreover, he
needs time t+ qtH + tf∗(q)) ≤ t2.

Bounding |Pr[E1] − Pr[E2]|. Observe that if event HC happens, C
wins. Since C is a t2-adversaries and H is a (t2, εCR)-collision resistant
hash function, we can bound:

|Pr[E1]− Pr[E2]| ≤ εCR.

Game 3. Let Game 3 be Game 2, where we suppose that for every h̃j
obtained in an invalid verification query, the adversary is not able to ask
a valid verification query (mj′ , τ j

′
) such that hj′ = h̃j . Let E3 be the

event that the adversary wins this game.

Transition between Game 2 and 3. We build a sequence of qV + 1
games Game 3I I = 0, ..., qE

18. In Game 3I , for the first I verification
queries, if they are invalid, the adversary has never found a value x s.t.
Hs(x) = h̃j where, ∀j = 1, ..., I, where h̃j is the check hash computed
during the jth verification query, ∀j = 1, ..., I. Let EI2 be the event that
the adversary wins in Game 2I .

Transition between Game 2i′−1 and Game 2I . Clearly, Game 2I−1

and Game 2I are equal if the following event

PRI :=

{
∃j ∈ {1, ..., qV + 1} s.t. Vrfyk(cj) 6=⊥ ∧hj = h̃I

with cj the jth verification query which is fresh.

}
does not happen. We build a t3-roPR adversary DI to bound the proba-
bility that event PRI happens.

The DI adversary. The adversary DI receives a random value x, and
he has to find a hash pre-image for it. He is based on AL.
To obtain a hash pre-image for x, the idea is that DI sets h̃I := x and uses
a valid forgery (mj , τ j) made by AL where hj = h̃I with hj = Hs(m

j).

18h̃qV +1 cannot be used as a target in subsequent verification query
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Formally:
At the start of the game, DI is provided a key s for the hash function
and a target value x. Then, he relays s to AL. Moreover, he has two lists
H and S, which are empty at the start. When A does an tag-generation
query on input mi, DI (1) simply computes hi = Hs(m

i) and he adds
{(mi, hi){ to H, then, (2), he lazy samples τ i = f∗(hi,+1). Finally (3),
he answers τ i to A.
This takes time tH and the time needed to lazy sample f∗ once. More-
over, DI adds {(ci,⊥)} to S
When A asks a verification query on input (mi, τ i), DI first (1), he com-
putes hi = Hs(m

i), he adds {(mi, hi)} to H. After that (2), if (a) it is
the Ith verification query and f∗(τ I ,−1) has never been samples, he sets
x := h̃I = f∗(τ I ,−1) 19; otherwise, (b) he lazy samples h̃i = f∗(τ i,−1).
Finally (3), if hi = h̃i, DI answers > to A; otherwise, ⊥.
This takes time tH and the time needed to lazy sample f∗ once, if i 6= I;
otherwise no lazy sampling is needed.
When A asks outputs its forgery (mqV +1, τ qV +1), DI first, (1) he com-
putes hqV +1 = Hs(m

qV +1), he adds
{(mqV +1, hqV +1)} toH, then, (2) he lazy samples h̃qV +1 = f∗(τ qV +1,−1).
Finally (3), DI answers > to A if hqV +1 = h̃qV +1; otherwise, ⊥.
This takes time tH and the time needed to lazy sample f∗ once.
At the end of the game, DI looks into his list H if he finds a pre-image
for x. If he finds it, he outputs the corresponding entry, that is, if there
is an entry (mj , hj) in H s.t. hj = x, he outputs mj ; otherwise, 0n.
Thus, in total, he needs to lazy sample f∗ q − 1 times20. Moreover, he
needs time t+ qtH + tf∗(q−1) ≤ t3.

19Note that it may be the case that it is not possible to set x = f∗(τ I ,−1) since f∗

is a tweakable permutation. But, this may happen only if
a either f∗(·,+1) has been sampled on input x
b or if sampling f∗(·,−1) has given x as an output.

This is not a problem. In fact:
a it means that we have asked to sample f∗(x,+1). This situation may hap-

pen only in a tag-generation query. Moreover, when it happens, the input
is the hash of the randomness and the message, that is, x = Hs(m

j) for the
previous jth tag-generation query, thus, DI proceeds normally, lazy sampling
f∗(0, ·,+1). Additionally, he has already found a pre-image for x, which is
precisely mj .

b it means that we have sampled x = h̃j = f∗(τ j ,−1). This situation may
happen only in a verification query. We call this verification query the jth
with J < I. But, since in both games Game 2I− and Game 2I , event PRj

does not happen, so it is impossible that DI wins finding a pre-image for x.

20DI does not have to lazy sample f∗(τ I ,−1) because it is equal to x.
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Bounding |Pr[EI−1
2 ]−Pr[EI2 ]|. Observe that if event PRI happens, DI

wins. Since DI is a t3-adversaries and H is a (t3, εroPR)-range-oriented
pre-image resistant hash function, we can bound:

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ Pr[PRI ] ≤ εroPR

Bounding |Pr[E2]− Pr[E3]|. Since Game 2 is Game 20 and Game 3 is
Game 2q we can bound

|Pr[E2]− Pr[E3]| ≤
qV∑
I=1

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ qV εroPR.

Game 4. In Game 4 we suppose that all verification queries are deemed
invalid (if the ciphertext ci is fresh).

Transition between Game 3 and 4. We build a sequence of qV + 2
games Game 3i i = 0, ..., qV + 1. In Game 3i, for the first i verification
queries, if hi is fresh, then, they are invalid. That is, h̃i 6= f∗(τ i,−1).
Thus, all the first i verification queries are invalid if fresh. Let Ei3 be the
event that the adversary wins in Game 3i.

Bounding |Pr[Ei−1
3 ]−Pr[Ei3]|. Note that the difference between Game

3i−1 and Game 3i are equal if the ith verification query is not both fresh
and valid. Thus:

|Pr[Ei−1
3 ]− Pr[Ei3]| = Pr[ci fresh and valid].

Since we are in Game 3 nor event CR nor events PR1, ..., PRq have
happened. Thus, the only possibility is that f∗(τ i,−1) has never been
computed where the ith verification query is (mi, τ i). Thus

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤ 1

2n − qM − i+ 1

since f∗(τ i,−1) is picked uniformly at random with the constraint that
f∗(0, ·) remains a permutation, thus, there at most qM + i−1 values that
cannot be picked in B∗. Thus, the probability that f∗(τ i,−1) = hi is

1
2n−qM−i+1 .

Bounding |Pr[E3]− Pr[E4]|. Since Game 3 is Game 30 and Game 4 is
Game 3qV +1 we can bound

|Pr[E3]− Pr[E4]| ≤
qV +1∑
i=1

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤

qV +1∑
i=1

1

2n − qM − i+ 1
≤

(qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1
.21
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Thus, putting everything together, we can conclude:
Bounding Pr[E0]. Since Pr[E4] = 0 (since, in Game 4, all verification
queries are invalid (if fresh)), we can conclude:

Pr[E0] = Pr[E0]− Pr[E4] =
4∑
i=1

|Pr[Ei−1]− Pr[Ei]| ≤

εsTPRP + εCR + qV εroPR + (qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1
.

B.4 Proof of the suf-L2 security of HTBC

Theorem 6. Let H : KH × HM → B1 × B2 be a (t2, εCR)-collision
resistant and (t2, εroPR′)-range-oriented pre-image resistant hash function
with half of the input chosen by the adversary. Let F∗ : K∗ × T W∗ ×
B∗ → B∗ be a (qM + qV + 1, t1, εsTPRP)-strong-pseudorandom tweakable
permutation with a strongly protected implementation. Let B1 = B∗ and
B2 = T W. Let HM = {0, 1}∗ and B∗ = T W = T AG = {0, 1}n.
Then, HTBC is (qM , qV , t, ε)-suf-L2-secure in the unbounded leakage
model with

εsTPRP + εCR + qV εroPR′ + (qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1

with q = qM + qV + 1, t+ tch(1,KH) + qtH ≤ t1, t+ qtH + tf∗(q) ≤ t2 and
t+ qtH + tf∗(q−1) ≤ t3.

Proof. As usual, we use a sequence of games.
Game 0. Let Game 0 be the suf-L2-game where the (qM , qV , t)-adversary
AL tries to produce a forgery when he plays against HTBC. Let E0 be
the event that the adversary wins this game, i.e., that the output of the
game is 1.

Game 1. Let Game 1 be Game 0 where the sTPRP F∗ has been replaced
by a tweakable random permutation, named f∗. Let E1 be the event that
the adversary wins this game.

Transition between Game 0 and Game 1. To bound the difference
Pr[E0] − Pr[E1] we build a (q, t1)-sTPRP adversary B against F∗ based
on A.
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The (q, t1)-sPRP adversary B. B has to distinguish if he is interacting
against an oracle implemented with the sTPRP F∗ or with the random
tweakable permutation f∗. To do this, he uses the
suf-L2-adversary A.
At the start of the game, B picks a key s for the hash function H uni-
formly at random in KH. Then, he relays them to A. Moreover, he picks
a list S, which is empty at the start. This takes time tch(1,KH).
When A does an tag-generation query on input mi, B first, (1) he simply
computes hi = Hs(m

i) and he parses it in hi = hi1‖hi2, then, (2) he calls
his oracle on input (hi2, h

i
1,+1), receiving τ i. Finally (3), he answers A

τ i and he adds {(mi, τ i)} to S.
This takes time tH. Moreover, one oracle query is needed.
When A asks a verification query on input (mi, τ i), B first (1), he com-
putes hi = Hs(m

i) and he parses it in hi = hi1‖hi2, then (2), he calls
his oracle on input (hi2, τ

i,−1), obtaining h̃i1. Finally (3), if hi1 = h̃i1, B
answers > to A; otherwise, ⊥.
This takes time tH. Moreover, one oracle query is needed.
When A outputs its forgery (mqV +1, τ qV +1), B first (1), he computes
hqV +1 = Hs(m

qV +1) and he parses it in hqV +1 = hqV +1
1 ‖hqV +1

2 , then, (2)
he calls his oracle on input (hqV +1

2 , τ qV +1,−1), obtaining h̃qV +1. Finally
(4), if hqV +1 = h̃qV +1 and (mqV +1, τ qV +1) /∈ S, B outputs 1; otherwise
0.
This takes time tH. Moreover, one oracle query is needed.
Thus, B does at most q queries to his oracle. He needs time t+tch(1,KH)+
qtH ≤ t1.

Bounding |Pr[E0]−Pr[E1]|. Clearly if the oracle B faces is implemented
with F∗k(·), he correctly simulates Game 0 for A otherwise Game 1. Thus,

|Pr[E0]− Pr[E1]| = |Pr[BF∗k(·) ⇒ 1]− Pr[Bf∗(·) ⇒ 1]| ≤ εsTPRP

where the last inequality is due to the fact that B is a (q, t1)-adversary
and F∗ is a (q, t1, εsTPRP)-sTPRP.

Game 2. Let Game 2 be Game 1, where we suppose that there are no
collisions for the hash function. Let E2 be the event that A wins this
game.

Transition between Game 1 and Game 2. Clearly, Game 1 and
Game 2 are identical if the following event HC (Hash collision) does not
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happen:

HC := {∃i, j ∈ {1, ..., qM} ∪ {1, ..., qV + 1} with i %
= j s.t. hi = hj}.22

To compute this event, we build a t2-CR-adversary C.

The t2-CR-adversary C. C has to find a collision for the hash function
Hs. At the start of the game, he is provided a key s for the hash function,
which he relays to AL. Moreover, he has a list H which is empty at the
start.
When A does a tag-generation query on inputmi, C (1) simply computes
hi = Hs(m

i) and he parses it in hi = hi1‖hi2, then, (2) he lazy samples
τ i = f∗(hi2, h

i
1,+1), receiving τ i, Finally (3), he answers A τ i and he adds

{(mi, hi)} to H.
This takes time tH and the time needed to lazy sample f∗ once.
When A asks a verification query on input (mi, τ i), C first, (1) he com-
putes hi = Hs(m

i), adds {(mi, hi)} to H and he parses it in hi = hi1‖hi2,
then (2), he lazy samples h̃i1 = f∗(hi2, τ

i,−1). Finally (3), if hi1 = h̃i1, C
answers > to A; otherwise, ⊥.
This takes time tH and the time needed to lazy sample f∗ once.
When A asks outputs its forgery (mqV +1, τ qV +1), C first, (1) he com-
putes hqV +1 = Hs(m

qV +1), adds {(mqV +1, hqV +1)} to H and he parses it
in hqV +1 = hqV +1

1 ‖hqV +1
2 , then, (2) he lazy samples

h̃qV +1
1 = f∗(hqV +1

2 , τ qV +1,−1).
This takes time tH and the time needed to lazy sample f∗ once.
At the end of the game, he looks up the list H to find a collision. If he
finds it, he outputs it; otherwise, 0n and 1n.
Thus, in total, he needs to lazy sample f∗ at most q times. Moreover, he
needs time t+ qtH + tf∗(q)) ≤ t2.

Bounding |Pr[E1] − Pr[E2]|. Observe that if event HC happens, C
wins. Since C is a t2-adversaries and H is a (t2, εCR)-collision resistant
hash function, we can bound:

|Pr[E1]− Pr[E2]| ≤ εCR.

Game 3. Let Game 3 be Game 2, where we suppose that for every h̃j

obtained in an invalid verification query, the adversary is not able to ask
a valid verification query (mj′ , τ j

′
) such that hj

′

1 = h̃j1 and hj
′

2 = hj2. Let
E3 be the event that the adversary wins this game.

22i
%
= j means that if i comes from a tag-generation query and j from a verification

query, or viceversa, then, they are considered differently.
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Transition between Game 2 and 3. We build a sequence of qV + 1
games Game 3I I = 0, ..., qE

23. In Game 3I , for the first I verification
queries, if they are invalid, the adversary has never found a value x s.t.
Hs(x) = h̃j1‖h

j
2 where, ∀j = 1, ..., I, where h̃j1 is the check hash computed

during the jth verification query, ∀j = 1, ..., I. Let EI2 be the event that
the adversary wins in Game 2I .

Transition between Game 2i′−1 and Game 2I . Clearly, Game 2I−1

and Game 2I are equal if the following event

PRI :=


∃j ∈ {1, ..., qV + 1} s.t. Vrfyk(cj) 6=⊥
∧hj1 = h̃I1 andhj2 = hI2 where cj is the
jth verification query which is fresh.


does not happen. We build a t3-roPR adversary DI to bound the proba-
bility that event PRI happens.

The DI adversary. The adversary DI = (DI,1,DI,2) is composed by
two adversaries, the first DI,1 knows the hash key and outputs a value y
and the information st he wants to send to DI,2; DI,2 receives a random
value x and he has to find an hash pre-image for x‖y. He is based on AL.
To obtain a hash pre-image for x, the idea is that DI sets y = hI2, h̃I1 := x
and uses a valid forgery (mj , τ j) made by AL where hj1 = h̃I1 and hj2 = hI2
with hj = hj1‖h

j
2 = Hs(m

j). Formally:
At the start of the game, DI is provided a key s. Then, he relays s to
AL. Moreover, he has two lists H and S, which are empty at the start.
When A does an tag-generation query on input mi, DI,1 or DI,2 (1) sim-
ply computes hi = hi1‖hi2 = Hs(m

i) and he adds {(mi, hi){ to H, then,
(2), he lazy samples τ i = f∗(hi2, h

i
1,+1). Finally (3), he answers τ i to A.

This takes time tH and the time needed to lazy sample f∗ once. More-
over, DI,1 (or DI,2 adds {(mi,⊥)} to S
When A asks a verification query on input (mi, τ i), DI,1 or DI,2 first (1),
he computes hi = hi1‖hi1 = Hs(m

i), he adds {(mi, hi)} to H. After that
(2), if (a) it is the Ith verification query and f∗(hI2, τ

I ,−1) has never
been samples, DI,1 outputs hI2 : y and the information st = (s,H), then,
DI,2 receives x and he sets x := h̃I1 = f∗(hi2, τ

I ,−1) 24; otherwise, (b) he

23h̃qV +1 cannot be used as a target in subsequent verification query
24Note that it may be the case that it is not possible to set x = f∗(hI

2, τ
I ,−1) since

f∗ is a tweakable permutation. But, this may happen only if
a either f∗(·, ·,+1) has been sampled on input x
b or if sampling f∗(·, ·,−1) has given x as an output.

This is not a problem. In fact:
a it means that we have asked to sample f∗(y, x,+1). This situation may hap-
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lazy samples h̃i1 = f∗(hi2, tau
i,−1). Finally (3), if hi1 = h̃i1, DI answers

> to A; otherwise, ⊥.
This takes time tH and the time needed to lazy sample f∗ once, if i 6= I;
otherwise no lazy sampling is needed.
When A outputs its forgery (mqV +1, τ qV +1), DI,2 first, (1) he computes
hqV +1 = hqV +1

1 ‖hqV +1
2 = Hs(m

qV +1), he adds
{(mqV +1, hqV +1)} to H, then, (2) he lazy samples
h̃qV +1

1 = f∗(hqV +1
2 , τ qV +1,−1). Finally (3), DI answers > to A if hqV +1

1 =

h̃qV +1
1 ; otherwise, ⊥.

This takes time tH and the time needed to lazy sample f∗ once.
At the end of the game, DI looks into his list H if he finds a pre-image
for x‖y. If he finds it, he outputs the corresponding entry, that is, if
there is an entry (mj , hj) in H s.t. hj = x‖y, he outputs mj ; otherwise,
0n.
Thus, in total, he needs to lazy sample f∗ q − 1 times25. Moreover, he
needs time t+ qtH + tf∗(q−1) ≤ t3.

Bounding |Pr[EI−1
2 ]−Pr[EI2 ]|. Observe that if event PRI happens, DI

wins. Since DI is a t3-adversaries and H is a (t3, εroPR′)-range-oriented
pre-image resistant’ hash function, we can bound:

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ Pr[PRI ] ≤ εroPR′

Bounding |Pr[E2]− Pr[E3]|. Since Game 2 is Game 20 and Game 3 is
Game 2q we can bound

|Pr[E2]− Pr[E3]| ≤
qV∑
I=1

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ qV εroPR′ .

Game 4. In Game 4 we suppose that all verification queries are deemed
invalid (if the ciphertext ci is fresh).

Transition between Game 3 and 4. We build a sequence of qV + 2
games Game 3i i = 0, ..., qV + 1. In Game 3i, for the first i verification

pen only in a tag-generation query. Moreover, when it happens, the input is
the hash of the randomness and the message, that is, x‖y = Hs(m

j) for the
previous jth tag-generation query, thus, DI proceeds normally, lazy sampling
f∗(0, ·,+1). Additionally, he has already found a pre-image for x‖y, which is
precisely mj .

b it means that we have sampled x = h̃j = f∗(hj
2, τ

j ,−1). This situation may
happen only in a verification query. We call this verification query the jth
with J < I. But, since in both games Game 2I− and Game 2I , event PRj

does not happen, so it is impossible that DI wins finding a pre-image for x‖y.

25DI does not have to lazy sample f∗(hI
2, τ

I ,−1) because it is equal to x.



170 APPENDIX B. DETAILED PROOFS

queries, if hi is fresh, then, they are invalid. That is, h̃i1 6= f∗(hi2, τ
i,−1).

Thus, all the first i verification queries are invalid if fresh. Let Ei3 be the
event that the adversary wins in Game 3i.

Bounding |Pr[Ei−1
3 ]−Pr[Ei3]|. Note that the difference between Game

3i−1 and Game 3i are equal if the ith verification query is not both fresh
and valid. Thus:

|Pr[Ei−1
3 ]− Pr[Ei3]| = Pr[ci fresh and valid].

Since we are in Game 3 nor event CR nor events PR1, ..., PRq have
happened. Thus, the only possibility is that f∗(hi2, τ

i,−1) has never
been computed where the ith verification query is (mi, τ i). Thus

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤ 1

2n − qM − i+ 1

since f∗(hi2, τ
i,−1) is picked uniformly at random with the constraint

that f∗(0, ·) remains a permutation, thus, there at most qM + i−1 values
that cannot be picked in B∗. Thus, the probability that f∗(hi2, τ i,−1) =
hi is 1

2n−qM−i+1 .

Bounding |Pr[E3]− Pr[E4]|. Since Game 3 is Game 30 and Game 4 is
Game 3qV +1 we can bound

|Pr[E3]− Pr[E4]| ≤
qV +1∑
i=1

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤

qV +1∑
i=1

1

2n − qM − i+ 1
≤

(qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1
.26

Thus, putting everything together, we can conclude:
Bounding Pr[E0]. Since Pr[E4] = 0 (since, in Game 4, all verification
queries are invalid (if fresh)), we can conclude:

Pr[E0] = Pr[E0]− Pr[E4] =

4∑
i=1

|Pr[Ei−1]− Pr[Ei]| ≤

εsTPRP + εCR + qV εroPR′ + (qV + 1)2−n +
q(q − 1)

2n+1
− qM (qM − 1)

2n+1
.
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B.5 Proof of the CIML2-security of DTE2

Theorem 7. Let H : KH × HM → B′ be a (t2, εCR)-collision resistant
and (t2, εroPR)-range-oriented preimage resistant hash function. Let F∗ :
K∗×B∗×T W → B∗ be a (2q, t1, εsTPRP)-strong tweakable pseudorandom
permutation with a strongly protected implementation. Let F : K × B →
B. Let HM = {0, 1}∗, T W = {0, 1} and B′ = B∗ = K = B = {0, 1}n.
Then, DTE2 which encrypts at most L-block messages is
(qE , qD, t, ε)-CIML2-secure in the unbounded leakage model with

ε ≤ εsTPRP + εCR + qDεroPR + (qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1

where q = qE + qD + 1, t+ tch(1,KH) + tchn(2,B) + q(tH + (2L+ 1)tF) ≤ t1,
t+ tchn(2,B) + q(tH + (2L+ 1)tF) + tf∗(2q)) ≤ t2 and
t+ tchn(2,B) + q(tH + (2L+ 1)tF) + tf∗(2q−1)) ≤ t3.

Proof. As usual, we use a sequence of games.
Game 0. Let Game 0 be the CIML2-game where the (qE , qD, t)-adversary
AL tries to produce a valid and fresh ciphertext when he plays against
DTE2. Let E0 be the event that the adversary wins this game, i.e., that
the output of the game is 1.

Game 1. Let Game 1 be Game 0, where we have replaced the sTPRP F∗

with a tweakable random permutation, named f∗. Let E1 be the event
that the adversary wins this game.

Transition between Game 0 and Game 1. To bound the difference
Pr[E0]−Pr[E1] we build a (2q, t1)-sTPRP adversary B against F∗ based
on A.

The (2q, t1)-sTPRP adversary B. B has to distinguish if he is inter-
acting against an oracle implemented with the sTPRP F∗ or with the
random tweakable permutation f∗. To do this, he uses the
CIML2-adversary A.
At the start of the game, B picks two random values pA, pB uniformly at
random in B with pA 6= pB and a key s for the hash function H uniformly
at random in KH. Then, he relays them to A. Moreover, he picks a list
S, which is empty at the start. This takes time tch(1,KH) + tchn(2,B).
When A does an encryption query on input (ri,mi), B (1) simply com-
putes hi = Hs(r

i‖mi) and he parses mi = (mi
1, ...,m

i
li

), then, (2) he
calls his oracle on input (0, hi,+1), receiving τ i, and (3)he calls again
his oracle on input (1, τ i,+1) obtaining ki0. From ki0, he (4) computes



172 APPENDIX B. DETAILED PROOFS

ci0 = Fki0(pB) ⊕ ri, after that, for every i′ ∈ [1, li], he computes kii′ =

Fki
i′−1

(pA), yi′ = Fki
i′

(pB) and cii′ = yii′ ⊕mi
i′

27. Finally (5), he answers

A ci = (τ i, Ci) with Ci = (ci0, c
i
1, ..., c

i
li

), and the leakage ki0 and he adds
{ci} to S.
This takes time tH + (2li + 1)tF ≤ tH + (2L + 1)tF. Moreover, 2 oracle
queries are needed.
When A asks a decryption query on input ci = (τ i, Ci), B first (1) queries
his oracle on input (1, τ i,+1) obtaining ki0 and he parses
Ci = (ci0, c

i
1, ..., c

i
li

). From ki0, he (2) computes ri = Fki0(pB) ⊕ ci0, after
that, for every i′ ∈ [1, li], he computes kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB)

and mi
i′ = yii′ ⊕ cii′ 28. Then (3), he computes hi = Hs(r

i‖mi) and he
calls his oracle on input (0, τ i,−1), obtaining h̃i. Finally (4), if hi = h̃i,
B answers mi = (mi

1, ...,m
i
li

) to A; otherwise, ⊥.
This takes time tH + (2li + 1)tF ≤ tH + (2L + 1)tF. Moreover, 2 oracle
queries are needed.
When A outputs its forgery cqD+1 = (τ qD+1, CqD+1), B first (1) queries
his oracle on input (1, τ qD+1,+1) obtaining kqD+1

0 and he parses CqD+1 =

(cqD+1
0 , cqD+1

1 , ..., cqD+1

lqD+1). From kqD+1
0 , he (2) computes

rqD+1 = F
k
qD+1
0

(pB)⊕cqD+1
0 , after that, for every i′ ∈ [1, li], he computes

kqD+1
i′ = F

k
qD+1

i′−1

(pA), yqD+1
i′ = F

k
qD+1

i′
(pB) andmqD+1

i′ = yqD+1
i′ ⊕cqD+1

i′
29.

Then (3), he computes hqD+1 = Hs(r
qD+1‖mqD+1) and he calls his oracle

on input (0, τ qD+1,−1), obtaining h̃qD+1. Finally (4), if hqD+1 = h̃qD+1

and cqD+1 /∈ S, B outputs 1; otherwise 0.
This takes time tH +(2lqD+1 +1)tF ≤ tH +(2L+1)tF. Moreover, 2 oracle
queries are needed.
Thus, B does at most 2q queries to his oracle. He needs time t+tch(1,KH)+
tchn(2,B) + q(tH + (2L+ 1)tF) ≤ t1.

Bounding |Pr[E0]−Pr[E1]|. Clearly if the oracle B faces is implemented
with F∗k(·), he correctly simulates Game 0 for A otherwise Game 1. Thus,

|Pr[E0]− Pr[E1]| = |Pr[BF∗k(·) ⇒ 1]− Pr[Bf∗(·) ⇒ 1]| ≤ εsTPRP

where the last inequality is due to the fact that B is a (2q, t1)-adversary
and F∗ is a (2q, t1, εsTPRP)-sTPRP.

27For i′ = li, cii′ = π|mi
i′ |
(yi′)

i ⊕mi
i′

28For i′ = li, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
29For i′ = lqD+1, mqD+1

i′ = π|mqD+1

i′ |(yi′)
qD+1 ⊕ cqD+1

i′
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Game 2. Let Game 2 be Game 1, where we suppose that there are no
collisions for the hash function. Let E2 be the event that A wins this
game.

Transition between Game 1 and Game 2. Clearly, Game 1 and
Game 2 are identical if the following event HC (Hash collision) does not
happen:

HC := {∃i, j ∈ {1, ..., qE} ∪ {1, ..., qD + 1} with i %
= j s.t. hi = hj}.30

To compute this event, we build a t2-CR-adversary C.

The t2-CR-adversary C. C has to find a collision for the hash function
Hs. At the start of the game, he is provided a key s for the hash function.
Moreover, he picks two values pA, pB ∈ B with pA 6= pB. Then, he relays
s, pA and pB to AL. Moreover, he has a list H, which is empty at the
start. This takes time tchn(2,B).
When A does an encryption query on input (ri,mi), C (1) simply com-
putes hi = Hs(r

i‖mi), adds {(ri‖mi, hi)} to H, and he parses mi =
(mi

1, ...,m
i
li

), then, (2) he lazy samples τ i = f∗(0, hi,+1), receiving
τ i, and (3) he lazy samples ki0 = f∗(1, τ i,+1). From ki0, he (4) com-
putes ci0 = Fki0(pB) ⊕ ri, after that, for every i′ ∈ [1, li], he computes
kii′ = Fki

i′−1
(pA), yi′ = Fki

i′
(pB) and cii′ = yii′ ⊕ mi

i′
31. Finally (5), he

answers A ci = (τ i, Ci) with Ci = (ci0, c
i
1, ..., c

i
li

), and the leakage ki0 and
he adds {(ri‖mi, hi)} to H.
This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the time needed
to lazy sample f∗ twice.
When A asks a decryption query on input ci = (τ i, Ci), C first (1) lazy
samples ki0 = f∗(1, τ i,+1) and he parses Ci = (ci0, c

i
1, ..., c

i
li

). From ki0, he
(2) computes ri = Fki0(pB)⊕ ci0, after that, for every i′ ∈ [1, li], he com-
putes kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB) and mi

i′ = yii′ ⊕ cii′ 32. Then (3), he

computes hi = Hs(r
i‖mi), adds {(ri‖mi, hi)} to H, and he lazy samples

h̃i = f∗(0, τ i,−1). Finally (4), if hi = h̃i, C answers mi = (mi
1, ...,m

i
li

)
to A; otherwise, ⊥.
This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the time needed
to lazy sample f∗ twice.
When A asks outputs its forgery cqD+1 = (τ qD+1, CqD+1), C first (1) lazy

30i
%
= j means that if i comes from a encryption query and j from a decryption

query, or viceversa, then, they are considered differently.
31For i′ = li, cii′ = π|mi

i′ |
(yi′)

i ⊕mi
i′

32For i′ = l, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
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samples kqD+1
0 = f∗(1, τ qD+1,+1) and he parses

CqD+1 = (cqD+1
0 , cqD+1

1 , ..., cqD+1

lqD+1). From kqD+1
0 , he (2) computes rqD+1 =

F
k
qD+1
0

(pB)⊕cqD+1
0 , after that, for every i′ ∈ [1, li], he computes kqD+1

i′ =

F
k
qD+1

i′−1

(pA), yqD+1
i′ = F

k
qD+1

i′
(pB) and mqD+1

i′ = yqD+1
i′ ⊕ cqD+1

i′
33. Then

(3), he computes hqD+1 = Hs(r
qD+1‖mqD+1), adds

{(rqD+1‖mqD+1, hqD+1)} toH, and he lazy samples h̃qD+1 = f∗(0, τ qD+1,−1).
This takes time tH+(2lqD+1 +1)tF ≤ tH+(2L+1)tF and the time needed
to lazy sample f∗ twice.
At the end of the game, he looks up the list H to find a collision. If he
finds it, he outputs it; otherwise, 0n and 1n.
Thus, in total, he needs to lazy sample f∗ at most 2q times. Moreover,
he needs time t+ tchn(2,B) + q(tH + (2L+ 1)tF) + tf∗(2q)) ≤ t2.

Bounding |Pr[E1] − Pr[E2]|. Observe that if event HC happens, C
wins. Since C is a t2-adversaries and H is a (t2, εCR)-collision resistant
hash function, we can bound:

|Pr[E1]− Pr[E2]| ≤ εCR.

Game 3. Let Game 3 be Game 2, where we suppose that for every h̃j
obtained in a not valid decryption query, the adversary is not able to
ask a valid decryption query cj′ such that hj′ = h̃j . Let E3 be the event
that the adversary wins this game.

Transition between Game 2 and 3. We build a sequence of qD + 1
games Game 3I I = 0, ..., qE

34. In Game 3I , for the first I decryption
queries, if they are invalid, the adversary has never found a value x s.t.
Hs(x) = h̃j where, ∀j = 1, ..., I, where h̃j is the check hash computed
during the jth decryption query, ∀j = 1, ..., I. Let EI2 be the event that
the adversary wins in Game 2I .

Transition between Game 2i′−1 and Game 2I . Clearly, Game 2I−1

and Game 2I are equal if the following event

PRI :=

{
∃j ∈ {1, ..., qD + 1} s.t. Deck(cj) 6=⊥ ∧hj = h̃I

with cj the jth decryption query which is fresh.

}
does not happen. We build a t3-roPR adversary DI to bound the proba-
bility that event PRI happens.

33For i′ = lqD+1, mqD+1
i′ = π|mqD+1

i′ |(yi′)
qD+1 ⊕ cqD+1

i′

34h̃qD+1 cannot be used as a target in subsequent decryption query
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The DI adversary. The adversary DI receives a random value x, and
he has to find a hash pre-image for it. He is based on AL.
To obtain a hash pre-image for x, the idea is that DI sets h̃I := x and
uses a valid forgery cj made by AL where hj = h̃I with hj = Hs(r

j‖mj)
where (rj ,mj) is the couple randomness-message retrieved during the
jth decryption query. Formally:
At the start of the game, DI is provided a key s for the hash function
and a target value x. Moreover, he picks two values pA, pB ∈ B with
pA 6= pB. Then, he relays s, pA and pB to AL. Moreover, he has two lists
H and S, which are empty at the start. This takes time tchn(2,B).
When A does an encryption query on input (ri,mi), DI (1) simply com-
putes hi = Hs(r

i‖mi), he adds {(ri‖mi, hi){ to H, and he parses mi =
(mi

1, ...,m
i
li

), then, (2), he lazy samples τ i = f∗(0, hi,+1), and (3) he lazy
samples ki0 = f∗(1, τ i,+1). From ki0, he (4) computes ci0 = Fki0(pB)⊕ ri,
after that, for every i′ ∈ [1, li], he computes kii′ = Fki

i′−1
(pA), yi′ =

Fki
i′

(pB) and cii′ = yii′ ⊕mi
i′

35. Finally (5), he answers A ci = (τ i, Ci)

with Ci = (ci0, c
i
1, ..., c

i
li

), and the leakage ki0.
This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the time needed
to lazy sample f∗ twice. Moreover, DI adds {(ci,⊥)} to S
When A asks a decryption query on input ci = (τ i, Ci), DI first (1), he
lazy samples ki0 = f∗(1, τ i,+1) and he parses Ci = (ci0, c

i
1, ..., c

i
li

). From
ki0, he (2) computes ri = Fki0(pB) ⊕ ci0, after that, for every i′ ∈ [1, li],
he computes kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB) and mi

i′ = yii′ ⊕ cii′ 36. Then

(3), he computes hi = Hs(r
i‖mi), he adds {(ri‖mi, hi)} to H. After that

(4), if (a) it is the Ith decryption query and f∗(0, τ I ,−1) has never been
samples, he sets x := h̃I = f∗(0, τ I ,−1) 37; otherwise, (b) he lazy samples

35For i′ = li, cii′ = π|mi
i′ |
(yi′)

i ⊕mi
i′

36For i′ = li, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
37Note that it may be the case that it is not possible to set x = f∗(0, τ I ,−1) since

f∗ is a tweakable permutation. But, this may happen only if
a either f∗(0, ·,+1) has been sampled on input x
b or if sampling f∗(0, ·,−1) has given x as an output.

This is not a problem. In fact:
a it means that we have asked to sample f∗(0, ·,+1). This situation may hap-

pen only in the encryption queries. Moreover, when it happens, the input
is the hash of the randomness and the message, that is, x = Hs(r

j‖mj) for
the previous jth encryption query, thus, DI proceeds normally, lazy sampling
f∗(0, x,+1). Additionally, he has already found a pre-image for x, which is
precisely rj‖mj .

b it means that we have sampled x = h̃j = f∗(0, τ j ,−1). This situation may
happen only in the decryption queries. We call this decryption query the jth
with J < I. But, since in both games Game 2I− and Game 2I , event PRj

does not happen, so it is impossible that DI wins finding a pre-image for x.
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h̃i = f∗(0, τ i,−1). Finally (4), if hi = h̃i, DI answers mi = (mi
1, ...,m

i
li

)
to A; otherwise, ⊥.
This takes time tH + (2li + 1)tF ≤ tH + (2L+ 1)tF and the time needed
to lazy sample f∗ once, if i = I; otherwise, twice.
When A asks outputs its forgery cqD+1 = (τ qD+1, CqD+1), DI first (1)
lazy samples kqD+1

0 = f∗(1, τ qD+1,+1) and he parses
CqD+1 = (cqD+1

0 , cqD+1
1 , ..., cqD+1

lqD+1). From kqD+1
0 , he (2) computes rqD+1 =

F
k
qD+1
0

(pB)⊕cqD+1
0 , after that, for every i′ ∈ [1, li], he computes kqV +1

i′ =

F
k
qD+1

i′−1

(pA), yqD+1
i′ = F

k
qD+1

i′
(pB) and mqD+1

i′ = yqD+1
i′ ⊕ cqD+1

i′
38. Then

(3), he computes hqD+1 = Hs(r
qD+1‖mqD+1), he adds

{(rqD+1‖mqD+1, hqD+1)} to H, and he lazy samples
h̃qD+1 = f∗(0, τ qD+1,−1). Finally (4), DI answers mqD+1 is hqD+1 =
h̃qD+1; otherwise, ⊥.
This takes time tH+(2lqD+1 +1)tF ≤ tH+(2L+1)tF and the time needed
to lazy sample f∗ twice.
At the end of the game, DI looks into his list H if he finds a pre-image
for x. If he finds it, he outputs the corresponding entry, that is, if there
is an entry (rj‖mj , hj) in H s.t. hj = x, he outputs rj‖mj ; otherwise,
0n.
Thus, in total, he needs to lazy sample f∗ 2q − 1 times39. Moreover, he
needs time t+ tchn(2,B) + q(tH + (2L+ 1)tF) + tf∗(2q−1) ≤ t3.

Bounding |Pr[EI−1
2 ]−Pr[EI2 ]|. Observe that if event PRI happens, DI

wins. Since DI is a t3-adversaries and H is a (t3, εroPR)-range-oriented
pre-image resistant hash function, we can bound:

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ Pr[PRI ] ≤ εroPR

Bounding |Pr[E2]− Pr[E3]|. Since Game 2 is Game 20 and Game 3 is
Game 2q we can bound

|Pr[E2]− Pr[E3]| ≤
qD∑
I=1

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ qDεroPR.

Game 4. In Game 4 we suppose that all decryption queries are deemed
invalid (if the ciphertext ci is fresh).

Transition between Game 3 and 4. We build a sequence of qD + 2
games Game 3i i = 0, ..., qD + 1. In Game 3i, for the first i decryption

38For i′ = lqD+1, mqD+1
i′ = π|mqD+1

i′ |(yi′)
qD+1 ⊕ cqD+1

i′

39DI does not have to lazy sample f∗(0, τ I ,−1) because it is equal to x.
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queries, if hi is fresh, then, they are invalid. That is, h̃i 6= f∗(0, τ i,−1).
Thus, all the first i verification queries are invalid if fresh. Let Ei3 be the
event that the adversary wins in Game 3i.

Bounding |Pr[Ei−1
3 ]−Pr[Ei3]|. Note that the difference between Game

3i−1 and Game 3i are equal if the ith decryption query is not both fresh
and valid. Thus:

|Pr[Ei−1
3 ]− Pr[Ei3]| = Pr[ci fresh and valid].

Since we are in Game 3 nor event CR nor events PR1, ..., PRq have
happened. Thus, the only possibility is that f∗(0, τ i,−1) has never been
computed where the ith decryption query is ci = (τ i, Ci). Thus

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤ 1

2n − qE − i+ 1

since f∗(0, τ i,−1) is picked uniformly at random with the constraint that
f∗(0, ·) remains a permutation, thus, there at most qE + i− 1 values that
cannot be picked in B∗. Thus, the probability that f∗(0, τ i,−1) = hi is

1
2n−qE−i+1 .

Bounding |Pr[E3]− Pr[E4]|. Since Game 3 is Game 30 and Game 4 is
Game 3qD+1 we can bound

|Pr[E3]− Pr[E4]| ≤
qD+1∑
i=1

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤

qD+1∑
i=1

1

2n − qE − i+ 1
≤

(qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1
.40

Thus, putting everything together, we can conclude:
Bounding Pr[E0]. Since Pr[E4] = 0 (since, in Game 4, all decryption
queries are invalid (if fresh)), we can conclude:

Pr[E0] = Pr[E0]− Pr[E4] =

4∑
i=1

|Pr[Ei−1]− Pr[Ei]| ≤

εsTPRP + εCR + qDεroPR + (qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1
.



178 APPENDIX B. DETAILED PROOFS

B.6 Proof of the CIML2-security of EDT

Theorem 8. Let H : KH×HM→ {0, 1}n be a (t1, εCR)-collision resis-
tant and (t1, εroPR)-range-oriented preimage resistant hash function. Let
F∗ : K∗ × {0, 1}n × T W → {0, 1}n be a (2q − 1, t1, εsTPRP)-strong tweak-
able pseudorandom permutation with a strongly-protected implementa-
tions. Let F : {0, 1}n × {0, 1}n → {0, 1}n. Let HM = {0, 1}∗ and
T W = {0, 1}.
Then, EDT which encrypts at most L-block messages is (qE , qD, t, ε)-
CIML2-secure in the unbounded leakage model with

εsTPRP + εCR + qDεroPR + (qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1

with q = qE+qD+1, t+tch(1,KH)+tchn(2,B)+qtH+(q−1)(2L−1)tF) ≤ t1,
t+ tchn(2,B) + qtH + (q − 1)(2L− 1)tF + tf∗(2q−1)) ≤ t2
and t+ tchn(2,B) + qtH + (q − 1)(2L− 1)tF + tf∗(2q−2) ≤ t3.

Proof. Game 0. Let Game 0 be the CIML2-game where the (qE , qD, t)-
adversary AL tries to produce a valid and fresh ciphertext when he plays
against EDT. Let E0 be the event that the adversary wins this game,
i.e., that the output of the game is 1.

Game 1. Let Game 1 be Game 0, where we have replaced the sTPRP F∗

with a tweakable random permutation, named f∗. Let E1 be the event
that the adversary wins this game.

Transition between Game 0 and Game 1. To bound the difference
Pr[E0] − Pr[E1] we build a (2q − 1, t1)-sTPRP adversary B against F∗

based on A.

The (2q, t1)-sTPRP adversary B. B has to distinguish if he is inter-
acting against an oracle implemented with the sTPRP F∗ or with the
random tweakable permutation f∗. To do this, he uses the
CIML2-adversary A.
At the start of the game, B picks two random values pA, pB uniformly at
random in B with pA 6= pB and a key s for the hash function H uniformly
at random in KH. Then, he relays them to A. Moreover, he picks a list
S, which is empty at the start. This takes time tch(1,KH) + tchn(2,B).
When A does an encryption query on input (ri,mi), B first, (1) he
calls his oracle on input (0, ri,+1), obtaining ki1 and he parses mi =
(mi

1, ...,m
i
li

). From ki1, he (2) computes ci1 = Fki0(pB) ⊕mi
1, after that,

for every i′ ∈ [2, li], he computes kii′ = Fki
i′−1

(pA), yi′ = Fki
i′

(pB) and
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cii′ = yii′ ⊕mi
i′

41. Then, (3) he simply computes hi = Hs(r
i‖Ci) with

Ci = (ci0, c
i
1, ..., c

i
li

), after that, (4) he calls his oracle on input (1, hi,+1),
receiving τ i, Finally (5), he answers A ci = (Ci, τ i) and the leakage ki1
and he adds {ci} to S.
This takes time tH + (2li − 1)tF ≤ tH + (2L − 1)tF. Moreover, 2 oracle
queries are needed.
When A asks a decryption query on input (ri, ci) with ci = (Ci, τ i), B
first, (1) he computes hi = Hs(r

i‖Ci) and (2) he calls his oracle on input
(1, τ i,−1), obtaining h̃i. Then (3), if hi 6= h̃i, B (3a) answers to A and the
leakage h̃i and stops the execution; otherwise, (3b) he queries his oracle
on input (0, ri,+1) obtaining ki1 and he parses Ci = (ci0, c

i
1, ..., c

i
li

). From
ki1, he (4b) computes mi

1 = Fki1(pB)⊕ ci1, after that, for every i′ ∈ [2, li],
he computes kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB) and mi

i′ = yii′ ⊕ cii′ 42. Fi-

nally (5b), B answers mi = (mi
1, ...,m

i
li

) and the leakage ki1 to A
This takes time tH + (2li − 1)tF ≤ tH + (2L − 1)tF. Moreover, 2 oracle
queries are needed.
When A outputs its forgery (rqD+1, cqD+1) with cqD+1 = (CqD+1, τ qD+1),
B first, (1) he computes hqD+1 = Hs(r

qD+1‖mqD+1) and (2) he calls his
oracle on input (1, τ qD+1,−1), obtaining h̃qD+1. Then (3), if hqD+1 =
h̃qD+1 and cqD+1 /∈ S, B outputs 1; otherwise 0.
This takes time tH. Moreover, one oracle query is needed.
Thus, B does at most 2q − 1 queries to his oracle. He needs time
t+ tch(1,KH) + tchn(2,B) + qtH + (q − 1)(2L− 1)tF) ≤ t1.

Bounding |Pr[E0]−Pr[E1]|. Clearly if the oracle B faces is implemented
with F∗k(·), he correctly simulates Game 0 for A otherwise Game 1. Thus,

|Pr[E0]− Pr[E1]| = |Pr[BF∗k(·) ⇒ 1]− Pr[Bf∗(·) ⇒ 1]| ≤ εsTPRP

where the last inequality is due to the fact that B is a (2q − 1, t1)-
adversary and F∗ is a (2q − 1, t1, εsTPRP)-sTPRP.

Game 2. Let Game 2 be Game 1, where we suppose that there are no
collisions for the hash function. Let E2 be the event that A wins this
game.

Transition between Game 1 and Game 2. Clearly, Game 1 and
Game 2 are identical if the following event HC (Hash collision) does not

41For i′ = li, cii′ = π|mi
i′ |
(yi′)

i ⊕mi
i′

42For i′ = li, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
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happen:

HC := {∃i, j ∈ {1, ..., qE} ∪ {1, ..., qD + 1} with i %
= j s.t. hi = hj}.43

To compute this event, we build a t2-CR-adversary C.

The t2-CR-adversary C. C has to find a collision for the hash function
Hs. At the start of the game, he is provided a key s for the hash function.
Moreover, he picks two values pA, pB ∈ B with pA 6= pB. Then, he relays
s, pA and pB to AL. Moreover, he has a list H, which is empty at the
start. This takes time tchn(2,B).
When A does an encryption query on input (ri,mi), C first, (1) he lazy
samples ki1 = f∗(0, τ i,+1), and he parses mi = (mi

1, ...,m
i
li

). From ki0,
he (2) computes ci1 = Fki0(pB) ⊕mi

1, after that, for every i′ ∈ [2, li], he
computes kii′ = Fki

i′−1
(pA), yi′ = Fki

i′
(pB) and cii′ = yii′ ⊕mi

i′
44. Then,

(3) he simply computes hi = Hs(r
i‖Ci) with Ci = (ci1, ..., c

i
li

), adds
{(ri‖Ci, hi)} to H, after that, (4) he lazy samples τ i = f∗(1, hi,+1), re-
ceiving τ i. Finally (5), he answers A ci = (Ci, τ i) and the leakage ki1.
This takes time tH + (2li − 1)tF ≤ tH + (2L− 1)tF and the time needed
to lazy sample f∗ twice.
When A asks a decryption query on input (ri, ci) with ci = (Ci, τ i), C
first, (1) he computes hi = Hs(r

i‖Ci), adds {(ri‖Ci, hi)} to H, and (2)
he lazy samples h̃i = f∗(1, τ i,−1). Then, (3), if hi 6= h̃i, (3a) C an-
swers to A ⊥ and the leakage h̃ito A; otherwise, (3b) he lazy samples
ki1 = f∗(1, τ i,+1) and he parses ci = (ci1, ..., c

i
li

). From ki0, he (4b) com-
putes mi

1 = Fki1(pB) ⊕ ci1, after that, for every i′ ∈ [2, li], he computes
kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB) and mi

i′ = yii′ ⊕ cii′ 45. Finally (5b), C

answers mi = (mi
1, ...,m

i
li

) to A.
This takes time tH + (2li − 1)tF ≤ tH + (2L− 1)tF and the time needed
to lazy sample f∗ twice.
When A asks outputs its forgery (rqD+1, cqD+1) with
cqD+1 = (CqD+1, τ qD+1), C first, (1) he computes hqD+1 = Hs(r

qD+1‖CqD+1)
and he adds
{(rqD+1‖CqD+1, hqD+1)} to H, and (2) he lazy samples
h̃qD+1 = f∗(1, τ qD+1,−1).
This takes time tH+ and the time needed to lazy sample f∗ once.
At the end of the game, he looks up the list H to find a collision. If he

43i
%
= j means that if i comes from a encryption query and j from a decryption

query, or viceversa, then, they are considered differently.
44For i′ = li, cii′ = π|mi

i′ |
(yi′)

i ⊕mi
i′

45For i′ = l, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
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finds it, he outputs it; otherwise, 0n and 1n.
Thus, in total, he needs to lazy sample f∗ at most 2q − 1 times. More-
over, he needs time t+ tchn(2,B) +qtH+(q−1)(2L−1)tF)+ tf∗(2q−1)) ≤ t2.

Bounding |Pr[E1] − Pr[E2]|. Observe that if event HC happens, C
wins. Since C is a t2-adversaries and H is a (t2, εCR)-collision resistant
hash function, we can bound:

|Pr[E1]− Pr[E2]| ≤ εCR.

Game 3. Let Game 3 be Game 2, where we suppose that for every h̃j
obtained in a not valid decryption query, the adversary is not able to
ask a valid decryption query cj′ such that hj′ = h̃j . Let E3 be the event
that the adversary wins this game.

Transition between Game 2 and 3. We build a sequence of qD + 1
games Game 3I I = 0, ..., qE

46. In Game 3I , for the first I decryption
queries, if they are invalid, the adversary has never found a value x s.t.
Hs(x) = h̃j where, ∀j = 1, ..., I, where h̃j is the check hash computed
during the jth decryption query, ∀j = 1, ..., I. Let EI2 be the event that
the adversary wins in Game 2I .

Transition between Game 2i′−1 and Game 2I . Clearly, Game 2I−1

and Game 2I are equal if the following event

PRI :=

{
∃j ∈ {1, ..., qD + 1} s.t. Deck(cj) 6=⊥ ∧hj = h̃I

with cj the jth decryption query which is fresh.

}
does not happen. We build a t3-roPR adversary DI to bound the proba-
bility that event PRI happens.

The DI adversary. The adversary DI receives a random value x, and
he has to find a hash pre-image for it. He is based on AL.
To obtain a hash pre-image for x, the idea is that DI sets h̃I := x and
uses a valid forgery (rj , cj) with cj = (Cj , τ j) made by AL where hj = h̃I

with hj = Hs(r
j‖Cj) where (rj ,mj) is the couple randomness-message

retrieved during the jth decryption query. Formally:
At the start of the game, DI is provided a key s for the hash function
and a target value x. Moreover, he picks two values pA, pB ∈ B with
pA 6= pB. Then, he relays s, pA and pB to AL. Moreover, he has two lists
H and S, which are empty at the start. This takes time tchn(2,B).

46h̃qD+1 cannot be used as a target in subsequent decryption query
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When A does an encryption query on input (ri,mi), DI first, (1) he lazy
samples ki1 = f∗(0, ri,+1), and he parses mi = (mi

1, ...,m
i
li

). From ki1,
he (2) computes ci1 = Fki1(pB) ⊕mi

1, after that, for every i′ ∈ [2, li], he
computes kii′ = Fki

i′−1
(pA), yi′ = Fki

i′
(pB) and cii′ = yii′ ⊕mi

i′
47. Then,

(3) he simply computes hi = Hs(r
i‖Ci) with Ci = (ci1, ..., c

i
li

), and he
adds {(ri‖Ci, hi){ to H, after that, (4) he lazy samples τ i = f∗(1, hi,+1).
Finally (5), he answers A ci = (Ci, τ i) and the leakage ki1.
This takes time tH + (2li − 1)tF ≤ tH + (2L− 1)tF and the time needed
to lazy sample f∗ twice. Moreover, DI adds {(ci,⊥)} to S
When A asks a decryption query on input (ri, ci) with ci = (Ci, τ i),
DI first (1), he computes hi = Hs(r

i‖Ci), and he adds {(ri‖Ci, hi)} to
H. After that (2), if (a) it is the Ith decryption query and f∗(1, τ I ,−1)
has never been samples, he sets x := h̃I = f∗(0, τ I ,−1) 48; otherwise,
(b) he lazy samples h̃i = f∗(1, τ i,−1). Then, (3), if hi 6= h̃i, (3c) DI
answers to A ⊥ and the leakage h̃i; otherwise, (3d) he lazy samples
ki1 = f∗(0, τ i,+1) and he parses Ci = (ci1, ..., c

i
li

). From ki1, (4d) he com-
putes mi

1 = Fki1(pB) ⊕ ci1, after that, for every i′ ∈ [2, li], he computes
kii′ = Fki

i′−1
(pA), yii′ = Fki

i′
(pB) and mi

i′ = yii′ ⊕ cii′ 49. Finally, he (5)

answers to A mi = (mi
1, ...,m

i
li

) and the leakage ki1.
This takes time tH + (2li − 1)tF ≤ tH + (2L− 1)tF and the time needed
to lazy sample f∗ once, if i = I; otherwise, twice.
When A asks outputs its forgery (rqD+1, cqD+1) with
cqD+1 = (CqD+1, τ qD+1), DI first, (1) he computes hqD+1 = Hs(r

qD+1‖CqD+1),
and he adds
{(rqD+1‖CqD+1, hqD+1)} toH, then, (2) he lazy samples h̃qD+1 = f∗(1, τ qD+1,−1).
This takes time tH and the time needed to lazy sample f∗ once.

47For i′ = li, cii′ = π|mi
i′ |
(yi′)

i ⊕mi
i′

48Note that it may be the case that it is not possible to set x = f∗(1, τ I ,−1) since
f∗ is a tweakable permutation. But, this may happen only if

a either f∗(1, ·,+1) has been sampled on input x
b or if sampling f∗(1, ·,−1) has given x as an output.

This is not a problem. In fact:
a it means that we have asked to sample f∗(1, x,+1). This situation may happen

only in an encryption query. Moreover, when it happens, the input is the hash
of the randomness and the message, that is, x = Hs(r

j‖Cj) for the previous
jth encryption query, thus, DI proceeds normally, lazy sampling f∗(1, ·,+1).
Additionally, he has already found a pre-image for x, which is precisely rj‖Cj .

b it means that we have sampled x = h̃j = f∗(1, τ j ,−1). This situation may
happen only in a decryption query. We call this decryption query the jth with
J < I. But, since in both games Game 2I− and Game 2I , event PRj does not
happen, so it is impossible that DI wins finding a pre-image for x.

49For i′ = li, mi
i′ = π|mi

i′ |
(yi′)

i ⊕ cii′
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At the end of the game, DI looks into his list H if he finds a pre-image
for x. If he finds it, he outputs the corresponding entry, that is, if there
is an entry (rj‖mj , hj) in H s.t. hj = x, he outputs rj‖mj ; otherwise,
0n.
Thus, in total, he needs to lazy sample f∗ 2q − 2 times50. Moreover, he
needs time t+ tchn(2,B) + qtH + (q − 1)(2L− 1)tF) + tf∗(2q−2) ≤ t3.

Bounding |Pr[EI−1
2 ]−Pr[EI2 ]|. Observe that if event PRI happens, DI

wins. Since DI is a t3-adversaries and H is a (t3, εroPR)-range-oriented
pre-image resistant hash function, we can bound:

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ Pr[PRI ] ≤ εroPR

Bounding |Pr[E2]− Pr[E3]|. Since Game 2 is Game 20 and Game 3 is
Game 2q we can bound

|Pr[E2]− Pr[E3]| ≤
qD∑
I=1

|Pr[EI−1
2 ]− Pr[EI2 ]| ≤ qDεroPR.

Game 4. In Game 4 we suppose that all decryption queries are deemed
invalid (if the ciphertext ci is fresh).

Transition between Game 3 and 4. We build a sequence of qD + 2
games Game 3i i = 0, ..., qD + 1. In Game 3i, for the first i decryption
queries, if hi is fresh, then, they are invalid. That is, h̃i 6= f∗(0, τ i,−1).
Thus, all the first i verification queries are invalid if fresh. Let Ei3 be the
event that the adversary wins in Game 3i.

Bounding |Pr[Ei−1
3 ]−Pr[Ei3]|. Note that the difference between Game

3i−1 and Game 3i are equal if the ith decryption query is not both fresh
and valid. Thus:

|Pr[Ei−1
3 ]− Pr[Ei3]| = Pr[ci fresh and valid].

Since we are in Game 3 nor event CR nor events PR1, ..., PRq have
happened. Thus, the only possibility is that f∗(1, τ i,−1) has never been
computed where the ith decryption query is (ri, ci) with ci = (Ci, τ i).
Thus

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤ 1

2n − qE − i+ 1

since f∗(1, τ i,−1) is picked uniformly at random with the constraint that
f∗(1, ·) remains a permutation, thus, there at most qE + i− 1 values that

50DI does not have to lazy sample f∗(0, τ I ,−1) because it is equal to x.



184 APPENDIX B. DETAILED PROOFS

cannot be picked in B∗. Thus, the probability that f∗(0, τ i,−1) = hi is
1

2n−qE−i+1 .

Bounding |Pr[E3]− Pr[E4]|. Since Game 3 is Game 30 and Game 4 is
Game 3qD+1 we can bound

|Pr[E3]− Pr[E4]| ≤
qD+1∑
i=1

|Pr[Ei−1
3 ]− Pr[Ei3]| ≤

qD+1∑
i=1

1

2n − qE − i+ 1
≤

(qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1
.51

Thus, putting everything together, we can conclude:
Bounding Pr[E0]. Since Pr[E4] = 0 (since, in Game 4, all decryption
queries are invalid (if fresh)), we can conclude:

Pr[E0] = Pr[E0]− Pr[E4] =
4∑
i=1

|Pr[Ei−1]− Pr[Ei]| ≤

εsTPRP + εCR + qDεroPR + (qD + 1)2−n +
q(q − 1)

2n+1
− qE(qE − 1)

2n+1
.

B.7 Proof of the CIML2-security of CONCRETE

Theorem 9. Let F∗ : K∗×B∗×T W∗ → B∗ be a leak free (q+1, εsTPRP)-
strong tweakable pseudorandom permutation (sTPRP), let F : K×B → B
be a (2, εPRF)-pseudorandom function (PRF) and let H : KH×HM→ B′
be a εCR-collision resistant hash function. Let B∗ = K = B and T W∗ =
B′. Let B = {0, 1}n.
Then, the mode CONCRETE, which encrypts messages which are at most
L-block long, is (qE , qD, ε)-CIML2 secure in the unbounded leakage model
with

ε ≤ εsTPRP +
(qE + qD)(qE + qD − 1)

2n+1
+ εCR+

(qD + 1)(L+ 1)(qD + 2qE)

2n+1
+
qD + 1

2n
+ (qD + 1)εPRF.

with q = qE + qD and

t1 = tch′ + (q + 1)(tH + (2L+ 1)tF)

t2 = tch′ + (q + 1)(tH + (2L+ 1)tF) + tf(Q+1).
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Proof. We use a series of games. For simplicity, we call the decryption
query induced by the output of AL as the qD + 1 decryption query.

Game 0. This is the real CIML2 game where AL attacks scheme CONCRETE.
Let E0 be the event that AL wins Game 0.

Game 1. In this game, we replace sTPRP F∗k(·, ·) with the random
tweakable permutation f∗(·, ·). Let E1 be the event that AL wins Game
1.

Transition from Game 0 to Game 1. It is easy to build a (q+1, t+t1)-
sTPRP adversary B whose sTPRP advantage is |Pr[E0]− Pr[E1]|.

The sTPRP adversary B. The adversary B has access to an oracle
which is either implemented either via F∗k(·, ·) and F∗,−1

k (·, ·) or via f∗(·, ·)
and f∗,−1(·, ·)52. B has to distinguish the situations. In detail:
At the start of the game, B picks 2 constants pA, pB ∈ {0, 1}n with
pA 6= pB and a key s $← KH and sends to AL (pA, pB, s). Moreover, B
sets S as an empty set.
When A does an encryption query on input (ri,mi), withmi = (mi

1, ...,m
i
li

),
B simply (1) sets ki0 := ri, then, (2) from the ephemeral key ki0, he com-
putes (ci0, ..., c

i
li

) 53 54, after that, (3) he computes hi = Hs(c
i
0‖...‖cili)

and (4) he queries his oracle on input (hi, ki0,+1) obtaining ci
li+1

, finally
(5) B answers A ci with ci = (ci0, ..., c

i
li
, ci
li+1

)55. Then, he updates the
set S, adding the ciphertext ci. For every encryption query B does 1 or-
acle query, moreover, he evaluates F 2li + 1 ≤ 2L+ 1 times and once the
hash function H; thus, answering to A takes at most (2L+1)tF+tH time.
When Amakes a decryption query on input cj with cj = (cj0, ..., c

j
lj
, cj
lj+1

),
B (1) computes the hash hj = Hs(c

j
0, ..., c

j
lj

), (2) queries his oracle on in-
put (hj , cj

lj+1
,−1) obtaining kj0, (3) computes c̃j0 = F

kj0
(pB), then (4)

if cj0 6= c̃j0 he sets mj =⊥, that is, he answers “invalid", otherwise, (5)
from kj0, B is able to compute mj = (mj

1, ...,m
j
lj

)56 57, finally, (6) B sets
LD(cj , k) := kj0 and he answers (mj , kj0). For every decryption query B
does 1 oracle query, moreover, he evaluates once the hash function H,

52To make notation simpler, the adversary uses the third input, which is either +1
or −1 to distinguish if he is doing an evaluation query or an inverse query.

53Via ci = yi ⊕mi with yi = Fki(pB) and ki = Fki−1(pA)
54If i = l, ci = π|mi

li
|(y

i)⊕mi

55We have already showed that we can assume that there is no leakage in encryption.
56Via mi = yi ⊕ ci with yi = Fki(pB) and ki = Fki−1(pA)
57If i = l, mi = π|ci

li
|(y

i)⊕mi
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once F if cj is deemed invalid, otherwise 2lj + 1 ≤ 2L + 1 times; thus,
answering to A takes at most (2L+ 1)tF + tH time.
When A outputs the challenge ciphertext c = cqD+1, B proceeds as for
the others decryption queries. Thus, he uses for this decryption query
again 1 oracle query and at most time (2L+ 1)tF + tH. If the decryption
query c is valid and c /∈ S, B outputs 1, 0 otherwise.
Thus B runs in time bounded by t + (q + 1)(tH + (2L + 1)tF) and does
at most q + 1 oracle queries.

Bounding |Pr[E0] − Pr[E1]| ≤ εsTPRP. Clearly if the oracle is im-
plemented with (F∗k(·, ·),F

∗,−1
k (·, ·)) B is correctly simulating Game 0;

otherwise, Game 1.

Thus Pr[BF∗k(·,·),F∗,−1
k (·,·) ⇒ 1] = Pr[A wins Game 0] = Pr[E0]

and Pr[Bf∗(·,·),f∗,−1(·,·) ⇒ 1] = Pr[A wins Game 1] = Pr[E1].

Consequently

|Pr[E0]− Pr[E1]| =
∣∣∣Pr[BF∗k(·,·),F∗,−1

k (·,·) ⇒ 1]− Pr[Bf∗(·,·),f∗,−1(·,·) ⇒ 1]
∣∣∣

which is bounded by εsTPRP since F∗(·, ·) is a a (q+1, t+(q+1)(tH+(2L+
1)tF), εsTPRP)-strong tweakable pseudorandom permutation (sTPRP) and
B is a (q + 1, t+ (q + 1)(tH + (2L+ 1)tF)-sTPRP adversary.

Game 2. Game 2 is Game 1, where we suppose that all hash values
hi are different provided that their inputs are different. Let E2 be the
event that A wins Game 2.

Transition between Game 1 and Game 2. We introduce a failure
event HC, so defined:

HC :=

{
∃i, i′ ∈ {1, ..., qE} ∪ {1, ..., qD+1}, i

%
6= i′

s.t. hi = hi
′and (ci0, ..., c

i
li

) 6= (ci
′

0 , ..., c
i′

li′
)

}

(With the symbol
%
6= we mean that the inequality i 6= i′ always holds if

one index is picked from {1, ..., qE} and the other from {1, ..., qD+1})
To compute the probability of event HC, which clearly consists on a col-
lision for the hash function Hs, we build a collision resistant adversary C.

The (0, t + (q + 1)(tH + (2L + 1)tF) + tf(q+1)) collision resistance
adversary C. The collision resistant adversary C wants to output a
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collision for the hash function Hs(·) he has access to and he is based
on the CIML2 adversary A. To emulate either Game 1 or Game 2 for
AL, C simply picks two values pA, pB ← {0, 1}n and a tweakable ran-
dom permutation f∗. To make the adversary more efficient we allow him
to lazy sample [17] the tweakable random permutation f∗. Then he be-
haves as adversary B emulating Game 0 (or 1) for A with two differences:
first, to obtain cil+1 in encryption queries (step 4) and kj0 in decryption
queries (step 2), instead of querying his oracle and using its answers, C
lazy samples f∗(·, ·); second, he has a list H which he updates adding
(hi, (ci0, ..., c

i
li

)) every time he has to compute the hash function Hs(·)
(that is, he keeps track of all inputs and outputs of the hash function).
At the end of the game, C looks up into his list H if he finds a collision: if
it is the case, he outputs it, otherwise he outputs (0, 1). C does no query
and he runs in time bounded by t + (q + 1)(tH + (2L + 1)tF) + tf(q+1),
where tf(q+1) is the time needed to lazy sample f∗ q + 1 times.

Bounding Pr[HC]. If event HC happens, clearly C wins because he
has output a collision. Thus

Pr[HC] ≤ Pr[C produces a collision] ≤ εCR

since the hash function H is (t+ (q + 1)(tH + (2L+ 1)tF) + tf(q+1), εCR)-
collision resistant and C is a t+(q+1)(tH+(2L+1)tF)+tf(q+1))-adversary.

Bounding |Pr[E1]− Pr[E2]|. Since Game 1 and Game 2 are identical if
event HC does not happen, then,

Pr[E1] ≤ Pr
[
E2] + Pr[HC] ≤ Pr[E2] + εcr.

Game 3. Game 3 is Game 2, where we suppose that all fresh decryp-
tion queries are invalid. Let E3 be the probability that A wins Game 3.
Clearly Pr[E3] = 0.

Transition between Game 2 and 3. To bound the difference |Pr[E2]−
Pr[E3]|, we build a sequence of qD + 2 games Game 20, ..., Game 2qD+1.

Game 2i. Game 2i is Game 2 where the first i decryption queries cj , for
j = 1, ..., i, if they are fresh, are answered with (⊥, kj0) with kj0 = LD(cj).
Let Ei2 be the event that adversary wins Game 2i.
Clearly, Game 2 is Game 20 and Game 3 is Game 2qD+2.

Transition between Game 2i−1 and Game 2i. We observe that the
only difference between Game 2i−1 and Game 2i is how the ith decryption
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query is treated. Consider the following event:

Fi := { the ith decryption query is valid and fresh}

If event Fi does not happen, Game 2i−1 and Game 2i are indistinguish-
able since the answer to the ith decryption query is the same. Thus:∣∣Pr[Ei−1

2 ]− Pr[Ei2]
∣∣ ≤ Pr[Fi].

Bounding Pr[Fi]. Let ci = (ci0, c
i
1, ..., c

i
li
, ci
li+1

) be the ith decryption
query. There are two possibilities:

F 1 The partial ciphertext (ci0, ..., cli) is fresh,

F 2 The partial ciphertext (ci0, ..., cli) is not fresh

Clearly, every fresh ciphertext falls in exactly one of the previous case.
We call event F ji event F j ∩ Fi.

Event F 1
i . Since the partial ciphertext (ci0, ..., c

i
li

) is fresh, then, its hash
hi is fresh because event HC has not happened. That is, there are no
collisions for the hash function. Since at least one of the input (the tweak
in this case, which is equal to hi) of the tweakable random permutation
f∗,−1 is fresh, then, ki0 := f∗,−1(hi, ci

li
) is picked uniformly at random via

lazy sampling of the tweakable random permutation. Thus, event F 1
i

happens only if Fki0(pB) = ci0 for a random key. This event is called COi

(collision output). To compute Pr[COi], we introduce Game 3i where,
we replace Fki0(·) with the random function fi(·) in the computation of
the ith decryption query.

Game 3i. Game 3i is Game 2i where we replace in the ith decryption
query Fki0 with the random function fi0. We call event COi2 the event
that ci0 = c̃i0 in Game 2i, and event COi3 the event that ci0 = c̃i0 in Game
3i.

Transition between Game 2i and Game 3i. To do it, we build a
(2, t+ (q + 1)(tH + (2L+ 1)tF) + tf(q+1))-PRF adversary Di based on A.

The (2, t+(q+1)(tH+(2L+1)tF)+tf(q+1))-PRF adversary Di. The PRF
adversary Di has access to an oracle which is implemented either with
Fki0(·) where ki0 is a key picked uniformly at random or with a random
function fi(·). Di has to distinguish the two situations. To emulate Game
2i for A, Di simply picks two values pA, pB ← {0, 1}n, a key for the hash
function, s $← KH, and a tweakable random permutation f∗, which, for
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efficiency, he lazy samples. Then, he behaves as adversary C emulating
Game 1 for AL, before the ith decryption query. When Di receives the
ith decryption query on input ci = (ci0, ..., c

i
li
, ci
li+1

), by hypothesis (F 1)
the partial ciphertext is fresh, thus, its hash hi is fresh (HC). Then,
Di calls his oracle on input pB, receiving y as an answer and he sets
c̃i0 = y. After that, he calls his oracle on input pA receiving y′ and he
sets ki1 = y′. Moreover, he picks a random key k̃i0 and he sets the leakage
LD(ci; k) = k̃i0. From now on, he behaves as C in Game 1. At the end of
the game, if c̃i0 = ci0, Di outputs 1, otherwise he outputs 0. Di does only
two queries to his oracle, and he runs in time bounded by

t+(qE+i−1)(tH+(2L+1)tF)+tf(q+1) ≤ t+(q+1)(tH+(2L+1)tF)+tf(q+1).

(Even if adversary Di had not answered correctly to the ith decryption
query, or if he had not simulated the game correctly after that query, this
would not have created any problem since Di’s output does not depend
on what the adversary AL does after his ith decryption query.)
Moreover, concerning the correctness of the simulation, we observe that,
if the key ki0 is a key which has already been used in the game as a key for
F during a previous encryption or decryption query, it is not possible to
replace Fki0(·) with a random function only in the ith decryption query.
Apart from this case, the computation of c̃i0 is correctly simulated if
the oracle is implemented with fi(·) for Game 3i, while if the oracle
is implemented with Fki0(·) for a random key ki0, Game 2i is correctly
simulated by Di. Thus, we define the event KCi (key collision):

KCi :=

{
∃ a previous encryption query (rj ,mj)

or ∃ a previous decryption query cj
s.t. ∃λ s.t. ki0 = kjλ

}

where among encryption queries j can run only among the encryption
queries A has done before the ith decryption query, (which are ≤ qE)
and with the first i− 1 decryption queries.

Bounding Pr[KC]i. Since ki0 is randomly picked and since there are
at most i − 1 + qE possible values that it cannot have, we can bound
Pr[KCi] ≤ qE(L+1)+(i−1)(L+1)

2n .

Bounding
∣∣Pr[COi2]− Pr[COi3]

∣∣. Since Di is a (2, t+(q+1)(tH +(2L+
1)tF) + tf(q+1))-PRF adversary and F(·) is a (2, t + (q + 1)(tH + (2L +
1)tF) + tf(q+1), εPRF)-PRF secure, thus∣∣Pr[COi2]− Pr[COi3]

∣∣ =
∣∣∣Pr[D

F
ki0

(·) ⇒ 1]− Pr[Dfi(·) ⇒ 1]
∣∣∣ ≤ εPRF.
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Bounding Pr[COi3]. We can compute Pr[COi3] = 2−n, since fi0(·) is a
random function, thus, the probability that c̃i0 is equal to ci0 is equal to
|T |−1 with T the target space of the function fi0(·).

We are finally able to bound Pr[F 1
i ]:

Bounding Pr[F 1
i ]. If Di simulates correctly event F 1

i happens iff event
CO2

i happens, thus

Pr[F 1
i ] ≤ Pr[KCi]+Pr[COi2] ≤ Pr[KCi]+Pr[COi3]+

∣∣Pr[COi2]− Pr[COi3]
∣∣

Using the previous results, we obtain:

Pr[F 1
i ] ≤ Pr[KCi] + Pr[COi3] +

∣∣Pr[COi2]− Pr[COi3]
∣∣ ≤

qE(L+ 1) + (i− 1)(L+ 1)

2n
+ 2−n + εPRF =

qE(L+ 1) + (i− 1)(L+ 1) + 1

2n
+ εPRF

Bounding Pr[F 2
i ]. Now the partial ciphertext (ci0, ..., c

i
li

) is not fresh
and it has been obtained in encryption58 and/or decryption queries.
Now we can reuse everything we used to bound Pr[F 1

i ] since cli+1 is
fresh with respect to the partial ciphertext (ci0, ..., c

i
li

) and thus ki0 is
fresh. Consequently, it is uniformy picked at random. Still, Pr[KCi] ≤
qE(L+1)+(i−1)(L+1)

2n . Consequently we can bound

Pr[F 2
i ] ≤ Pr[KCi] + Pr[COi3] +

∣∣Pr[COi2]− Pr[COi3]
∣∣ ≤

qE(L+ 1) + (i− 1)(L+ 1)

2n
+ 2−n + εPRF =

qE(L+ 1) + (i− 1)(L+ 1) + 1

2n
+ εPRF

Bounding Pr[Fi]. Since Pr[Fi] ≤ max{Pr[F 1
i ],Pr[F 2

i ]} we have bounded

Pr[Fi] ≤
qE(L+ 1) + (i− 1)(L+ 1) + 1

2n
+ εPRF

Bounding
∣∣Pr[A wins Game 2i−1]− Pr[A wins Game 2i]

∣∣. We have
already proved that

∣∣Pr[A wins Game 2i−1]− Pr[A wins Game 2i]
∣∣ ≤ Pr[Fi]

thus we obtain that∣∣Pr[A wins Game 2i−1]− Pr[A wins Game 2i]
∣∣ ≤ Pr[Fi] ≤

58This may be done finding at most qE different keys k10, ..., k
qE
0 s.t. Fk1

0
(pB) = ... =

Fk
qE
0

(pB) [very unlikely, but possible] and choosing mi
j = m1

j ⊕ Fk1
j
(pB) ⊕ Fki

j
(pB).

This can be done since the adversary chooses the ki0s so he can anticipates all the
values Fki

j
(pB) for every i and j. This is related to what we explain for the tidiness
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qE(L+ 1) + (i− 1)(L+ 1)

2n
+ εPRF

Bounding |Pr[A wins Game 3]− Pr[A wins Game 2]|. Since Game
2 is Game 20 and Game 3 is Game 2qD+1 we have:

|Pr[A wins Game 3]− Pr[A wins Game 2]| ≤

qD+1∑
i=1

∣∣Pr[A wins Game 2i−1]− Pr[A wins Game 2i]
∣∣ ≤

qD+1∑
i=1

(
qE(L+ 1) + (i− 1)(L+ 1) + 1

2n
+ εPRF

)
=

(qD + 1)qE(L+ 1)

2n
+

qD(qD+1)(L+1)
2

2n
+
qD + 1

2n
+ (qD + 1)εPRF =

(qD + 1)(L+ 1)(q + qE)

2n+1
+
qD + 1

2n
+ (qD + 1)εPRF

Bounding Pr[E3]. Since all fresh decryption queries are deemed invalid
in Game 3 there is no possibility that the adversary wins such Game
thus Pr[E3] = 0.

We now are able to finally conclude the proof.
Bounding Pr[E0]. Using all the bounds about the event Ei (i = 0, ..., 3)
we obtain that

Pr[E0] ≤ εsTPRP+εCR+
(qD + 1)(L+ 1)(q + qE)

2n+1
+
qD + 1

2n
+(qD+1)εPRF

Observation on the bound Since we have supposed that all k0 used in
the decryption query are different (and different from all other ephemeral
keys), the previous bound covers also the difference εsTPRP \ εtprf if we
see F∗ as a tweakable PRF, (that is, if F∗k(·, ·) is indistinguishable from a
random function with the same signature).

Observation on the proof The constraint, which we use for F, is
stronger than what is, in reality, necessary, but, since, anyway we need
that F is a (2, t, εPRF) to prove the pAE security (see the eprint ver-
sion [28]) we assume this hypothesis. On the other hand, we would have
been able to prove the CIML2 security, even if we had replaced F with the
identity. The real security property that we need for the commitment
c0 = c0(k0) is the following:

∀c0 ∈ {0, 1}n Pr[c̃0(k0) = c0 if k0
$← K] ≤ εCOM
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where c̃0(k0) is the correct commitment for the ephemeral key k0 which
must be picked uniformly at random (in the bound of Thm. 9 we should
replace εPRF with εCOM). That is, given a commit c0, the probability
that it is correct for a random ephemeral key k0, is negligible. In partic-
ular, this is true if the commitment is given by a PRF or by any injective
function.
This also allows us to replace the term (qD+1)(L+1)(q+qE)

2n+1 with (qD+1)(q+qE)
2n+1 ,

that is, we suppose only that all k0 used in decryption queries are differ-
ent.

B.8 Proof for HBC2 based on sUL

Before proving the theorem, we need the following technical lemma:

Lemma 1. If 2q ≤ n,
q∑
s=1

(s− 1) · Pr[MultiColl(n, q) ≥ s] ≤ 1

n

(
q

2

)(
1 +

2q

n

)
.

Proof. Looking at the generic term for s ≥ 3 after applying the Thm. 2
leads to

s− 1

ns−1

(
q

s

)
≤ 1

ns−2

(
q

s− 1

)
· q
n
≤ 1

n

(
q

2

)
·
( q
n

)s−2
.

Then, the whole sum is upper-bounded by

1

n

(
q

2

)
·

q∑
s=2

( q
n

)s−2
≤ 1

n

(
q

2

)
n

n− q
=

1

n

(
q

2

)(
1 +

q

n− q

)
.

Hence, the result since q ≤ n− q.

Theorem 10. Let F∗ : K∗×B∗ 7−→ B∗ be a (qM , qV , qL, t, εsUL)-strongly
unpredictable block cipher in the presence of leakage, and H : KH ×
HM 7−→ B′ be a hash function modeled as a random oracle that is queried
at most qH times. Let B∗ = B′ = {0, 1}n and HM = {0, 1}∗.
Then, HBC2 is a (qM , qV , qL, t, ε)-strongly unforgeable MAC in the un-
bounded leakage setting, with L∗ = (LM , LV ) defined above, where

ε ≤ (qH + qV + 1)(qV + 1)εsUL + (qH + qM + qV + 1)2/2n,

and tH(qH + qM + qV + 1) + (qM + qL − q)tF + (qV + q)tF−1 ≤ t for any
q ≤ qL, and where we assume that all the H-query involved in the qL
queries are already among the qH queries, and if qV ≤ qH (which can be
artificially fulfilled at the end of the experiment).
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Proof. To prove the theorem, we use a sequence of games. Given an ad-
versary A, we start with Game 0 which is the FORGELsuf−vcma−L

A,HBC2,L∗ exper-
iment and we end with a game where all the leaking verification queries
deem the given input pair (mi, τi) invalid, including the last verifica-
tion at the finalization which is the (qV + 1)-th verification query by
convention.

Game 0. Let E0 be the event that the adversary AL∗ wins this game.
That is, the output of the experiment is 1.

Game 1. We introduce a failure event F1 with respect to Game 0, where
F1 occurs if among the at most (qH + qM + qV + 1) hash computations
there is at least one collision. In Game 1, if F1 occurs, we abort the
game and return 0. We let E1 be the event that the adversary AL∗ wins
this game.

Bounding |Pr[E0]−Pr[E1]|. Since Game 0 and Game 1 are identical as
long as F1 does not occur, if Q = qH + qM + qV + 1, we have

|Pr[E0]− Pr[E1]| ≤ Pr[F1] ≤ Q(Q+ 1)/2n+1.

Note: from now on, A wins if τ never appears in a leaking tag query.
Moreover, h̃ = F−1

k (τ) is fresh when τ appears in a leaking verification
query for the first time if m was never used as input of H at that time.
(See above.)

Game 2. We modify the winning condition of the previous game. In
the finalization, once A outputs (m, τ) we say that A does not win and
return 0 if A fails as before or if m appears as an input of H before the
first apparition of τ during a leaking verification query. If we call F2 the
event that makes the adversary winning in Game 1 but loosing in Game
2, we have |Pr[E2]−Pr[E1]| ≤ Pr[F2], where E2 is the event that A wins
in this game.

Bounding Pr[F2]. If we call Vi the event that (m, τ) appears for the
first time in the i-th leaking verification query (mi, τ i), we just have
to bound Pr[F2 ∩ Vi], for all i = 1 to qV + 1. By considering all
the input-output pairs defined by H before the i-th leaking verification
query, except those defined during a leaking tag query, we can build
straightforwards reduction to the SUL2-security of F. We thus have,
Pr[F2 ∩ Vi] ≤ (qH + qV + 1)εsUL and finally

Pr[F2] =

qV +1∑
i=1

Pr[F2 ∩ Vi] ≤ (qH + qV + 1)(qV + 1)εsUL.
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Note: in Game 2, the adversary wins only if τ appears before m and τ
first appears in a leaking verification. The random value of H(m) is still
undefined at that time.

Game 3. In this game we follow the specification of FORGELsuf−vcma−L
A,HBC2,L∗

except that we always output 0 at the end of the game.

Bounding |Pr[E3]−Pr[E2]| = Pr[E2]. From the last note, we know that
h̃ = F−1

k (τ) must be reached from a new computation of H. Since any
fresh H evaluation results in a uniform output which is thus independent
of the view of τ , Pr[H(m′) = h̃] = 1/2n for all hash evaluations on some
m′ appearing after τ in a H-query or in a LVrfy query. But the number
of targets h̃ during the game is actually the number of different τ ′ in the
LVrfy queries when considering the hash evaluations after each such τ ′.
Then Pr[E2] ≤ qV (qH + qV )/2n.

To summarize, we have

Pr[E0] ≤ (qH + qV + 1)(qV + 1)εsUL +
qV (qH + qV )

2n
+
Q(Q+ 1)

2 · 2n

from which the result follows as 2qV (qH + qV ) ≤ Q(Q− 1).

B.9 Proof for HTBC based on sUL

Theorem 11. Let H : KH×HM 7−→ B′ be a hash function modeled as
a random oracle, and F∗ : K × T W × B 7−→ B be a (qT , qV , qL, t, εsUL)-
strongly unpredictable tweakable block cipher with leakage L = (LEval, LInv).
Let HM = {0, 1}∗, B′ = T W × B and B = {0, 1}n.
Then, HTBC is a (qT , qV , qH, qL, t, ε)-suf-L2 strongly unforgeable MAC
with unbounded leakage function pair L∗ = (LM , LV ) as defined above,
where

ε ≤ (qH + qT + qV )2

22n
+ (qV + 1) · εsUL +

q2
HqV
2n
· εsUL +

qV (qH + qV )

22n
,

and tH(qH + qT + qV + 1) + (qT + qL − q)tF + (qV + q)tF−1 ≤ t for any
q ≤ qL, and where we assume that all the H-query involved in the qL
queries are already among the qH queries, as long as 4 ≤ qH + qT + qV ,
4qV ≤ qH and 10qH ≤ 2n.

Proof. To prove the theorem, we use a sequence of games. Given an ad-
versary A, we start with Game 0 which is the FORGELsuf−vcma−L

A,HTBC,L∗ exper-
iment and we end with a game where all the leaking verification queries
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(mi, τ i) are deemed invalid, including the last and (qV +1)-th verification
which tests the validity of the potential forgery (m, τ). In the sequel, we
note H(m) = h1‖h2.

Game 0. Let E0 be the event that the adversary AL∗ wins this game.
That is, the output of the experiment is 1.

Game 1. We introduce a failure event F1 for Game 0, where F1 occurs
if among the at most (qH +qT +qV +1) distinct hash computations there
is at least one collision. In Game 1, if F1 occurs, we abort the game and
return 0. We let E1 be the event that the adversary AL∗ wins this game.

Bounding |Pr[E0]−Pr[E1]|. Since Game 0 and Game 1 are identical as
long as F1 does not occur, and 4 ≤ qH + qT + qV , we have

|Pr[E0]− Pr[E1]| ≤ Pr[F1] ≤ (qH + qT + qV )2/22n.

Note: from now on, in the case of a winning adversary, no TBCtriple of
the form (?, h2, τ) appears when answering to a LMac query.

Game 2. We modify the winning condition of the previous game. In
the finalization, once A outputs (m, τ) we say that A does not win and
returns 0 if A fails as before or if H(m) = h1‖h2 appears before the first
apparition of (h2, τ) as input to F−1

k in a leaking verification query. If
we call F2 the event that makes the adversary winning in Game 1 but
loosing in Game 2, we have |Pr[E2]− Pr[E1]| ≤ Pr[F2], where E2 is the
event that A wins in this game.

Bounding Pr[F2]. If we call Vi the event that the first time (h2, τ) appears
during the computation of the answer to a leaking verification query is
in the i-th leaking verification query (mi, τ i), we just have to bound
Pr[F2 ∩ Vi], for all i = 1 to qV + 1. The event F2|Vi means m appears
before mi (m = mi included) and, if H(mi) = hi1‖hi2, we have (hi2, τ

i) =
(h2, τ) while this never happens before in a previous LVrfy query. If
m = mi, F2|Vi reduces to the strong unpredictability of F with leakage.
Indeed, it is easy to emulate LMac and LVrfy from LEval and LInv and to
output the final triple (hi1, h

i
2, τ

i) against F at the time the i-th query is
made in order to win with the same probability since (hi1, h

i
2) was never

a LEval query (as m was never a LMac query in F2 and there is no more
collision since Game 1) and (hi2, τ

i) was never a LInv query before by
definition of Vi. However, when m 6= mi, we cannot follow such a simple
strategy. Since m 6= mi we know that h1 6= hi1 as there is no collision by
assumption and (hi1, h

i
2 = h2, τ

i = τ) is not a winning triple against F.
Of course, we could simply make an LInv query on (hi2, τ

i) to emulate the
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i-th LVrfy query but in that case we will actually “consume” our chance to
win against F with (h1, h2, τ) because the input (h2, τ) for inversion will
be no more fresh after answering the i-th LVrfy query, and the reduction
will fail. Fortunately, at the time we should emulate the i-th LVrfy query,
we now that the history of the hash evaluations already contains the
forged message m, that h2 collides with hi2. Moreover, that τ i is its valid
tag. We thus have to make several hybrids on the collisions with hi2 to
anticipate the right m′ to win against F with the triple (h′1, h

′
2 = hi2, τ

i).
This number of hybrids is the number of collisions with hi2 which remains
small with high probability as it implies multi-collision in {0, 1}n. We
note that only the hash evaluations of a H-query or of an LVrfy query
matter. In the following, we write H2(m′) = h′2 when H(m′) = h′1‖h′2 for
some h′1.

Concretely, if qi is the number of H evaluations made from all the H-
queries and the LVrfy queries until the i-th LVrfy query, including H(mi),
and if Si is the random variable counting the number of H2-collisions with
hi2, for i = 1 to qV , we have

Pr[F2 ∩ Vi] =

qi∑
s=1

Pr[F2 | Vi ∩ Si = s] · Pr[Vi ∩ Si = s]

≤ Pr[F2 | Vi ∩ Si = s ∩
⋃qi
s=1Hi,s]

+

qi∑
s=2

s−1∑
j=1

Pr[F2 | Vi ∩ Si = s ∩Hi,j ] · Pr[H2-Coll(qi) ≥ s]

whereHi,j is the event that among the s distinct messages that H2-collide
on hi2 the j-th one is the forged messagem. By convention, we always see
mi as the s-th and last such message even if the computation of H(mi)
appears earlier than in the i-th LVrfy query59. The case

⋃qi
s=1Hi,s thus

corresponds to mi = m and the related probability in the expression is
upper-bounded by εsUL as explained above. Moreover, for each j = 1 to
s− 1, it is now easy to see that the event F2 | Vi ∩ Si=s ∩ Hi,j reduces
to sUL by using the j-th message and τ i as our guess against the TBC.

59This assumption is without loss of generality as the enumeration only matters
in the reduction at the time we get the adversary’s i-th LVrfy query (mi, τ i). The
choice of (which is) the j-th message colliding on hi

2 can be made once the s messages
are known. At that time, if (hi

2, τ
i) = (h2, τ) as implied by Vi, F−1

k (h2, τ) was never
computed anyway.
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Therefore,

Pr[F2 ∩ Vi] ≤ εsUL + εsUL

qi∑
s=2

(s− 1) · Pr[H2-Coll(qi) ≥ s]

≤ εsUL + εsUL ·
1

2n

(
qi
2

)(
1 +

2qi
2n

)
by lemma 1, since 2qi ≤ 2(qH + qV ) ≤ 2n−2 ≤ 2n by assumption on the
number of queries. In addition, 1 + 2qi/2

n ≤ 5/4. Summing on all the
i’s, with Pr[F2 | VqV +1] ≤ εsUL, gives

Pr[F2] ≤ (qV + 1) · εsUL + εsUL ·
1

2n
· 5

4
·
qV∑
i=2

(
qi
2

)
.

Some basic computation shows that
∑qV

i=1

(
qi
2

)
≤
∑qV

i=1

(
qH+i

2

)
≤ 1

2q
2
HqV (1+

2qV
qH

), if qV ≤ qH . But then, as qV ≤ qH/4 by assumption, we have

Pr[F2] ≤ (qV + 1) · εsUL +
q2
HqV
2n
· εsUL.

Game 3. In this game we follow the specification of FORGELsuf−vcma−L
A,HBC2,L∗

except that we always output 0 at the end of the game.

Bounding |Pr[E3]−Pr[E2]| = Pr[E2]. We end by showing that winning
while the TBCinput (h2, τ) for inversion appears when answering a leak-
ing verification query before the computation of H(m) is negligible. For
each (hi2, τ

i) that appears when answering a leaking verification query
and before m′ the only way for the adversary to win with the pair (m′, τ ′)
is to “hope” that H(m′) = h̃i1‖hi2. However, before the computation of
H(m′) its value remains independent of the adversary’s view. Therefore,
the probability that the random output of H(m′) hits the full target
h̃i1‖hi2 is 1/22n. We now count the number of tries a winning adversary
can make in it that case. Clearly, we do not have to count the tries re-
lated to any LMac. Considering the event Vi as in the previous analysis
of Game 2, in E2 ∩Vi there at most qH + qV + 1− i hash evaluations left
after the i-th LVrfy query. Then, Pr[E2 | Vi] ≤ (qH + qV )/22n for i = 1
to qV . Note that Pr[E2 | VqV +1] = 0 by definition. Finally, we get

Pr[E2] ≤ qV (qH + qV )

22n
.

Hence, the bound of the theorem.
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