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Abstract

The antenna systems are integral part of any wireless of communication
system and they also impact the system’s performance parameters, such as
range, data rate, mobility, coverage, cost etc. In order to improve the per-
formance of a wireless communication system, beam-shaping antenna arrays
can be exploited. A beam-shaping antenna array is an antenna system in
which the antenna’s beam (radiation pattern) can be modified electronically.

Parasitic antenna arrays are one of the antenna systems which could be
employed for beam-shaping in modern wireless communication systems. A
parasitic antenna array or Electronically Steerable Parasitic Array Radiator
(ESPAR) consists of one or few driven antennas and multiple parasitic ele-
ments with tunable impedance attached to their terminal. A strong mutual
coupling exists between the radiating and parasitic elements. By varying
the tunable impedances the antenna’s total radiation pattern can be shaped
electronically. In contrast to phased arrays, parasitic antenna arrays require
inexpensive hardware to adapt the radiation pattern. However, a parasitic
antenna array entails the design and computational challenges, which in-
volve the computation of impedances attached to the parasitic elements to
form a desired radiation pattern. In this thesis, an e�cient spectral opti-
mization method has been proposed to overcome the computational chal-
lenges of a parasitic array design. In this context, an attempt has been made
also to analytically determine the tunable impedances to shape the di�erent
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beams. A beam-shaping parasitic antenna array has been designed for the
base station of a 4G or 5G mobile communication system and the cover-
age has been improved in a given area by adapting the radiation pattern
of a base station. A varactor diode has been utilized to design a tunable
impedance circuit and a small prototype has been made to electronically
adapt the radiation pattern.

The leaky waves can be excited in a planar structure to enhance the
antenna gain. Therefore, a Fabry-Perot Cavity (FPC) based antenna is
designed, which consists of a Partially Reflecting Surface (PRS) placed on
top of a radiating element backed by a ground plane. A PRS layer is de-
signed with a superstrate and array of parasitic elements. Although it is a
leaky-wave antenna because PRS layer suppresses surface waves, it is also
a printed parasitic antenna array. A strong mutual coupling exists between
the radiating and parasitic elements. The parasitic elements of a PRS layer
are connected with each other through dynamic loads, by tuning the loads
di�erent surface impedances exist on di�erent parts of parasitic layer and
hence beamforming is implemented. A printed ESPAR antenna based on a
FPC has been designed for a radar application. It can steer the beam while
maintaining a high gain.
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CHAPTER1

Introduction

This introductory chapter discusses the motivation and structure behind
this thesis work. The essence of this work deals with the design of beam-
shaping antenna arrays for di�erent wireless communication applications.

Nowadays, we are surrounded by wireless devices such as smart phones,
laptops, television, wireless sensors, Global Positioning System (GPS) etc.;
that means antennas have become an important component of our environ-
ment. Moreover antenna systems are being used in di�erent walks of life,
like remote sensing, radio astronomy, satellite communication, RADARs
(Radio Detection And Ranging) and defence applications. In the future,
antenna systems would be used in health care systems, Internet of Things
(IoT), autonomous vehicles, vehicle-to-vehicle and vehicle-to-infrastructure
communication systems. Therefore, there is a dire need to develop and opti-
mize new antenna technologies, suitable for new applications and improving
the performance of existing systems.

The antennas form an integral part of any wireless communication sys-
tem. Wireless devices communicate with each other through Electromag-
netic (EM) waves, transmitted and received by antennas. The antenna’s
performance parameters are critical to the performance of any wireless com-
munication system, i.e. range, data rate, mobility, coverage, cost etc. The
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required performance parameters of an antenna system are dependent on
the application. Every application brings its own design challenges for its
antenna system.

Over the past few decades, the use of antenna arrays (more than one
antenna) for transmitting or receiving the information have received quite
some attention. It has resulted into the development of antenna arrays for
defence and space-borne applications. In recent years, due to high demands
of data rate, better mobility and improved coverage, antenna arrays are
finding their ways into modern mobile communication systems as well. A
beam-shaping antenna array is an antenna system in which the antenna’s
beam (radiation pattern) can be modified electronically. Such antenna ar-
rays are getting popular these days as they improve the coverage and data
rate in mobile communication applications by adapting the beam accord-
ing to the changing environment. Antenna array’s radiation pattern can be
modified to serve a certain area or specific users and follow them as they
move. It would ensure a high performance communication even in a high
mobile condition. Similarly, if a certain part of an area does not have a
good coverage due to its terrain or surrounding buildings, a coverage can
be improved by adapting the radiation pattern of antenna array. In radar
applications, beam-agile antenna arrays bring many advantages for instance
they are not required to be rotated mechanically, they have faster response
time and better performance as compared to mechanically rotated radars.
In the framework of this thesis, di�erent types of beam-shaping antenna
arrays have been studied, designed and tested for di�erent applications.

In this chapter, first I will discuss the principles, literature review and
challenges regarding the beam-shaping antenna arrays, employed in this
thesis. Secondly, I will give a brief summary and literature review of the
beam-shaping antenna arrays from the applications perspective i.e. 5G
communication system and automotive radar. Moreover, I will shed some
light on the constraints and design challenges of the respective antennas for
the concerned applications.
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Figure 1.1: Active Electronically Scanned Array (AESA) on an aircraft
radar [1].

1.1 Principles of Beam-Shaping Antenna Arrays

1.1.1 Phased Arrays

Phased arrays consist of multiple antennas, each antenna transmits or re-
ceives signals. By manipulating the gain and phase shift of each antenna
di�erent beam shapes can be formed. A good performance can be achieved
by phased arrays in terms of gain, side lobe level (SLL) suppression, band-
width and beam control [6], because the amplitude and phase of the signal
of each antenna can be controlled independently. Phased array systems
have been in use in space and defence applications for many years. The
Active Electronically Scanned Array (AESA) as shown in Fig.1.1 is used in
modern combat aircraft.

Phased arrays can be divided into two categories, i.e. analog beamform-
ing and digital beamforming phased arrays, as shown in Fig. 1.2. Both
technologies can be used at transmitter or receiver to manipulate the shape
of the radiation pattern of an antenna array. In analog phased arrays, high
quality (broadband, accurate and high linearity) phase shifters, Power Am-
plifiers (PA) and Low Noise Amplifiers (LNA) are required for each antenna
element. Similarly, each antenna element in digital phased arrays requires
dedicated transceiver modules with PA, LNA along with a large bandwidth
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(a) (b)

Figure 1.2: Phased arrays architecture: (a) Analog beam forming (b)
Digital beam forming.

Digital Signal Processor (DSP). Therefore, in both cases phased arrays re-
quire each antenna element to have a dedicated active radio frequency (RF)
circuitry, which makes it a very expensive technology to be employed in
commercial civilian applications.

1.1.2 Parasitic Antenna Arrays or Electronically Steerable Parasitic Ar-
ray Radiator (ESPAR)

A parasitic antenna array consists of one or few driven antennas, and mostly
parasitic elements with tunable impedances (loads), as shown in Fig. 1.3.
By varying the impedances, the radiation pattern of a parasitic antenna
array can be manipulated [7], [8]. In a parasitic antenna array, all antennas
are placed in close proximity to each other in order to have a stronger mu-
tual coupling. Mutual coupling is the electromagnetic interaction between
antenna elements in an array. Such interaction induces currents on parasitic
elements which are not excited directly. In a simple configuration, analyt-
ical methods can be used to estimate the induced currents but in general,
numerical methods are needed. The impact of mutual coupling on a radia-
tion pattern can be varied by tuning the variable loads, it induces di�erent
current distributions on driven and parasitic elements and thus, di�erent
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Figure 1.3: Parasitic antenna array or ESPAR antenna.

radiation patterns can be obtained.
Parasitic antenna arrays tend to be much cheaper than phased arrays,

since they they do not require expensive dedicated RF circuitry for each
antenna element. Instead, they require less expensive tunable impedance
circuitry for parasitic elements to carry out beam-shaping. It makes the
parasitic antenna array a strong candidate for beam-shaping applications.

An Electronically Steerable Parasitic Array Radiator (ESPAR) is a par-
asitic antenna array in which variable impedances (loads) attached to the
parasitic elements are tuned electronically to carry out beam-shaping [8].
An ESPAR antenna can be used to provide reconfigurability in terms of reso-
nance frequency, polarization and radiation pattern [9]. PIN diodes [10], [11]
or varactors diodes [8], [12] can be used as tunable impedances. PIN diodes
provide only open (OFF) and short (ON) circuit impedances, while varac-
tor diodes provide variable capacitive impedances. Therefore, the use of
varactor diodes provides more degrees of freedom to shape the beam but it
entails biasing and control challenges as well. Phased array theory cannot
be applied directly to the parasitic antenna array since the loads are directly
attached to the parasitic elements, which hence do not benefit from inde-
pendent signal control. A previous approach to analyse parasitic antenna
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arrays consisted of modelling the currents on all antennas as a function
of the loads attached to the parasitic elements. However such a model,
expressed in [8], [13], only holds for single-mode antennas, i.e. antennas
for which the current distributions may be considered constant, within a
multiplying factor [14], [15]. Only few antenna types satisfy this condition,
for instance thin dipole antennas, except when placed in very dense arrays
(spacing less than about ⁄/4). In [16] the developed array model works
in agreement with the Method of Moments (MoM) simulations but the ar-
ray model is specific to the IFA antenna array and cannot be applied to
other types of antennas. Another approach could consist of performing the
full-wave simulations in conjunction with the optimization algorithm [10]
to find the optimized loads. In [17], at each iteration of the optimization
the radiation pattern is represented by a quadratic approximation. The
full-wave simulation for di�erent combinations of loads makes the optimiza-
tion process very time consuming. The use of open-circuit patterns in the
calculation of total radiation pattern of parasitic antenna array, includes all
the e�ects mutual coupling [7], [18], [19] and does not entail any underlying
approximation. Moreover, this approach avoids launching full-wave simula-
tions at each iteration and therefore it is computationally e�cient. Hence,
in this thesis, the open-circuit patterns are used to compute the parasitic
antenna array radiation pattern e�ciently.

1.1.3 Fabry-Perot Cavity Based Antenna Array

The use of leaky-wave antennas to enhance the gain is widely known. The
weakly attenuated leaky waves are excited in a planar structure which leads
to the enhancement of the gain at broadside [20], [21], [22]. For that purpose,
various configurations have been employed, such as single or multi-dielectric
layers are used on top of a radiator to create a resonance cavity, called
Fabry-Perot Cavity (FPC). Such a resonance cavity is formed by placing a
Partially Reflective Surface (PRS) on top of a radiator backed by a ground
plane, with a spacing between the ground plane and the top layer [23], [24].
PRS can be formed by stacking quarter-wavelength dielectrics of high and
low permittivity [20], [21], [22] or with a periodic screen [25]. PRS can also
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Figure 1.4: Schematic of an FPC based antenna using PRS layer.

be formed by using periodic arrays of dipoles or patches [23], [24], [26], also
known as Frequency Selective Surfaces (FSS). Besides creating a resonant
cavity, the PRS also collimates the waves coming from the fed antenna and
hence increases the broadside gain of the antenna [27].

In FPC based antennas consisting of PRS layer, waves emerging from
the driven antenna undergo multiple reflections between PRS and ground
layer and travel long paths, as illustrated in Fig. 1.4. The path length,
the total reflection from the ground plane and the phase of the reflection
coe�cient of the PRS layer introduce a phase shift. The resonance distance
between the ground plane and PRS layer is such that the total phase shift
provided by the ground plane, PRS layer and travelled path is an integral
multiple of 2fi. Hence, the resonance distance is a function of the wavelength
and the reflection coe�cient of PRS layer. The magnitude of the reflection
coe�cient of the PRS layer determines the maximum gain. The gain of the
antenna consisting of the PRS layer increases and the bandwidth decreases
with the increase in the magnitude of the reflection coe�cient of the PRS
layer. In order to increase both the gain and bandwidth, the reflection
coe�cient of the PRS layer must have a linearly increasing (with frequency)



8 Chapter 1. Introduction

phase and a constant magnitude, it results in the maximum gain within a
certain frequency range.

In this thesis, the PRS layer consisting of a superstrate and an array
of parasitic patches has been utilized. In FPC based antennas, the peri-
odic parasitic layer is designed in a way to provide high impedance elec-
tromagnetic surface (HIEM) to suppress surface waves [28]. Although it
is a leaky-wave antenna, it is also a printed ESPAR antenna. If the par-
asitic elements are connected with each other through tunable impedance
circuits, electronic reconfigurability in terms of radiation pattern, frequency
or polarization can be achieved. Moreover, antenna gain can be enhanced
by tuning the parasitic impedances (loads) due to the suppression of sur-
face waves. By reconfiguring the parasitic layer with tunable impedance
circuits, di�erent surface impedances exist on di�erent parts of the para-
sitic layer and hence beamforming can be implemented [28]. A high-gain
antenna with a reconfigurable operating frequency has been designed using
a PRS layer in [29]. FPC based antennas are analyzed by determining the
reflection coe�cient of a PRS layer and fulfilling the resonance condition.
However, a reconfigurable PRS antenna can be analyzed and designed from
the ESPAR antenna perspective. The antenna based on a PRS layer has
strong mutual coupling and contains multiple reflections between driven and
parasitics elements. The radiation pattern can be reconfigured by varying
the mutual coupling through tunable impedances. In this thesis, ESPAR
antenna approach has been used to design FPC based antenna arrays.

1.2 Applications of Beam-Shaping Antenna Arrays

1.2.1 Beam-Shaping Parasitic Antenna Arrays for a Cellular Commu-
nication System

In mobile communication systems a coverage area is divided into a number
of cells, each cell is served by a Base Station (BS). A number of BSs is
grouped together to form a cluster, all the neighbouring cells in a cluster
use di�erent frequency bands to mitigate the interferences. However, these
frequencies are reused in other clusters. The antennas that are used at
the BS typically radiate in a sector of 60¶, 90¶ or 120¶ to increase the
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Figure 1.5: Configuration of sector antennas for cellular communication
[2].

Figure 1.6: Radiation pattern of Kathrein antenna [3].

capacity. Moreover, to reduce the co-channel interference these directional
sector antennas are placed at the edge of the cells. A typical configuration
of a sector antenna is shown in Fig. 1.5.

The radiation pattern of a BS antenna [3], typically used for cellular
communication is shown in Fig. 1.6. It is usually placed on a rooftop or
a tower and tilted 10¶ downwards electrically or mechanically to provide
coverage in a sector. This downward tilt allows to provide coverage on the
ground and reduce the interference to the co-channel cells, which use the
same frequency bands belonging to a neighbouring cluster. It is evident that
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such BS antenna generally overexposes an area in the line of sight of the main
beam and underexposes the rest of the area. Therefore, in order to achieve
the required throughput in badly covered areas, a higher transmitted power
is needed at the base station, it may lead to harmful RF exposure in certain
areas. The use of micro cells network (with smaller antennas) can solve this
problem but that raises important economical challenges. Another way to
attain those di�erent goals is to adapt the radiation pattern of existing base
station antennas according to the needed power distribution versus position
on the ground and it is the crux of this work.

If phased arrays are designed to implement beam-shaping for BS, they
will require the use monolithic microwave integrated circuits (MMIC) which
are provided by companies such as Analog Devices, Anokiwave, Qorvo, etc.
and have multiple channels for transmit (Tx) and receive (Rx) operation;
they provide gain and phase adjustment to each antenna to carry out beam-
shaping. For instance, phased array MMIC ADAR1000 [30] from Analog
Devices provides 4 Tx/Rx channels. However, the big drawback is that
such transceiver MMICs are too expensive to be used in commercial civilian
applications. On the other hand, if parasitic antenna arrays are utilized for
beam-shaping application, they will require inexpensive varactor diodes or
PIN diodes to carry out beam-shaping. Consequently, parasitic antenna
arrays are employed in this thesis to adapt the radiation pattern of base
station antennas. In the designed parasitic antenna array, the BS antenna [3]
is used as a driven antenna and parasitic elements (dipoles) with impedances
(capacitors or inductors) are placed in front of it to adapt its radiation
pattern. The use of commercially available base station antenna eliminates
the need to redesign the driven antenna of the parasitic antenna array, which
is economical a posteriori adaptation.

In [31], only the beam width of the base station antenna is reconfigured
by tuning varactor diodes attached to the parasitic elements. Antennas us-
ing frequency selective surface (FSS) with reconfigurable patterns have also
been proposed [32], [33], in which PIN diodes (ON or OFF) are used for the
reconfigurability of a beam. Reconfigurable transmitarrays have also been
designed for beamforming applications [34]. The designs available in the
literature can only scan the beam. However, we would like to design the
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parasitic antenna array with a beam-shaping capability to improve coverage
in a given area. In this thesis for the first time, to the author’s best knowl-
edge the parasitic antenna array has been designed and implemented for
base stations (4G or 5G) to carry out beam-shaping. A tunable impedance
circuit has been designed with the varactor diode MAVR-011020-1411 [4]
and inductor to provide both capacitive and inductive impedances. The use
of such tunable impedance circuit provides more degrees of freedom than
the PIN diode and it allows us to shape the antenna radiation pattern.
Moreover, a small prototype of an ESPAR antenna has been designed for
a base station and beam-shaping is carried out electronically by tuning the
impedances. In comparison to di�erent mm-wave phased arrays presented
in [6], a comparable performance can be achieved by the parasitic antenna
array in terms of beam scanning range. However, the designed parasitic
antenna array has drawbacks of having a narrow bandwidth and lower gain
than the phased arrays. A lower gain is obvious due to the use of only few
driven antenna elements in a parasitic antenna array. The narrow band-
width is due to the change in the impedance of the parasitic loads with
frequency, which varies the mutual coupling, and it leads to an unstable
radiation pattern in a wide frequency band.

1.2.2 Beamforming Antenna Array for the Automotive Radar

This subsection is confidential due to a non-disclosure agreement with an
industrial partner.

1.3 Objectives and Novelties of the Thesis

The main objective of the thesis is to design beam-shaping parasitic antenna
arrays for cellular communication systems and beam scanning antennas for
automotive radar applications. The parasitic antenna array has been de-
signed for the base station of a cellular communication system to improve
the radio coverage in a given area. Varactor diodes have been employed to
electronically reconfigure the ESPAR antenna radiation pattern. Similarly,
another ESPAR antenna based on an FPC with a reconfigurable PRS layer
has been proposed for a radar application. Antenna arrays are utilized in
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the automotive radar to implement digital beamforming. Hence, the an-
tenna arrays have been designed for automotive radar in the 24 GHz and
76 GHz bands.

The novelties of the work that are detailed in this thesis are listed below:

• A computationally e�cient spectral optimization method has been
proposed to optimize the loads of the ESPAR antenna to implement
beamforming and beam-shaping. It has been partly published in [19].
An attempt has been made to analytically determine the optimum
loads in an ESPAR antenna.

• A parasitic antenna array has been designed for the base station of
a mobile communication system to improve the coverage in a given
area according to the needed power distribution versus position on the
ground. This work has been published in [35].

• In order to adapt the radiation pattern electronically, an ESPAR an-
tenna has been designed for a mobile communication by using varactor
diodes. For that purpose, a tunable impedance circuit has been de-
signed as well. This work has been published also in [35].

• A printed ESPAR antenna with parasitic patches on a superstrate is
proposed for radar application. It can steer the beam from -9¶ to +9¶

around broadside of the array while maintaining a high gain. Varactor
diodes can be biased by the current crossing all the connected parasitic
elements. This work has been published in [36].

• Confidential

• Confidential

1.4 Design Tools

In the framework of this thesis, various tools have been employed for dif-
ferent purposes. The Method of Moments (MoM) has been exploited for
the analysis and design of parasitic antenna arrays. For that purpose an
in-house MoM code developed in C++ and MATLAB [37] has been utilized.
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The MoM code helps us to optimize the parasitic loads in an e�cient way by
using open-circuit to embedded approach and proposed optimization meth-
ods. It helps to compute all the open-circuit patterns at once by utilizing
the full-MoM impedance matrix. The commercial EM software, CST [38]
has been utilized to validate the design of parasitic antenna array for a base
station because the designed parasitic antenna array is a 3D antenna. In
CST both frequency domain and time domain solvers have been employed
for simulation. The Time Domain (TD) solver or the transient solver of the
CST is based on the Finite Integration Technique (FIT) [38]. For the design
of printed ESPAR antenna, the MoM code for layered-medium, developed
in the lab has been used. The validation is carried out using the IE3D [39]
software because the IE3D also uses the MoM for layered medium. In or-
der to design antenna arrays for the automotive radar, the CST software is
used because we did not need to optimize any parasitic loads. Moreover,
for the circuit simulations and PCB design, the Advanced Design System
(ADS) [40] software has been utilized.

1.5 Outline of the Thesis

The thesis is divided into multiple sections considering the antennas de-
signed for di�erent applications.

Chapter 1 sheds light on the objectives and motivation behind the
thesis. It details the literature review of the work which is carried out in
the framework of this thesis.

Chapter 2 presents the advantages of the Electromagnetic (EM) model
and the proposed optimization method, utilized to design the parasitic an-
tenna array. Furthermore, an analytical approach to design a parasitic
antenna array has been explored as well.

Chapter 3 discusses in detail the methodology employed for the anal-
ysis and design of the parasitic antenna array for a cellular communication
system. Moreover, it explains the designed prototype. The comparison be-
tween simulation and experimental results of designed prototypes is also
shown here.

Chapter 4 explores Electronically Steerable Parasitic Array Radiators
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(ESPAR) with the purpose of carrying out electronic beam-shaping. It
presents two ESPAR antenna designs, one for Base Station (BS) application
and the other one for radar. It also depicts the non-intrusive biasing of
varactor diodes in printed ESPAR antenna.

Chapter 5 is related to the analysis and design procedure of antenna
arrays employed in automotive radar. However, this chapter is confidential
due to a non-disclosure agreement with an industrial partner.

Chapter 6 concludes the thesis and presents a perspective about fu-
ture work regarding the design of parasitic antenna arrays for base station
application and antenna arrays for automotive radar applications.

Appendix A details the Green’s function in a layered medium, utilized
in the method-of-moments (MoM) code. The MoM code has been used
for the simulation of printed ESPAR antenna for a radar application in
Chapter 4.

Appendix B describes the working principle and formulations which
have been utilized to design antennas in Chapter 5. However, this chapter
is confidential due to a non-disclosure agreement with an industrial partner.



CHAPTER2

Electromagnetic Model and
Computation of Parasitic Loads
in a Parasitic Antenna Array

The radiation characteristics of a parasitic antenna array can be modified
by varying the loads attached to the parasitic elements. In this thesis, the
open-circuit pattern to embedded pattern approach is employed to compute
the radiation pattern when dynamic loads are attached to the parasitic radi-
ators. It provides results exactly (within machine precision) matching those
of full-wave simulations without any approximation and it is computation-
ally highly e�cient in the optimization of loads.

An attempt has been made to determine the loads of a parasitic antenna
array analytically. Besides, a spectral optimization technique is proposed
to optimize the loads in order to obtain the desired radiation patterns. It
has been observed that the spectral optimization performs better than the
classical genetic algorithm in terms of the quality of solution and compu-
tation time, which makes the parasitic antenna array suitable for real-time
applications. A comparison has been made between the spectral optimiza-
tion technique and the genetic algorithm to emphasize the performance of

15



16
Chapter 2. Electromagnetic Model and Computation of Parasitic Loads in a

Parasitic Antenna Array

the proposed algorithm.
Section 2.1 provides an introduction regarding the EM modelling of

loaded parasitic antenna arrays. Section 2.2 details the EM model that
has been employed for the design and analysis of parasitic antenna arrays
or ESPAR antennas in this thesis. Section 2.3 delineates the advantages of-
fered by the proposed EM model. Section 2.4 explains the analytical method
which has been developed to determine the loads in a parasitic antenna ar-
ray. Section 2.5 details the proposed spectral optimization technique for
determining the loads in a parasitic antenna array.

2.1 Introduction

The hardware required to develop parasitic antenna arrays is not very ex-
pensive but it costs computationally to determine the values of loads [18],
since a proper modelling of the e�ects of mutual coupling is required. The
approach used in this thesis consists of using a model for parasitic antenna
arrays that does not entail any underlying approximation, such that it can
be applied to any parasitic antenna array while preserving ultra-fast eval-
uation for e�cient optimization. The open-circuit to embedded pattern
model [7], [18] has been used to express the radiation pattern of the ESPAR
antenna in terms of the loads attached to the parasitic elements. The rela-
tion between the radiation pattern and parasitic loads is non-linear, which
makes it di�cult to analytically determine the set of loads that produces the
desired radiation pattern [8], [18]. An analytical method has been developed
for the single-mode antennas in [13], it only controls the main beam direc-
tion and does not help in beam-shaping, SLL suppression and beam width
control. In this thesis, an attempt has been made to determine analytically
the loads of a parasitic antenna array, instead of using an optimization algo-
rithm. It has been shown that it becomes di�cult to analytically determine
the realistic load values to form a desired radiation pattern.

In the literature, di�erent deterministic [8], stochastic [41], [16], [10]
and meta-heuristic [18] algorithms can be used to find the optimized set of
loads. The deterministic algorithms converge faster but they are more likely
to converge to a local minimum. Heuristic algorithms, such as the genetic
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algorithm [42] can evade local minima but their computational complex-
ity increases very rapidly with the increase of the number of parameters
unknowns. The combination of deterministic and heuristic algorithms has
been used in this context as well [18]. For parasitic antenna arrays, the
strength of an optimization algorithm dictates the number of parasitic ele-
ments that can be realistically considered and in turn the beamforming and
beam-shaping capabilities [18]. Therefore, there is a need for an optimiza-
tion algorithm designed specifically for the radiation pattern manipulation
of a parasitic antenna array. The optimization technique developed by me
in [19], [35] uses the spatial harmonic decomposition of loads and it pro-
vides the optimum solution in a very short time. Here, this approach is
generalized to form an e�cient and robust method called the spectral op-
timization. This approach decomposes the loads into a number of discrete
functions that span the whole array; the corresponding multiplying coe�-
cients are optimized. It is combined with Nelder-Mead simplex method [37]
to optimize two coe�cients at a time at most, which in turn optimize the
parasitic loads to form a desired radiation pattern. The proposed spectral
method is investigated in detail and a performance comparison is made with
the classical genetic algorithm [42], [5].

2.2 Open-Circuit To Embedded Pattern Approach

If the method of moments (MoM) is used for the full-wave simulation, for
each set of parasitic loads the exact currents on all the antennas need to be
computed to calculate the radiation pattern of the parasitic antenna array.
This approach is time consuming, since the MoM involves the computa-
tion of the inverse (or LU decomposition) of the impedance matrix, which
can be very large. The optimization of parasitic loads becomes very te-
dious because, for di�erent combination of loads, the system of equations
needs to be solved again. Therefore, in order to immensely speed up the
computation without any approximation, a computationally e�cient Elec-
tromagnetic (EM) model has been exploited. The open-circuit pattern of
an antenna in an array does not depend on the loads while the embed-
ded element pattern does. The embedded patterns correspond to patterns
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obtained with the elements of interest fed with a unit-voltage Thevenin
source, while the other elements are passively terminated. The open-circuit
patterns suppose a unit-current source at the element of interest, while all
other elements are open-circuited. So, the open-circuit patterns of all an-
tennas (active or parasitic) are computed once and for all. The embedded
element pattern of all the antennas are related to the open-circuit patterns
through following equation [7], [43], [14]:

f
e = (Za + Z

L)≠1
f

O.C. (2.1)

Here f
e are the embedded patterns, f

O.C. are the open-circuit patterns, Z
L

is the diagonal matrix containing the load impedances attached to the ac-
tive and parasitic antennas, Z

a is the N-port impedance matrix containing
mutual coupling information. In f

e and f
O.C. matrices each row corresponds

to a given antenna and each column corresponds to a given direction. One
should underscore that Z

a does not contain all the mutual coupling informa-
tion, the missing information being provided by the open-circuit patterns.
Equation (2.1) is used for computation of embedded patterns for all the
antennas. The load values for the driven antennas are usually fixed (50 W
matched to the RF source), while the loads attached to the parasitic ele-
ments can be varied. By varying the entries of the Z

L matrix the embedded
element patterns can be adapted [18]. The total radiation pattern of the ar-
ray is obtained as the superposition of the embedded patterns of the driven
elements only. Hence, beamforming and beam-shaping can be implemented
by just varying the loads attached to the parasitic elements. The matrix
(Za + Z

L) has dimensions equal to the number of loads, so its inverse can
be computed much faster than that of the MoM impedance matrix. Since
the open-circuit patterns and N-port impedance matrix are computed only
once, the computation of embedded patterns for di�erent sets of loads Z

L

is extremely quick and simple. Besides, all the open-circuit patterns can be
computed at once with the MoM impedance matrix. A method-of-moments
(MoM) code developed in-house is used for the simulation of the parasitic
antenna array.
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2.3 Simulations

Simulations have been carried out, considering a bow-tie log antenna oper-
ating at 1800 MHz (with 10:1 bandwidth) as an active element, while 30
parasitic dipoles (3 rows and 10 columns) are placed in front of it and a
back reflector is used as shown in Fig. 2.1. The parasitic dipoles of length
3⁄/4 with diameter of 0.06⁄ and 0.24⁄ spacing among them, are placed
at a ⁄ distance from the bow-tie log antenna. Each dipole has a load at-
tached to its terminals. A comparison between open-circuit to embedded

Figure 2.1: Parasitic antenna array using bow-tie antenna.

pattern approach and single-mode approximation is made, the best avail-
able single-mode approximation is used for parasitic dipoles by using macro-
basis functions (MBF) [44] with only one MBF per parasitic element. The
comparisons for the cases of open-circuited parasitics and short-circuited
parasitics are shown in Fig. 2.2 and Fig. 2.3, respectively (no optimization
is carried out at this point). The di�erence between the results obtained
with those two approaches is larger for the case of open-circuited parasitics
than for the case of short-circuited parasitics. This depicts the shortcomings
of the single-mode approximation.

A comparison between computation time is made for the full-wave sim-
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Figure 2.2: E-field radiation pattern of parasitic antenna array with open-
circuited parasitics at 1800 MHz.

ulation and the open-circuit to embedded pattern approach to show its
computational advantage during load optimization, keeping in mind that,
down to machine precision, both approaches provide the same result. The
simulations are executed on an i7 PC with 3.40 GHz processor, 16 GB RAM
and 64-bit operating system.

Table 2.1: Computation Time Comparison.

Full-wave simulation
computation time

Open-circuit pattern
computation time (sec)

Embedded pattern
from open-circuit pattern,

computation time

30 mins and 4 secs 30 mins and 58 secs 4.8 msecs

It can be seen from Table 2.1 that the open-circuit pattern computation
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Figure 2.3: E-field radiation pattern of parasitic array with short-circuited
parasitics at 1800 MHz.

time is similar to that of the full-wave simulations (order of half an hour)
but the embedded pattern computation time is in the order of milliseconds.
With the full-wave simulation, the computation of the cost function would
take the same time for each set of loads. For instance, if 1000 combinations
of loads are tried to reach the optimum set of loads, with the full-wave
simulation the total computation time would be 501 hrs, 6 mins and 40 secs.
While with the open-circuit to embedded pattern approach it would take
31 mins and 3 secs. The gain in computation time can be seen easily (here
about 1000 times faster). This computation gain depends on the ratio of
total number of basis functions (MoM) to the number of loads, and the
number of iterations tried before the problem converges. For this array, the
total number of basis functions involved in the MoM code are 8744.
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2.4 Analytical Solution

Di�erent optimization algorithms are utilized in order to determine the
optimum set of loads of a parasitic antenna array to form a desired radiation
pattern. This load optimization a computationally expensive method due
to its iterative nature. Therefore, an e�ort has been made to develop an
analytical method to determine the optimum set of loads of a parasitic
antenna array.

Consider a parasitic antenna array, consists of a total N antennas with a
single driven (active) antenna element and N-1 parasitic radiators. The EM
model expressed in (3.9) can be rewritten only for the embedded pattern of
a driven element as:

f
e = e

T
n (Za + Z

L)≠1
f

O.C. (2.2)

Here, f
e is a vector containing only the embedded pattern the driven an-

tenna and en is a Nx1 column vector with all entries zeros except a unit
entry corresponding to the driven element port. We would like to form the
objective radiation pattern (fo) with the parasitic antenna array. The f

o

pattern is known and (2.2) can be written as:

f
o = e

T
n (Za + Z

L)≠1
f

O.C. (2.3)

Taking the transpose on both sides leads to

f
o,T = f

O.C.,T (Za + Z
L)≠1

en (2.4)

It resembles with the linear system of equations of the form

b = A w (2.5)

with

b = f
o,T (2.6)

A = f
O.C.,T (2.7)
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w = (Za + Z
L)≠1

en (2.8)

where b and A are known and w needs to be determined. It can be seen
that b is the objective radiation pattern, A consists of all the open-circuit
patterns and w consists of the N-port impedance and load matrix. The
least-square solution to this linear system can be written as:

w = (AH
A)≠1

A
H

b (2.9)

Once w is computed, based on (2.8) Z
L can be obtained using

Z
L

w = en ≠ Z
a

w (2.10)

Through this methodology, parasitic loads of a parasitic antenna array

Figure 2.4: Circular array of seven dipoles.

can be computed analytically. For illustration, a circular array of 7 half-
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Figure 2.5: Circular array of seven dipoles (Top view).

wavelength dipole antennas is considered, it is operating at 2.5 GHz in the
ISM band. The driven dipole antenna is surrounded by 6 parasitic dipole
radiators with the loads attached to their terminals as shown in Fig. 2.4.
The radius of the circular array is ⁄/4.

Table 2.2: Complex loads computed for di�erent radiation patterns, using
the analytical method.

Case I
(0

¶ tilt)
Case II

(15
¶ tilt)

Case III
(30

¶ tilt)
Case IV
(45

¶ tilt)

Z1 77-170i -6-105i -20-97i 36-133i
Z2 -73-114i 1+0i -21-5i 17+6i
Z3 0-25i -54+6i -17+5i -112+45i
Z4 -77-51i 81-6i -642-152i -9-4i
Z5 181-28i -9-43i 9-77i -100+7i
Z6 -75-51i 29-31i 14-76i 76+140i
Z7 4-23i -81+30i -175-1047i -60-15i

The analytically determined complex loads to form di�erent objective
radiation patterns are given in Table 2.2 and the obtained radiation patterns
are shown in Fig. 2.6. The objective radiation patterns are scanned at 0¶,
15¶, 30¶ and 45¶. The tilt angle of the scanned beam is defined in the
azimuth plane, as shown in Fig. 2.5. Due to the symmetry of the circular
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Table 2.3: Reactive loads computed for di�erent radiation patterns, using
the analytical method.

Case I
(0

¶ tilt)
Case II

(15
¶ tilt)

Case III
(30

¶ tilt)
Case IV
(45

¶ tilt)

Z1 -249i -95i -60i -181i
Z2 378i 0i -325i 13i
Z3 -25i -65i 282i -270i
Z4 -87i +45i -862i -3i
Z5 -264i +6i -82i -136i
Z6 -92i -25i -86i 158i
Z7 -19i -19i -2236i -428i

array, the radiation patterns can be scanned in other sectors by shifting the
arrangement of the set of loads.

This method poses two problems. One is that the solution may contain
parasitic loads with real parts, which can be negative as well. The negative
real part of parasitic loads means the presence of generators at the ports of
parasitic radiators, which is of course not acceptable in a parasitic antenna
array. The second problem is that the solution may contain the impedance
of a driven port other than 50 W that could disturb the matching of the
antenna. We tried to impose the condition on parasitic loads Z

L to be with
zero real parts and then determine the reactive loads to form the objective
radiation pattern. After computing w from (2.9), the condition on loads to
be only reactive is imposed as:

P = en ≠ Z
a

w (2.11)

x
L = ⁄(ZL) (2.12)

Ÿ(P ) = Pr = ≠x
L

w
im (2.13)

⁄(P ) = Pi = x
L

w
r (2.14)
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(a) (b)

(c) (d)

Figure 2.6: Comparison of di�erent objective power patterns and the
obtained power patterns from the ESPAR with complex and reactive loads,
using analytical method, Frequency=1800 MHz, Phi [degrees] vs Linear
Scale, (a) case I (0¶ tilt) (b) case II (15¶ tilt) (c) case III (30¶ tilt) (d)
case IV (45¶ tilt).

which can be re-written as:

Gr = ≠Pr ./ w
im = x

L (2.15)

Gi = Pi ./ w
r = x

L (2.16)
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(a) (b)

(c) (d)

Figure 2.7: Comparison of di�erent objective power patterns (di�erent
phase) and the obtained power patterns from the ESPAR with reactive
loads, using analytical method, Frequency=1800 MHz, Phi [degrees] vs Lin-
ear Scale, (a) case I (0¶ tilt) (b) case II (15¶ tilt) (c) case III (30¶ tilt) (d)
case IV (45¶ tilt).

Here ./ is the element by element division operator. The least-square solu-
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tion to this linear system can be written as:

x
L = (RH

R)≠1
R

H
G (2.17)

where

G =

C
Gr

Gi

D
(2.18)

R =

C
U

U

D
(2.19)

U = IN (2.20)

Here IN is an identity matrix of size N. The reactive loads are computed
for the circular array consisting of 7 half-wavelength dipoles and are given
in Table 2.3. By using the explained analytical approach with the condition
of loads being reactive only, we fail to yield the objective radiation patterns
from the parasitic antenna array, as shown in Fig. 2.6. Actually, by using
this approach, first we obtain the solution with complex loads and then we
remove the real part of the complex loads in a least square manner to obtain
only reactive loads. However, the removed (real) part of the complex loads
contribute significantly to form the desired radiation pattern. That is the
reason this approach of computing only reactive loads does not work.

When we put a complex objective radiation pattern in (2.3), we try to
obtain the objective radiation pattern with a certain magnitude and phase
pattern as well. In most applications the phase of the antenna radiation
pattern is irrelevant. However, using this methodology by changing the
phase of an objective radiation pattern, di�erent results can be obtained, as
shown in Fig. 2.7. By using di�erent phase variation for the same objective
patterns which are shown in Fig. 2.6, di�erent radiation patterns are formed.
So, the question is what should be the phase of the objective radiation
pattern in (2.3) that would lead to the value of loads to form the radiation
pattern closest to the objective radiation pattern in terms of magnitude.
This problem has not been tackled in this thesis. The e�ort to develop
an analytical method to compute the reactive loads to form the objective
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radiation patterns from a parasitic antenna array has not been successful.
Therefore, we have used the optimization techniques to design the parasitic
antenna arrays.

2.5 Spectral Optimization

A spectral optimization is proposed, parasitic load values are decomposed
into a given basis versus positions of parasitic elements, supposing they
are distributed along a line or a circle. Then the coe�cients in that basis
are determined such that the obtained linear combination minimizes the
cost function. Here, we have considered harmonic and Gaussian bases to
optimize the parasitic loads of a parasitic antenna array.

2.5.1 Harmonic Basis

The harmonic basis is used to represent the parasitic load values of a par-
asitic antenna array. The optimum load configuration can be expressed
as the summation of sines and cosines of di�erent harmonics, as given in
(2.21). The unknowns are the amplitudes ap and bp of the cosines and
sines of each harmonic, which determine the optimum, purely reactive, load
configuration for a desired radiation pattern. The graphical representation
of the harmonic basis is shown in Fig. 2.8, only two harmonic bases are
illustrated.

Z
n

Lmin = j

Nÿ

p=1

(ap cos 2finp

N
+ bp sin 2finp

N
). (2.21)

Here N is the total number of parasitic loads, p is the harmonic being op-
timized, n is the element index, ap and bp are the purely real amplitudes of
cosines and sines, respectively. By construction, the harmonics considered
form an orthogonal basis with respect to a dot product. The amplitudes of
cosines and sines of each harmonic are optimized, such that the radiation
pattern obtained with sum of harmonics minimizes the cost function. The
harmonics are optimized one-by-one, starting with the lowest-order, since
lower-order harmonics dictate the main lobe and the overall shape of the
radiation pattern, while higher harmonics contribute to the finer details
of the radiation pattern. In this way, joint optimization of all ap and bp
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coe�cients is circumvented. At each step only two coe�cients of a sin-
gle harmonic are optimized while coe�cients of other harmonics are being
frozen. Once amplitudes of cosines and sines have been optimized for each
harmonic, subsequent optimization rounds may be run, starting again from
lowest harmonics. (It has been noticed that running a few other rounds
helps to further refine the optimum solution).

Figure 2.8: Graphical representation of harmonic basis.

By representing the optimum load in terms of summation of sines and
cosines, the number of variables to be jointly determined has been reduced
to only two, ap and bp. These two variables ap and bp can be optimized
for each harmonic using any heuristic algorithm. For that purpose the
Nelder-Mead simplex method [37] has been used here. Therefore, there will
always be only two variables that need to be optimized for each harmonic,
irrespective of the number of loads. This makes the optimization complexity
less dependent on the number of loads which need to be optimized. However,
it will still depend on the number of loads because the number of harmonics
is equal to the number of loads.

2.5.2 Gaussian Basis

The parasitic loads can also be optimized by decomposing them into a
Gaussian basis, as given in (2.22). Only two Gaussian bases are illustrated in
Fig. 2.9. The Gaussian basis is defined such that the peak of each Gaussian
function is shifted at the position of a given parasitic element. So, the size
of the Gaussian basis is equal to the number of parasitic loads. For each
basis, the variance of the Gaussian function is kept fixed. The variance is
chosen according to the spacing between the parasitic loads. In this thesis,
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Figure 2.9: Graphical representation of Gaussian basis.

the variance is considered as (the fraction of wavelength) spacing between
parasitic radiators. The weights wp are optimized for each basis such that
the sum of basis minimizes the cost function. Such a basis is not orthogonal,
the Nelder-Mead simplex method [37] has been used for the determination
of weights so as to optimize the radiation pattern. By using the Gaussian
basis decomposition, only one parameter wp needs to be optimized for each
basis at one instant, irrespective of the number of loads. It makes this
method computationally e�cient as well. Similar to the harmonic basis,
multiple iterations can be run to reach the minimum of the cost function.

Z
n

Lmin = j

Nÿ

p=1

wp exp(≠(n ≠ µp)2

2‡2
). (2.22)

2.5.3 Comparison of Spectral Optimization with Genetic Algorithm

A comparison of the proposed spectral optimization method is made with
the genetic algorithm [42], [5] in terms of computation time and minimum
value of the cost function achieved. As an example, the active antenna con-
sidered is the one presented in [45] for a base station application operating
at 1800 MHz. It has two ports with +45¶ and ≠45¶ polarization, the verti-
cally polarized field can be transmitted by simultaneous excitation of both
ports. Vertical dipoles are considered as parasitic radiators so that they
do not deteriorate the polarization of the fields transmitted by an active
element.

The half-wavelength (⁄/2) parasitic dipoles of ⁄/16 width (with respect to
1800 MHz) are placed at a distance ⁄ in front of the active antenna, as
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(a)

(b)

Figure 2.10: (a) ESPAR antenna with cross dipole (active element) and
half-wavelength dipoles (parasitic elements) (b) Top view.

shown in Fig. 2.10. The parasitic dipoles are separated from each other
by a ⁄/8 distance. In total, 10 ◊ 3 parasitic radiators are placed in front
of the active antenna. There are three sets of dipoles, each arranged on
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Table 2.4: Impedances computed for di�erent radiation patterns by using
spectral optimization with harmonic basis.

Case I

(0¶ tilt)
Case II

(22¶ tilt)
Case III

(30¶ tilt)
Case IV

(≠14¶ tilt)
Case V

(≠18¶ tilt)
Case VI

(Multi-
beam)

Z1 -100i -10i +4i -240i +95i -480i
Z2 -16i +401i +205i -16i -500i +430i
Z3 -160i +36i +75i -161i +12i +249i
Z4 +98i +31i -32i +57i +480i -419i
Z5 +198i -107i -57i +119i +362i +31i
Z6 -215i +106i -234i -104i -360i +330i
Z7 +105i +120i +262i +46i -19i -500i
Z8 +74i -217i -21i -6i -48i +6i
Z9 -186i -13i -430i +191i -138i +500i
Z10 +31i -329i +148i +17i -33i -409i

Table 2.5: Impedances computed for di�erent radiation patterns by using
spectral optimization with Gaussian basis.

Case I

(0¶ tilt)
Case II

(22¶ tilt)
Case III

(30¶ tilt)
Case IV

(≠14¶ tilt)
Case V

(≠18¶ tilt)
Case VI

(Multi-
beam)

Z1 +255i +3i -7i -199i -500i -145i
Z2 +75i +500i +498i -32i +21i -55i
Z3 +438i 0i +42i -151i +500i -125i
Z4 -282i -63i +29i +73i -164i +124i
Z5 -5i -140i -72i +108i -51i +500i
Z6 -61i +500i -163i -127i -99i +80i
Z7 +5i -12i +30i +79i +26i -175i
Z8 -135i -145i -169i +14i +72i -22i
Z9 -12i -20i -24i +129i +114i +297i
Z10 -126i -219i -249i +38i +24i -500i

a flat panel, as shown in Fig. 2.10(b) which provides a top view of the
design. The two panels on left and right are tilted at an angle of 30¶

towards the active element in order to maintain a similar radial distance
between all the parasitic dipoles and the active antenna. Each dipole has
a load at its terminals. Here, only azimuthal beamforming is considered.
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Table 2.6: Genetic algorithm parameters [5].

Parameters Values

Number of maximum generations (iterations) 1000
Number of initial points 2000
Number of sons for each generation 100
Reproduction probability 0.8
Recombination Probability 0.9
Mutation Probability 0.1
Immigration Probability 0.8
Lower bound for initial points -250 i W
Higher bound for initial points 250 i W

Therefore, identical impedances are considered in any given column (three
dipoles here). Hence, in total, 10 di�erent loads need to be optimized to
implement the beamforming and beam-shaping. For this example, the total
number of basis functions involved in the MoM code is 2235. The cost
function is defined as the mean-square-error between the parasitic antenna
array radiation pattern f (◊, „) and the objective radiation pattern fobj(◊, „).

arg min

Z̄1,..Z̄N

⁄
2fi

0

⁄
fi

0

a(◊, „)[|f (◊, „)| ≠ |fobj(◊, „)|]2 sin ◊ d◊ d„

Here, a(◊, „) is a weighting function which is used to give more signifi-
cance to the main lobe than side lobes of the radiation pattern in the cost
function. The active antenna (crossed dipole) is oriented towards the az-
imuth angle „ = 270¶; di�erent beam shapes and beam tilts are obtained
by optimizing the loads attached to the parasitic radiators (⁄/2 dipoles).
The values of parasitic reactances determined to obtain di�erent desired
patterns using the proposed algorithm, are given in Tables 2.4 and 2.5. The
radiations patterns show stability over the variation of ±1 cm (±⁄/16) in
the relative positioning of active antenna and parasitic radiators and ±5 W
variation in the optimized impedances.

A comparison of the proposed spectral optimization method with the
classical genetic algorithm [5] approach has been made to evaluate its per-
formance in terms of computation time and minimum achieved value of
the cost function. For the genetic algorithm, the parameters given in Ta-
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Table 2.7: Comparison of figure of merits of harmonic optimization with
genetic algorithm.

Figure of Merits Harmonic

Basis

Gaussian

Basis

Genetic

Algorithm

Case I
No. of Times Cost Function
is Evaluated

10005 7922 72000

Time (sec) 4.87 3.75 74.48
Minima Value 0.15 0.11 0.24

Case II
No. of Times Cost Function
is Evaluated

8148 8181 72000

Time (sec) 4 3.92 70.06
Minima Value 0.29 0.20 0.77

Case III
No. of Times Cost Function
is Evaluated

21615 7937 186000

Time (sec) 10.4 3.97 176.8
Minima Value 0.3 0.18 0.75

Case IV
No. of Times Cost Function
is Evaluated

1622 4037 106000

Time (sec) 1 2.11 103.74
Minima Value 0.16 0.18 0.59

Case V
No. of Times Cost Function
is Evaluated

13441 8285 386000

Time (sec) 6.34 4.05 362.4
Minima Value 0.19 0.22 0.54

Case VI
No. of Times Cost Function
is Evaluated

25490 8334 2000000

Time (sec) 12.5 3.66 1909
Minima Value 0.26 0.06 0.46

ble 2.6 have been used to reach the minima of a cost function. The perfor-
mance comparison between the spectral optimization and genetic algorithm
in terms of radiation patterns are given in Fig. 2.11, and the comparison
of corresponding figures of merit are given in Table 2.7. The comparison
shows that, in nearly all cases, the spectral optimization requires fewer it-
erations and computation time than the genetic algorithm, to obtain better
minima of the cost function. For the di�erent cases considered here, on the
average, there is a 2.9 times reduction in the value of cost function’s min-
ima and 49 times the average reduction in computation time. Therefore,
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(a) (b)

(c) (d)

Figure 2.11: Di�erent objective power patterns and the obtained power
patterns from the parasitic antenna array using spectral optimization and
genetic algorithm, Frequency=1800 MHz, Phi [degrees] vs Linear Scale, (a)
case I (0¶ tilt) (b) case II (22¶ tilt) (c) case III (30¶ tilt) (d) case IV (≠14¶

tilt).
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(e) (f)

Figure 2.11: Di�erent objective power patterns and the obtained power
patterns from the parasitic antenna array using spectral optimization and
genetic algorithm, Frequency=1800 MHz, Phi [degrees] vs Linear Scale, (e)
case V (≠18¶ tilt) (f) case VI (multi-beam).

spectral optimization proves to be computationally e�cient for the design
of electronically steerable parasitic array radiators (ESPAR).

2.6 Conclusion

For ESPAR antennas, the open-circuit to embedded pattern approach is
a very fast way to compute the exact radiation pattern with the dynamic
parasitic loads, without any approximation. Regardless of the optimization
algorithm, this approach immensely accelerates the optimization process to
find the set of loads producing a radiation pattern as close as possible to a
given objective pattern. An analytical method has been explored to deter-
mine the loads to form the desired radiation patterns. However, it yields the
unrealistic load values to produce the desired radiating patterns. Moreover,
the phase profile of the objective radiation patterns also plays a role in the
analytical method and the optimum phase profile needs to be determined for
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the di�erent desired radiation patterns. A spectral optimization algorithm
has been proposed; it decomposes the parasitic loads into discrete basis
functions, and the related coe�cients are determined to minimize the cost
function. The comparison of results obtained with the proposed algorithm
with those from a genetic algorithm shows that in average it converges to a
slightly better solution (2.9 times reduction in the value of cost function’s
minima) in 49 times shorter time.



CHAPTER3

Parasitic Antenna Array

This chapter expresses the work which involves the adaptation of the radia-
tion pattern of a base station antenna by the use of parasitic antenna array
to improve the coverage in cellular communication systems, such as 4G or
5G systems. It details the overall employed methodology of the work and
explains each step that has been involved in that methodology.

First, based on the cell’s geographic topology and the requirements of
di�erent radiation power exposure, and using ray-tracing simulation, the
desired antenna radiation patterns are determined and represented with
spherical harmonics. Secondly, those patterns are implemented in a proto-
type in the 1800 MHz band using parasitic radiators, loaded with di�erent
impedances, placed in front of the existing cellular base station antenna.
The developed prototypes have been tested in the laboratory and the mea-
surements are in a good agreement with the simulation results.

Section 3.1 introduces the work that is discussed in this chapter. Sec-
tion 3.2 details the methodology followed in the work, that is how we go from
the coverage improvement in an area to the design of a parasitic antenna
array for the base station. Section 3.3 explains the procedure to compute
the objective radiation patterns for base stations by using the propagation
tools. It has been mainly done by Quentin Gueuning under the supervision

39
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of Claude Oestges. Section 3.4 describes the design procedure of the par-
asitic antenna array and presents the simulation and experimental results.
Section 3.5 shows propagation simulation results to verify that coverage has
been improved.

3.1 Introduction

The proliferation of mobile communication technologies has increased the
human exposure to Radio Frequency (RF) radiation. The mostly followed
standards for Base Station (BS) radiation are published by the Interna-
tional Commission on Non-Ionizing Radiation Protection (ICNIRP) [46],
recognized by the World Health Organization (WHO). In a cellular commu-
nication system, a BS generally overexposes an area in the line of sight of
the main beam and underexposes the rest of the area. In order to improve
the coverage in a given area without the risk of potential RF exposure, the
radiation pattern of a base station antenna can be adapted according to its
environment. In this domain the use of parasitic elements appears as an
under-exploited degree of freedom, although it can help to attain lower RF
exposure levels for the general public without any major economic impact
nor significant reduction of throughput. In this work, parasitic radiators are
used in front of the existing base station antennas to modify their radiation
patterns, in order to approximately obtain a specific level of field-strength
distribution over the coverage area. So, the idea is first to obtain the desired
base station radiation pattern, based on propagation simulations in a given
area. Then the second step consists of implementing that desired radiation
pattern by placing the parasitic radiators with loads in front of the existing
base stations.

In [47], the desired (objective) radiation pattern simply consists of an
inverse squared cosine function that compensates for the propagation losses
for receivers lying within a plane directly below the base station. Moreover,
optimization constraints have been added to reduce the interference by lim-
iting the power sent toward nearby cells. In contrast, [48] uses ray-tracing
simulations to produce site-specific antenna patterns which enhance the cov-
erage and the delay spread of the channels within a single cell. Hence, the
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patterns are shaped according to the geometry of the surrounding streets
and buildings. However, since they are obtained from the union of a finite
number of small sectors in which the field amplitude is assumed constant,
the desired patterns can be discontinuous and highly directive. In this work,
Quentin Gueuning has implemented a method similar to [48], except that
the patterns are represented through a small set of spherical vector wave
functions and that the optimization variables are their associated expan-
sion coe�cients. It ensures that the solutions are physical since they satisfy
Maxwell’s equations and that they are su�ciently smooth to be used for
base station antennas of limited size. In this work, the maximum electric
field strength of 3 V/m (129.5 dBµV/m) is considered at 1800 MHz to com-
pute the desired radiation patterns for the base station. It is the maximum
allowed electric field strength in Brussels, Belgium.

The next step is to implement the objective radiation patterns by para-
sitic antenna array at the base station level. The driven antennas (here the
existing base station antennas) and parasitic radiators with loads are collec-
tively referred to as a parasitic antenna array. The parasitic antenna array
has been designed using the e�cient methodology along with harmonic op-
timization technique explained in Section 2.2 and 2.5.1, respectively. The
prototypes have been fabricated; they consist of parasitic radiators and loads
in front of the base station antenna, operating at 1800 MHz, to accommo-
date with the higher frequency band of existing base station antennas.

3.2 Methodology

A two step methodology is employed in this work. In the first step an ob-
jective (desired) radiation pattern is computed depending upon the cell’s
environment, i.e. streets, buildings etc. in order to improve the coverage
in that cell while maintaining a total radiated power level below a certain
threshold. In the second step the base station’s radiation pattern is adapted
by parasitic elements to obtain the objective radiation pattern. The method-
ology employed in this work is illustrated by the flow chart shown in Fig. 3.1.
The addressed optimization problem has been divided into two parts. The
ray tracing simulations have been carried out for the given geometry of the
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Figure 3.1: Flow chart illustrating the proposed methodology to improve
the coverage in a cellular communication by utilizing parasitic antenna ar-
ray.

cell, using an in-house code. Then the first optimization has been carried
out to obtain the objective radiation patterns of the base station antennas,
considering the power constraints. The second optimization problem entails
the computation of loads of the parasitic antenna array to form the objec-
tive radiation patterns, from the existing 4G or 5G base station antennas.
An in-house code for the method-of-moments (MoM) has been used for the
antenna simulation [49] and then a second optimization process is carried
out. In the end, the design of the parasitic antenna array is obtained. This
whole process improves the coverage of the cell, by adapting the radiation
pattern. The first step is implemented by Quentin Gueuning under the su-
pervision of Claude Oestges. My work deals with the second step which
involves the design of beam-shaping parasitic antenna array for BS of a
cellular communication system.
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3.3 Objective Radiation Patterns

In this section, the formulation of an optimization problem will be pre-
sented, based on ray-tracing simulations, which will be solved numerically
in order to find the desired (objective) pattern. The determination of ob-
jective radiation patterns using ray-tracing simulation has been developed
by Quentin Gueuning [35]. The objective pattern is the one that allows to
keep the field level below a certain threshold value in a cell while optimizing
the throughput. Later, this pattern will be used as an objective function to
determine the loads of the parasitic antenna array.

Firstly, let us assume that the three-dimensional objective pattern of the
antenna can be decomposed into

fobj(◊, „) =
2(N+1)2≠2ÿ

n=1

xn fn(◊, „) (3.1)

where xn are unknown expansion coe�cients and fn are the vector spherical
wave functions [50]. The spherical wave function is defined as:

f
m
n (◊, „) =

Û
2n + 1

4fi

(n ≠ m)!
(n + m)!

Pm
n (cos(◊))ejm◊ (3.2)

Here, m = (≠n, ...., 0, ...., n) and Pm
n (cos(◊) are the associated Legendre

polynomials. The antenna radiated power is given by:

P =
x

ú
x

2 (3.3)

where ı stands for the transpose conjugate and the coe�cients of (3.1) have
been stacked into a column vector x. Typically, a smooth radiation pattern
is desired for the design of an antenna. Hence, N will be kept low; i.e.
from 2 to 5. Otherwise to form a sharp pattern we will require a larger
antenna [51]. The details of the spherical wave functions are given in [52].

Secondly, a ray-tracing simulation leads classically [53] to the following
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representation of the electric field at an observation point r:

E(r) =
L(r)ÿ

l=1

Dl(r) f (◊l, „l) (3.4)

where L(r) is the number of rays propagating from the antenna to the
observation point, (◊l, „l) are the departure angles of ray l from the antenna
and Dl is a 3 ◊ 3 matrix that accounts for electromagnetic interactions with
the geometry of the buildings.

Then, by inserting (3.1) into (3.4), the field intensity (in W /m
2) asso-

ciated to each ray is expressed through a quadratic form as:

Il(r) = x
ú

Ql(r) x (3.5)

where Ql is a N ◊ N matrix and its element ij is given by:

Q
ij

l
(r) =

1
2÷

f
ı
i (◊l, „l) D

ú
l
(r) Dl(r) fj(◊l, „l) (3.6)

where ÷ is the free-space impedance. Knowing that the phase of each ray
field cannot be predicted due to the inaccuracy of the geometrical modelling
of the buildings, it is reasonable to assume that rays reaching an observation
point r are uncorrelated. Hence, in the mean sense, the total intensity is
given by the sum of that of each rays:

Q(r) =
ÿ

l

Ql(r) (3.7)

From there, an optimization problem is formulated for enhancing the
coverage of a base station within a certain surrounding built area W. More
precisely, the objective is to maximize the field intensity I within W while
keeping the power P radiated by the antenna constant. This is formulated
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as:

min
x

≠ x
ı

ÿ

i

Q(ri) x

s.t. P =
x

ı
x

2 (3.8)

where ri œ W. In Section 3.5, the numerical solution of (3.8) has been ob-
tained with the help of the interior point algorithms implemented in Mat-
lab [37] language by Quentin Gueuning.

3.4 Parasitic Antenna Array

The objective here is to carry out the beam-shaping and obtain the objective
radiation patterns from the existing base station antennas without replacing
them. Therefore, parasitic radiators with di�erent loads are placed in front
of the existing base station antenna to form the parasitic antenna array.
The set of parasitic loads which form di�erent objective radiation patterns
are computed e�ciently, which is crucial to the design process of a parasitic
antenna array.

3.4.1 Driven Antennas of the Parasitic Antenna Array

The driven antennas considered here are the base station antennas, typically
used for Long-Term Evolution (LTE) communication system. Such base
station antenna consists of 10 crossed dipoles vertically stacked with dual
polarization of +45¶/-45¶ [3]. For transmission, the base stations transmit
vertically polarized waves by simultaneously exciting the +45¶/-45¶ arms
of each crossed dipole. In this work the transmission scenario is considered
with vertical polarization only. The antenna also has a back reflector; it
transmits only in a sector of about 64¶ in a horizontal plane (half power
beam-width) and about 6.8¶ in a vertical plane (half power beam-width).
The narrow beam in the vertical plane is achieved through beamforming,
using a corporate feeding network implemented with coaxial cables. The
design details of the base station antenna itself are not given here for confi-
dentiality reasons. The frequency of operation considered is 1800 MHz, as



46 Chapter 3. Parasitic Antenna Array

it is in use for LTE mobile communication. The bandwidth requirement for
LTE applications is usually 20 MHz [54].

3.4.2 Design of Parasitic Elements of the Parasitic Antenna Array

The parasitic radiators considered are printed half-wavelength vertical dipoles.
Hence, they only impact the directional distribution of fields transmitted by
the driven antennas; not their polarization. The parasitic elements them-
selves need to be essentially resonant to have su�cient impact on the ra-
diation patterns. Moreover, as open radiating structures, their intrinsic
bandwidth is not extremely narrow (about 2%) such that that the band-
width of the parasitic elements is not critically limiting the bandwidth of
the whole system.

Figure 3.2: Parasitic antenna array design for base station: side view.

It has been noticed that, if parasitic dipoles are placed at a distance
smaller than a half-wavelength (⁄/2), they disrupt the matching of exist-
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Figure 3.3: Parasitic antenna array design for base station: interior front
view.

Figure 3.4: Parasitic antenna array design for base station: interior front
view.

ing base station antennas. A distance between ⁄/2 and ⁄ is appropriate
to have a strong mutual coupling between driven (active) and parasitic el-
ements without significantly a�ecting the matching of the driven elements.
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Figure 3.5: Parasitic antenna array design for base station: top view.

Therefore, the parasitic dipoles are placed at a distance ⁄ from the BS
antenna, as shown in Fig. 3.2. The parasitic dipoles are placed at a ⁄/4
distance from each other, as depicted in Fig. 3.4. In front of each driven
crossed dipole of the BS antenna, 12 parasitic dipoles are placed, therefore
a total of 12 ◊ 10 parasitic dipoles and loads are placed in front of the 10
driven elements (BS antenna), as shown in Fig. 3.3. The vertical distance
between the rows of parasitic dipoles is 4.55 cm, where each row of 12 par-
asitic dipoles is aligned in front of each driven element of the base station
antenna, as shown in Fig. 3.4. There are three sets of parasitic dipoles,
each made of a flat panel containing 4 ◊ 10 dipoles as shown in Fig. 3.5
which provides a top view of the antenna array. The two panels on left
and right sides are tilted at an angle of 30¶ towards the driven elements
(BS antenna) in order to maintain a similar radial distance between all the
parasitic dipoles and the driven antennas.

3.4.3 Electromagnetic Model for the Simulations

A computationally e�cient Electromagnetic (EM) model, detailed in Sec-
tion 2.2, is exploited here to design the parasitic antenna array. It employs
the open-circuit pattern to embedded pattern transformation. The open-
circuit patterns of all antennas (active or parasitic) are computed once and
for all. Then all the embedded patterns for a given set of loads can be
computed using (3.9). It utilizes the open-circuit patterns of all driven and
parasitic elements, as well as the array impedance matrix, to include all
the mutual coupling information. The embedded element pattern of all the
antennas are computed from the open-circuit patterns through following
equation [7], [43], [14]:

f
e = (Za + Z

L)≠1
f

O.C. (3.9)
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Here f
e are the embedded patterns, f

O.C. are the open-circuit patterns, Z
L

is a diagonal matrix containing the load impedances attached to the driven
and parasitic elements, Z

a is the N -port impedance matrix containing mu-
tual coupling information. In f

e and f
O.C. matrices, each row corresponds

to a given antenna and each column corresponds to a given direction. Since,
the radiation pattern of the array is obtained by the superposition of the
embedded patterns of the driven elements only, beam-shaping can be imple-
mented by just varying the loads attached to the parasitic radiators. The
Z

a matrix and open-circuit patterns of all the antennas are computed once
and saved in memory. Only the embedded patterns are to be recomputed by
superposition according to (3.9), for di�erent load terminations. It makes
this approach computationally e�cient for the calculation of Z

L, as there
is no need to re-simulate the whole array for di�erent load terminations.
The parasitic loads are the main dynamic design parameters of a parasitic
antenna array which form di�erent radiation patterns.

A method-of-moments (MoM) code developed in-house is used for the
simulation of the parasitic antenna array, the code computes the equivalent
electric currents on a metallic structure and the equivalent electric and
magnetic currents on a dielectric structure of the antenna array [49], [55].
Equivalence principle is the basis of the MoM code in which an object is
replaced by fictitious electric and magnetic currents flowing on a surface
enclosing the object. On a metallic structure, the tangential electric field is
zero which means the equivalent magnetic currents are zero as well. Hence,
only equivalent electric currents (which in our case are physical currents)
are su�cient to compute the fields radiated by a metallic object. However,
in case of a dielectric object, boundary conditions suggest the continuity of
tangential electric and magnetic fields on the surface of a dielectric object.
Therefore, both equivalent electric and magnetic currents are required to
determine the scattered fields by a dielectric object. In MoM simulation,
a delta-gap excitation has been used for the feeding of the antenna. First,
electric and magnetic currents are determined using the MoM simulation
and then the scattered fields are computed using Kottler’s formula [56]. The
antenna geometry and mesh are created using the Gmsh [57] software.
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3.4.4 Computation of the Parasitic Loads

The computation (optimization) of loads in a parasitic antenna array is a
non-linear problem, which makes it really di�cult to e�ciently find the set of
loads that yields the desired radiation pattern. Therefore the optimization
algorithm is crucial to the design of parasitic antenna arrays. The mean-
square-error between the parasitic antenna array radiation pattern and the
objective radiation pattern is used as a cost function; it is minimized by
varying the loads in order to obtain the radiation pattern with desirable
characteristics. The parasitic loads considered are purely imaginary (ca-
pacitive or inductive) because the real part of the impedance introduces
losses. If f (◊, „) is an array radiation pattern, fobj(◊, „) is an objective ra-
diation pattern and a(◊, „) is a weighting function, then the cost function
is defined as:

arg min

Z̄1,..Z̄N

⁄
2fi

0

⁄
fi

0

a(◊, „)[|f (◊, „)| ≠ |fobj(◊, „)|]2 sin ◊ d◊ d„

Here, only azimuthal beamforming is considered, therefore, in every column
identical loads are considered. Hence, in this design, there are 12 di�erent
parasitic loads in each column of a given row while in one column all 10 rows
have the same load. The harmonic optimization presented in Section 2.5.1
is used to minimize the cost function e�ciently. It considers the loads along
a line or a circle, and the load values are decomposed into spatial harmonics
according to the positions of the parasitic elements. The optimum load con-
figuration can be expressed as a summation of sines and cosines of di�erent
harmonics, as given in (3.10). For each harmonic, the amplitudes of sines
and cosines are optimized, such that the radiation pattern obtained with
the sum of harmonics minimizes the cost function. The equations (3.9) and
(3.10) are used in conjunction to determine (optimize) the parasitic loads
Z

L to obtain di�erent objective radiation patterns.

Z
n

Lmin = j

Nÿ

p=1

(ap cos 2finp

N
+ bp sin 2finp

N
) (3.10)
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Figure 3.6: Base station antenna for a sector in a cellular communica-
tion [3].

Here N is the total number of parasitic loads, p is the harmonic being
optimized, n is the element index, ap and bp are the purely real amplitudes
of cosines and sines, respectively.

3.4.5 Simulation Results of the Parasitic Antenna Array

The base station antenna [3] shown in Fig. 3.6 is simulated using MoM; the
3D and the 2D radiation patterns at 1800 MHz are shown in Fig. 3.7 and
3.8, respectively. This antenna is used to cover a sector of a base station,
it has a back reflector which makes its radiation pattern directive in the
azimuth plane. There are multiple antennas stacked vertically inside the
casing, which makes it even more directive in the elevation plane.

The parasitic antenna array consisting of a base station antenna (driven
antennas) and printed parasitic dipoles with loads on their terminals is
shown in Fig. 3.9. The dielectric material AM50C (ABS/PPMA) (‘r = 2.89
and tan ” = 0.005 at 1800 MHz) of 3 mm thickness has been used to make
the frame for parasitic dipoles as shown in Fig. 3.4. The parasitic antenna
array with a certain set of loads is simulated with MoM code when dielectric
material is considered and when it is ignored; the comparison of the radia-
tion patterns is shown in Fig. 3.11. The di�erence signifies the importance
of considering the dielectric in EM simulations. Therefore, the parasitic
antenna array is simulated using the MoM code which takes dielectric ma-
terial into account. The parasitic loads values are determined to obtain
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Figure 3.7: 3D Radiation pattern of base station antenna, Fre-
quency=1800 MHz (MoM simulation).

di�erent objective radiation patterns. The loads values are determined by
using EM model in conjunction with the harmonic optimization explained
in Subsection 3.4.3 and Subsection 3.4.4, respectively. The simulation re-
sults are shown in Fig. 3.12, Fig. 3.13 and Fig. 3.14. The corresponding
optimized loads Z

L are given in Table 3.1, 3.2 and 3.3, respectively. The
base station antenna is facing towards „ = 270¶, and by changing the
loads attached to the parasitic radiators beamforming and beam-shaping
is achieved. Case I and Case II contains two of the optimized objective
patterns obtained through the propagation tools described in Section 3.3.
In Case III the objective pattern is synthesized to check the beam-shaping
capabilities of the parasitic antenna array. The relative errors between the
objective and obtained patterns (simulations) are -10.5 dB, -9.4 dB and -
11.3 dB for Case I, Case II and Case III, respectively. The relative errors
have been computed using the following relation:

ErrordB = 10 · log10

Cs
2fi

0
(|Fobj | ≠ |Fobtained|)2

d„
s

2fi

0
|Fobj |2 d„

D
(3.11)
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Figure 3.8: Azimuthal power pattern of base station antenna, Fre-
quency=1800 MHz (MoM simulation vs measurement).
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(a) (b)

Figure 3.9: (a) Base station antenna [3] and printed parasitic dipoles on
a substrate with loads. (b) Interior front of printed parasitic dipoles on a
substrate with loads.

(a) (b)

Figure 3.10: (a) Fabricated prototype consisting of printed dipole on I-
Tera with capacitors or inductors, the frame is made of AM50C material
(b) Zoom view.
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Figure 3.11: Azimuth power pattern of the parasitic antenna array for
a certain set of loads with and without dielectric, MoM simulation, Fre-
quency=1800 MHz.

For the design of the parasitic antenna array, the losses in the struc-
ture are taken into account. The comparisons of the maximum gain and
e�ciency (MoM simulation) of the BS antenna with and without the par-
asitic elements are given in Table 3.4. It can be seen that more gain can
be obtained with the use of parasitic elements, if the objective pattern is
narrow with low side lobe levels and the dielectric losses and the ohmic
losses in the parasitic loads are not significant. In order to scan a beam at
wider angles with low SLLs, parasitic elements should surround the driven
antenna at wider angles. A rule of thumb we have established through
simulations is that a beam can be scanned with low SLLs in the range of
±(– ≠ HPBW /2), where – is the widest angle at which a parasitic element
is placed from broadside and HPBW is the half power beam width of the
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Figure 3.12: Azimuthal objective power pattern and obtained simu-
lated (MoM) power pattern from the parasitic antenna array, Case I, Fre-
quency=1800 MHz.
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Figure 3.13: Azimuthal objective power pattern and obtained simu-
lated (MoM) power pattern from the parasitic antenna array, Case II, Fre-
quency=1800 MHz.
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Figure 3.14: Azimuthal objective power pattern and obtained simulated
(MoM) power pattern from the parasitic antenna array, Case III, Fre-
quency=1800 MHz.
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Table 3.1: Parasitic reactances computed using harmonic optimization for
the Case I radiation pattern shown in Fig. 3.12.

Case I

Parasitic Reactance Component

308i 27.23nH
305i 26.96nH
292i 25.81nH
264i 23.34nH
181i 16nH
172i 15.2nH
115i 10.16nH
265i 23.43nH
159i 14.05nH
-108i 0.818pF
-75i 1.17pF
-41i 2.15pF

Table 3.2: Parasitic reactances computed using harmonic optimization for
the Case II radiation pattern shown in 3.13.

Case II

Parasitic Reactance Component

12i 1.06nH
-21i 4.2pF
227i 20nH
248i 21.9nH
38i 3.35nH

-520i 0.170pF
-370i 0.238pF
150i 13.26nH
-53i 1.67pF
-504i 0.175pF
-374i 0.236pF
87i 7.7nH

scanned beam.
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Table 3.3: Parasitic reactances computed using harmonic optimization for
the Case III radiation pattern shown in Fig. 3.14.

Case III

Parasitic Reactance Component

-476i 0.1857pF
-352i 0.251pF
-43i 2.075pF
552i 48.79nH
516i 45.65nH
444i 39.28nH
31i 2.73nH

-251i 0.352pF
-16i 5.46pF
-136i 0.648pF
61i 5.38nH

-331i 0.267pF

Table 3.4: Maximum gain and e�ciency of the BS antenna with and
without the parasitic elements, MoM simulation at 1800 MHz.

Maximum Gain [dB] E�ciency [%]

BS antenna 17.83 98
BS antenna Case-I 18.4 73
BS antenna Case-II 18.75 52
BS antenna Case-III 17.9 80

3.4.6 Realization of the Parasitic Radiators with Loads

The parasitic dipoles are printed on I-Tera substrate (‘r = 3.38 and tan ” =

0.0028 at 2 GHz) [58], the capacitors and inductors computed from the
optimized impedances are soldered across the dipole terminals. A frame of
material AM50C (ABS/PPMA) (‘r = 2.89 and tan ” = 0.005 at 1800 MHz)
of 3 mm thickness is built with slots in it to place the parasitic elements.
Then printed dipoles on the I-Tera with capacitors or inductors are placed
into the frame as shown in Fig. 3.10. The frame is placed at a distance ⁄

from the base station antenna to obtain the objective radiation pattern.
Since the fixed capacitors and inductors are placed onto the dipole ter-

minals, only a fixed beam scanning is obtained with this prototype (no elec-
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Figure 3.15: Measurement set-up of the parasitic antenna array.

tronic scanning). Three di�erent prototypes are fabricated, requiring three
di�erent sets of loads, to obtain three di�erent radiation patterns from the
same base station antenna. In order to achieve the electronic beam scan-
ning, varactors are required to provide the dynamic impedances, which will
be explained in Chapter 4. For the proposed parasitic antenna array, 120
varactors will be required which entails the challenge of their biasing. In
a given column, the loads are identical, because azimuthal beamforming is
considered here. Therefore, if varactors are utilized, all the varactors in a
single column will require a common biasing voltage. Moreover, in order to
minimize the scattering from the biasing lines of varactors, biasing lines can
be run through the parasitic dipoles from top to bottom of the array and
we will need inductors/chokes to cut RF field.

3.4.7 Measurement Results of the Parasitic Antenna Array

The radiation pattern of the base station antenna is measured in an ane-
choic chamber and its comparison with the simulation results is shown in
Fig. 3.8. After that, the radiation patterns of parasitic antenna array are
measured by placing the prototypes in front of the base station antenna as
shown in Fig. 3.15. The schematic of the measurement set-up is shown in
Fig. 3.16. The measured radiation patterns obtained with the three di�erent
prototypes are compared with the simulated patterns (MoM and CST [38])
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Figure 3.16: Schematic figure of the measurement set-up.

Figure 3.17: Comparison of azimuthal objective power pattern, obtained
simulated (MoM, CST) and measured power patterns from the parasitic
antenna array, Case I, Frequency=1800 MHz.
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Figure 3.18: Comparison of azimuthal objective power pattern, obtained
simulated (MoM, CST) and measured power patterns from the parasitic
antenna array, Case II, Frequency=1800 MHz.
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Figure 3.19: Comparison of azimuthal objective power pattern, obtained
simulated (MoM, CST) and measured power patterns from the parasitic
antenna array, Case III, Frequency=1800 MHz.
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Table 3.5: Maximum gain of the BS antenna with and without the parasitic
elements, measured at 1800 MHz.

Maximum Gain [dB]

BS antenna 16.11
BS antenna Case-I 16.91
BS antenna Case-II 16.55
BS antenna Case-III 16.31

and with the the objective radiation patterns, as shown in Fig. 3.17, 3.18
and 3.19. This comparison shows a good agreement between the objective
patterns, simulated patterns (MoM) and measured patterns. Slightly higher
side-lobe levels in measured patterns can be attributed to inaccuracies in
the alignment of parasitic elements with respect to driven elements. The
relative errors (3.11) between the objective patterns and obtained patterns
(measurements) are -8.35 dB, -7.4 dB and -8.56 dB for Case I, Case II
and Case III, respectively. The radiation patterns are measured across the
bandwidth of 20 MHz to cater for LTE applications [54]. The stability of
radiation patterns versus frequency can be appreciated in Fig. 3.20, 3.21
and 3.22.

The measured maximum gains of the BS antenna with and without
parasitic elements are given in Table 3.5. The measured maximum gains
are less than those of the simulations, given in Table 3.4. However, a slight
variation in the parameters of link budget can make the measured maximum
gain and e�ciency higher or lower. The radiation patterns are measured
only in the horizontal plane. In order to measure the e�ciency, we need to
measure the 3D patterns. The set-up we have in the anechoic chamber, it is
di�cult to measure the 3D patterns because the antennas are cumbersome
and heavy for our tuning table in the lab.

One of the issues in the design of parasitic antenna array is the deteriora-
tion of the reflection coe�cient S11 of the driven antenna in the presence of
parasitic elements, due to strong mutual coupling. Here, since the parasitic
elements are placed at a one-wavelength distance, the deterioration of the
reflection coe�cient of a base station antenna is not significant, and S11 is
still under -10 dB from 1.6 GHz to 2.5 GHz. Fig. 3.23 gives the comparison
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Figure 3.20: Variation of measured azimuthal power pattern of the para-
sitic antenna array versus frequency, Case I.
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Figure 3.21: Variation of measured azimuthal power pattern of the para-
sitic antenna array versus frequency, Case II.
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Figure 3.22: Variation of measured azimuthal power pattern of the para-
sitic antenna array versus frequency, Case III.

Figure 3.23: Measured reflection coe�cient of BS antenna: isolated and
with parasitic elements.
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of the measured reflection coe�cient of the base station antenna with and
without the parasitic elements (three prototypes).

3.5 Improved Coverage Results with Optimized Base Sta-
tion

In this section, we will compare the level of the electric field (in dBµV/m),
in a realistic built environment, computed from in-house ray-tracing simula-
tions using the pattern of the initial base station antenna (without parasitic
elements) and the adapted patterns (with parasitic elements). The ray-
tracing simulations are carried out by Quentin Gueuning. The top and side
views of the simulated area, as well as the position and orientation of two
base stations (BS) are shown in Fig. 3.24. The observation points lie in a
horizontal plane at 2 m above the ground, considering that mobile users
will put mobile terminals right next to their ears. The 3D model of the area
is taken from Brussels Regional Informatics Centre (BRIC). The relative
permittivity and the conductivity of the concrete walls and ground are set
to ‘r = 4.44 and ‡ = 0.01, respectively [59]. The expansion order N of the
objective pattern (3.1) is set to 3 and the radiated power per antenna is
0.1 W. Only contributions from line-of-sight and first-order reflections are
considered in the ray-tracing simulations. The field level obtained with the
initial BS pattern (without parasitic elements) and with the adapted pat-
terns (with the parasitic elements) are illustrated in Fig. 3.26 and Fig. 3.27,
respectively. One can see that, across the simulated area, for the same radi-
ated power, the field level obtained with the BS with the parasitic elements
is slightly higher than that when using only the BS pattern. The reason for
that improvement is that the parasitic elements have shaped and rotated
the radiation patterns of the two BSs, in order to better illuminate the near-
est surrounding street, as compared to the initial BS antenna pattern, as
shown in Fig. 3.25.

Finally, a comparison is made in Fig. 3.28 and Fig. 3.29 between the
Cumulative Distribution Functions (CDFs) of the field levels obtained with
the initial pattern and the adapted radiation patterns (MoM simulations)
for both BSs. Here, the CDF gives the probability to obtain less than or
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(a)

(b)

Figure 3.24: Geometry of the scenario with buildings (grey) and two base
stations (blue dots-arrows) (a) Top view (b) Side view.
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Figure 3.25: Azimuthal BS power pattern vs adapted BS power patterns
(MoM) with parasitic elements, BS 1 and BS 2 are from Fig. 3.24, Fre-
quency=1800 MHz.
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Figure 3.26: Ray-tracing simulation of the amplitude of the electric field
in dBµV/m with the BS patterns (without parasitic elements).

Figure 3.27: Ray-tracing simulation of the amplitude of the electric field
in dBµV/m with the adapted BS patterns with parasitic elements.
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Figure 3.28: CDF of the field level from BS antenna and from BS antenna
with parasitic elements for BS 1.
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Figure 3.29: CDF of the field level from BS antenna and from BS antenna
with parasitic elements for BS 2.
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equal to a certain value of an electric field in an area. The comparison of
CDF shows the improvement of the radio coverage since the CDFs associated
to the adapted patterns are shifted to the right of the CDF of the initial BS
pattern by approximately 3-4 dB. It means that for any given probability,
the adapted patterns provide more electric field strength in the area.

3.6 Conclusion

A parasitic antenna array has been designed and tested in the laboratory to
implement beamforming and beam-shaping for 4G and 5G communication
base station antennas. It is shown that such beamforming and beams-
shaping can also be employed to adapt the RF power exposure level in a
given area. The overall problem has been split in two parts: a propagation-
oriented optimization problem which uses ray-tracing simulations to pro-
duce objective patterns that enhance the field coverage while respecting a
prescribed tolerance of field levels over a given area, and a design-oriented
optimization problem which finds the loads of parasitic radiators to adapt
the pattern of a base station antenna such that it is as close as possible
to the objective pattern. The EM model and the harmonic optimization
technique utilized here can be e�ciently combined for the design of par-
asitic antenna arrays. Ray-tracing simulations have been performed for a
realistic scenario and they highlight an improvement in the coverage thanks
to the adapted radiation patterns of the base station comprising of the par-
asitic antenna array. The simulation and experimental results for designed
parasitic antenna array prototypes are also in a good agreement.



CHAPTER4

Electronically Steerable
Parasitic Array Radiator
(ESPAR) Antenna

This chapter showcases the work done for the development of Electronically
Steerable Parasitic Array Radiator (ESPAR) antenna. In ESPAR antenna
the impedances attached to the parasitic radiators are tuned electronically
to carry out beam-shaping. By tuning the impedances, mutual coupling
among the elements of the ESPAR antenna varies and therefore di�erent
radiation patterns are formed. The varactor diodes [4] have been utilized
to provide electronically tunable impedances.

A prototype of ESPAR antenna has been built at 1800 MHz for the
BS of a cellular communication system. If ESPAR antenna with varactor
diodes is to be developed for the design shown in Fig. 3.9, it would require
120 varactors. In order to simplify the verification, we have built a smaller
prototype to show beam scanning capability of the ESPAR antenna.

ESPAR antennas can also be utilized for other applications which involve
beamforming, for instance wireless local area network (WLAN) application

75
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[10], internet of things (IoT) [60] and radars etc. Another prototype of
ESPAR antenna printed on a layered medium has been designed at 24.5 GHz
for the radar in which a high directivity is maintained while carrying out
beam scanning.

Section 4.1 presents the introduction of the work that is discussed in
this chapter. Section 4.2 explains the characterization of varactor diodes
and their utilization in ESPAR antenna. Section 4.3 details the design and
analysis of a prototype which has been developed to show beamforming for
a cellular communication system. A comparison between simulation and
experimental results is given as well. Finally, section 4.4 gives a description
of a prototype which has been designed for the radar application. The
simulation results are also given here.

4.1 Introduction

PIN diodes [9], [10], [11] and varactor diodes [8], [12] are generally used in
ESPAR antennas for electronic beamforming. PIN diodes provide ON (short
circuit) or OFF (open circuit) states, while varactor diodes provide tunable
capacitive reactances. Therefore, the use of varactor diodes provides more
degree of freedoms to shape the beam but it entails biasing and control
challenges as well. In order to obtain also an inductive impedance, a fixed
inductor is placed in series with the varactor diode. A varactor diode and a
designed tunable impedance circuit are characterized at 1800 MHz to obtain
a profile of tunable impedances versus biasing voltage.

A small prototype of an ESPAR has been designed for a cellular com-
munication to improve a coverage. For a driven antenna, an antenna similar
to the BS antenna [3] but with only one element is designed. The parasitic
dipoles with varactors are used in front of it to carry out the beam-shaping.

ESPAR antennas consisting of patch antennas have been proposed in [28]
and [10], they consist of a driven patch antenna on a bottom layer and
multiple parasitic patches on a top layer. The parasitic patches are in-
terconnected with each other through RF switches. Such antennas with
electrically small (less than ⁄/10) parasitic patches are referred to as para-
sitic pixel antenna [28], [9]. The use of bigger pixels does not provide enough
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beam scanning capability in all planes [61]. In pixel antennas, the distance
between driven and parasitic layers can be adjusted to provide a trade-o�
between frequency and radiation pattern reconfigurability. Small distance
(less than ⁄/20) provides more tunable frequency range and vice versa [9].
In this thesis, I have utilized a parasitic layer but it is not a pixel layer which
means the parasitic patches are not electrically small. Moreover, the par-
asitic patches are connected with each other through tunable impedances
(loads). It is di�cult to design a high gain printed ESPAR antenna with a
beam steering capability while keeping the driven antenna matched and side
lobes suppressed. The design challenges include the optimization of para-
sitic loads and biasing of tunable impedances. In the literature [28], [10],
most researchers have used commercial EM solvers to optimize the parasitic
loads. It involves full-wave simulation at each iteration of the optimization
which makes this approach very time consuming. I have used an e�cient
methodology to design a printed ESPAR antenna, it involves computing
all the open-circuit patterns by using in-house developed MoM code for a
layered medium. This methodology has been well explained in Section 2.2.

In a printed ESPAR antenna proposed in [10], a maximum gain of 6.5 dB
has been achieved with the side lobe level (SLL) of -3 dB, while carrying
out beam scanning at discrete angles (+30¶,0¶,≠30¶). A pixel antenna
presented in [28] can provide a gain of 8 dB and beam scanning at discrete
angles (+30¶,0¶,≠30¶) with the side lobe level (SLL) of -7 dB. In [10], [28],
RF switches are utilized to interconnect the parasitic patches. A varactor
diode has been used for a beam-steering in [12], but it is used to connect
the driven patch with the parasitic patches, located on the same layer. The
antenna design proposed in [12] provides a maximum gain of 7.5 dB with
a scanning range of ±15¶. Higher directivity, in the order of 20 dB, can
be achieved by highly-reflective frequency selective surface (FSS) with a
patch antenna [62], without scanning the beam. In this thesis, an ESPAR
antenna based on an FPC has been designed for a radar application, it can
providea high gain of 13 dB while carrying out beam-scanning in the range
of ±9¶ with the side lobe level (SLL) of -9 dB. The use of tunable impedance
circuit provides more degrees of freedom to scan the beam at di�erent angles
without significant loss in directivity. It also provides a continuous beam
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Figure 4.1: Varactor capacitance vs biasing voltage [4].

scanning angle within a certain range, rather than at discrete angles, as was
the case for [10] and [28]. Besides, a method has been proposed to bias the
varactor diodes in such a way that the biasing lines do not cause unwanted
scattering.

4.2 Varactor Diodes

In order to steer the beam electronically in a parasitic antenna array, an
impedance is needed that can be varied electronically. Therefore, a varactor
diode is used here in reverse biased condition; its capacitance varies by
changing the DC bias voltage.

4.2.1 Characterization of Varactor diodes and tunable impedance
circuit

The MAVR-011020-1411 diode [4] is used because of its suitable range of
capacitance (0.19 pF ≠ 0.025 pF ). Its data sheet gives the range of capaci-
tance with respect to variable DC bias at 1 MHz as shown in Fig. 4.1. For
our application it needs to be characterized at 1800 MHz to find out the
exact impedance provided by it at the terminals of the parasitic elements.
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Figure 4.2: Tunable variable impedance circuit.

Since a varactor diode gives only a variable capacitive impedance, a
fixed inductor is placed in series with the varactor diode in order cover both
positive and negative reactances. Large inductors are placed in series with
DC feed to block the RF currents flowing on the DC bias lines, in order to
minimize the scattering from the DC bias lines. Although the DC bias lines
are made very thin and RF chokes are used to minimize the scattering,
they are still included in the EM simulation and the load optimization
procedure, to take into account the residual scattering. The schematic of
tunable impedance circuit which provides both capacitive and inductive
impedances is shown in Fig. 4.2. The capacitive reactance range provided
by a varactor diode at 1800 MHz is estimated from ADS [40] simulations.
An inductor of 32 nH is used in series with the varactor diode such that the
circuit can provide a suitable range of capacitive and inductive reactances.

4.2.2 Characterization using microstrip test fixture

For the characterization of the varactor diode and tunable impedance cir-
cuit, a transmission line theory formulation has been utilized. A circuit
has been fabricated which consists of a 50 W microstrip transmission line
connected to the one end of Device Under Test (varactor diode or tun-
able impedance circuit). The other end of DUT is grounded through a
via. The circuits have been fabricated on I-Tera substrate (‘r = 3.38 and
tan ” = 0.0028 at 2 GHz) [58] because the same substrate has been used later
on for the fabrication of parasitic dipoles which will have tunable impedance
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Figure 4.3: 50 W microstrip transmission line feeding to the varactor.

circuits on their terminals. The layout of the characterization circuit for the
varactor diode, as well as the tunable impedance circuit are shown in Fig. 4.3
and Fig. 4.4, respectively. The equivalent transmission-line model is shown
in Fig. 4.5.

By connecting the Vector Network Analyzer (VNA) at a microstrip feed-
ing port shown in Fig. 4.3 and Fig. 4.4, Gin is measured. Then GL is com-
puted from Gin using (4.1). This relation is a general expression and includes
the e�ect of mismatch and losses of 50 W feeding transmission line. The two
port S-parameters of the feeding transmission line are measured separately
which characterizes the transmission line completely.

GL =
S11 ≠ Gin

≠GinS22 + S11S22 ≠ S12S21

(4.1)

Then ZL is computed from GL using (4.2).

ZL = Zo

1 + GL

1 ≠ GL

(4.2)

The computed ZL is the impedance of the DUT (varactor diode or tunable
impedance circuit). But this impedance includes the e�ect of fringe capaci-
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Figure 4.4: 50 W microstrip transmission line feeding to the tunable
impedance circuit.

Figure 4.5: Equivalent transmission-line model of the microstrip circuit
used for the characterization of varactor diode and tunable impedance cir-
cuit.
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Figure 4.6: Fringe capacitance at the open end of transmission line.

tance at the end of transmission line where the DUT is connected as shown
in Fig. 4.6. Physically this e�ect is because the fields do not stop abruptly
at the open end of transmission line instead they extend slightly further due
to the e�ect of the fringing field. This fringe capacitance can be represented
as extended transmission line of length Dl, given by the relation (4.3).

CL =
Dl

Ô
‘r,eff

cZo

(4.3)

In order to estimate Dl, the accurate formulations provided by [63] are used,
which are given from (4.4) to (4.9). The fringe capacitance computed from
these formulations is 0.00726pF . The impact of the fringe capacitance is
removed from the measurements to compute the impedance ZL of the DUT.

Dl

h
=

ACE

D
(4.4)

A = 0.434907
(‘0.81

r,eff
+ 0.26)((W /h)0.8544 + 0.236)

(‘0.81

r,eff
+ 0.189)((W /h)0.8544 + 0.87)

(4.5)

B = 1 + (W /h)0.371

2.358‘r + 1 (4.6)

C = 1 + 0.5274 arctan [0.084(W /h)1.9413/B ]

‘
0.9236

r,eff

(4.7)
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Figure 4.7: PCB of tunable impedance circuit used for characterization.

D = 1 + 0.0377 arctan [0.067(W /h)1.456] ◊ [6 ≠ 5 exp (0.036(1 ≠ ‘r))]

(4.8)
E = 1 ≠ 0.218 exp (≠7.5W /h) (4.9)

The other important factors which are present in the measurements and
need to be de-embedded include the e�ects of SMA connector and transition
from coax cable (coming from the VNA) to microstrip PCB. These factors
can add extra line length, as well as parasitic components which are not
included in our transmission line model shown in Fig. 4.5. In order to
circumvent this problem, a microstrip test fixture has been used in which
classical calibration is carried out at the end of the SMA connector’s pin.
The SMA connectors are not soldered to the PCB in fact, they come with
the test fixture such that connector’s pin clamps onto the PCB. A microstrip
calibration kit has been used to shift the reference plane to the beginning
of microstrip transmission line.

The PCBs of varactor diode and tunable impedance circuit are fabricated
for the characterization as shown in Fig. 4.7. The experimental set-up
for the characterization of tunable impedance circuit is shown in Fig. 4.8.
The DC bias of the varactor diode and tunable impedance circuit is given
through the VNA along with the RF signal. After moving the measurement
reference plane to the beginning of the microstrip transmission line, Gin is
measured by the VNA. Then GL is computed using (4.1) and ZL is computed
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Figure 4.8: Measurement set-up using microstrip test fixture.

using (4.2). After that, the fringe capacitance of 0.00726pF , computed from
relations (4.3) to (4.9), is removed from ZL to compute the impedance of
the DUT i.e. varactor diode or tunable impedance circuit. For di�erent
DC bias voltages the same procedure is repeated to measure the impedance
of the DUT. The variation of impedance of the varactor diode and tunable
impedance circuit with the DC bias are given in Fig. 4.9 and Fig. 4.10,
respectively. Fig. 4.9 shows the variation of capacitive impedance of the
diode versus DC bias voltage. It can be seen from Fig. 4.10 that by changing
the DC bias both capacitive and inductive impedances can be realized with
the designed tunable impedance circuit. It provides a suitable range of
variable capacitive and inductive impedance, as required for the ESPAR
antenna to implement beamforming.

4.3 ESPAR Antenna for Cellular Communication

An ESPAR antenna prototype has been designed to implement beamform-
ing for a cellular communication system. This prototype consists of a driven
antenna and 4 parasitic dipole radiators with a tunable impedance circuit
to implement beamforming.
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Figure 4.9: Measured impedance of varactor at 1800 MHz.

Figure 4.10: Measured impedance of tunable impedance circuit at
1800 MHz.
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Figure 4.11: Driven antenna of ESPAR with a delta-gap feed (front view).

4.3.1 Driven antenna

First, a driven antenna has been designed similar to the single element of
a BS antenna [3]. It is a cross dipole antenna with a back reflector. The
antenna is fed with a SMA connector through a coax feed coming through
a back reflector. Since the coax feed is single-ended and the antenna has a
di�erential feed, a balun has been designed to feed the antenna properly.

The driven antenna designed at 1800 MHz with delta feed is shown in
Fig. 4.11. There is gap of quarter wavelength ⁄/4 between the cross dipole
and back reflector. The antenna dimensions are L1 = 1.4 cm, L2 = 1.1
cm, T = 0.1 cm, F = 0.4 cm, D = 0.579 cm.

The antenna has been designed using the CST software, the reflection
coe�cient (S11) of antenna with a delta-gap feed is shown in Fig. 4.12.
The antenna matching could have been improved but we intended to keep
the antenna dimensions same as those of the BS antenna [3]. In order to
feed the driven antenna practically with a coax cable [64], a balun has been
designed. A balun forces an unbalanced transmission line to feed a balanced
component. A folded balun, sometimes referred to as a quarter wavelength
balun has been used. It consists of a quarter wavelength connection between
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Figure 4.12: Reflection coe�cient of the driven antenna with a delta-gap
feed (CST simulation).

one of the feeding points of the antenna and the feeding coax cable, as shown
in Fig. 4.13, it forces balanced currents on the coax cable.

It is found out with CST simulations that using the designed balun and
coax cable the antenna impedance changes, which is not an ideal thing.
The modified reflection coe�cient of the designed driven antenna is shown
in Fig. 4.14. The resonance has been clearly shifted towards lower frequen-
cies. This shift in the resonance can be explained by the non-ideal balun.
Since we are interested in adapting the radiation pattern of the antenna, we
proceeded on with the this non-perfect feeding. The driven antenna is fabri-
cated and measured in an anechoic chamber. The simulated and measured
radiation pattern of the driven antenna are shown in Fig. 4.15.

4.3.2 ESPAR antenna

A prototype, consisting of four printed parasitic dipoles is designed with
the characterized variable impedance circuit placed at the terminals of the
dipoles. The half-wavelength (8.3 cm) parasitic dipoles of width ⁄/40
(0.4 cm) are printed on the I-Tera substrate [58] with DC bias lines of
0.1 mm thickness, which are used to tune the impedance of the circuit as
shown in Fig. 4.16. The parasitic elements are placed at half-wavelength
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Figure 4.13: The balun feed from coax cable to the cross dipole antenna.

Figure 4.14: Reflection coe�cient of the driven antenna with balun and
coax feed (CST simulation).
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Figure 4.15: Azimuthal power pattern of the driven antenna, Fre-
quency=1800 MHz (CST simulation vs measurement).
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(a) (b)

Figure 4.16: (a) Parasitic radiators with a biasing circuitry (b) zoom
version.

distance from the driven antenna. The design of ESPAR antenna can be
seen in Figs. 4.17 and 4.18.

Table 4.1: Parasitic reactances and DC biases for radiation pattern of
ESPAR antenna prototype, Case I shown in Fig. 4.21.

Case I

Parasitic Reactance (W) DC Bias (V)

62i 2.5
-292i 6
51i 2.6

-282i 5.9

The parasitic loads are computed to obtain the desired patterns, they
are given in Table 4.1 and Table 4.2. The EM model detailed in Section 2.2
along with harmonic optimization explained in Section 2.5.1 have bee used
to compute these loads. The ohmic part of the series impedance of the
tunable impedance circuit incur losses, shown in Fig. 4.10. By including
the losses, the maximum gain and e�ciency computed from simulation are
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Figure 4.17: ESPAR antenna (Front view).
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Figure 4.18: ESPAR antenna (Interior view).
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Table 4.2: Parasitic reactances and DC biases for radiation pattern of
ESPAR antenna prototype, Case II shown in Fig. 4.22.

Case II

Parasitic Reactance (W) DC Bias (V)

-253i 5.6
-536i 14
-315i 6.4
137i 1.6

Table 4.3: Maximum gain and e�ciency of the test antenna with and
without the parasitic elements, MoM simulation at 1800 MHz.

Maximum Gain [dB] E�ciency [%]

Test antenna 5.55 95
Test antenna Case-I 8.95 72
Test antenna Case-II 9.27 73

given in Table 4.3. The maximum antenna gain reduces with an increase in
the ohmic losses of a tunable impedance circuit. The fabricated prototype
is shown in Fig. 4.19.

The fabricated prototype is tested in an anechoic chamber to verify its
beam scanning capabilities. The block diagram of the experimental set up is
shown in Fig. 4.20. The variable impedances are tuned using a control signal
from Digital-to-Analog Converter (DAC) programmed by a computer. The
DAC produces the di�erent DC bias voltages for each varactor to have the
impedances given in Table 4.1 and Table 4.2. The two di�erent radiation
patterns of the Case I and Case II can be formed by just tuning the control
signal from the computer.

Table 4.4: Maximum gain of the test antenna with and without the para-
sitic elements, measured at 1800 MHz.

Maximum Gain [dB]

Test antenna 5.19
Test antenna Case-I 7.11
Test antenna Case-II 7.78
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Figure 4.19: Fabricated ESPAR antenna.

The comparison between objective radiation patterns, simulated pat-
terns (with and without varactor ohmic losses) and measured patterns for
Case I and Case II are shown in Fig. 4.21 and Fig. 4.22, respectively. The
two straight dotted lines in each plot delineate the widest angle ±– at which
the parasitic elements are placed from broadside. The antenna is oriented
towards an angle of 270¶, by just changing the DC bias voltages the main
beam can be steered in either directions. The relative errors (3.11) between
the objective and obtained patterns (simulations with varactor ohmic losses)
are -4.82 dB and -4.85 dB for Case I and Case II, respectively. The obtained
radiation patterns in simulations have higher side lobes as compared to the
prototype with fixed loads described in Section 3.4. The reason is that fewer
parasitic radiators are used to adapt the radiation pattern and hence they do
not truly surround the driven antenna. This limited number of controllable
loads prevented scanning of the beam at wider angles while maintain low
SLLs. The results shown in Fig. 4.21 and Fig. 4.22 depict a good agreement
between the simulation (with varactor ohmic losses) and experimental re-
sults, except for slightly higher SLLs in the measured patterns as compared
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Figure 4.20: Experimental set up of the ESPAR antenna.

to the simulation (with varactor ohmic losses) results. The relative errors
between the objective and obtained patterns (measurements) are -2.82 dB
and -4.42 dB for Case I and Case II, respectively. The measured maxi-
mum gains of the ESPAR antenna are given in Table 4.4. The measured
maximum gains are less than those of the simulations, already given in Ta-
ble 4.3. However, there is a margin of error in the measured gain because
of the inaccuracies in the link budget parameters. The small discrepancy in
the measured patterns can be attributed to inaccuracies in the alignment
of the parasitic elements with respect to the driven element. A comparison
is made between the measured reflection coe�cients of the only driven an-
tenna (test antenna), ESPAR antenna Case I and ESPAR antenna Case II,
it is displayed in Fig. 4.23. It shows that the matching of the driven antenna
does not deteriorate significantly with the use of parasitic dipoles and loads
for Case I and Case II.
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Figure 4.21: Comparison of azimuthal objective power pattern, obtained
simulated (MoM) and measured power patterns from the ESAPR antenna,
Case I, Frequency=1800 MHz.
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Figure 4.22: Comparison of azimuthal objective power pattern, obtained
simulated (MoM) and measured power pattern from the ESAPR antenna,
Case II, Frequency=1800 MHz.
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Figure 4.23: Measured reflection coe�cient of Test Antenna, ESPAR an-
tenna Case I and ESPAR antenna Case II.

4.4 ESPAR Antenna for a Radar

An ESPAR antenna printed on a layered medium has been designed for the
radar at 24.5 GHz. In [10], [12], [28] commercial full-wave solvers have been
utilized for the analysis and design of a ESPAR antenna on layered media. In
this thesis, an e�cient Method-of-Moments (MoM) code for layered media
[65], [66], developed in the lab, has been utilized. The Green’s function is
the spatial impulse response of a given medium i.e. fields radiated by a
point current source with a given polarization. In a layered medium, it is
not straightforward to compute the Green’s function of a point source in
a spatial domain. However, the propagation of plane waves in a layered
medium is a simpler problem and well known through a transmission line
theory. The point source can be expressed as a spectrum of current sheets.
Therefore, it becomes easier to compute the Green’s function in the spectral
domain. After computing the Green’s function in a spectral domain, it is
converted back to spatial domain in order to convolve with basis and testing
functions in the method of moments. So, using the method of moments, the
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currents are determined at a source layer which leads to the computation of
electric fields at the same layer. By using the transmission line theory, the
electric fields are computed at each layer of a multi-layered medium. Once
the electric fields are known at the top or bottom layer, the radiated fields
are computed. All the formulation has been detailed in the Appendix A.

4.4.1 Design of an ESPAR antenna

The ESPAR antenna considered here comprises three substrate layers and is
shown in Fig. 4.24 and Fig. 4.25. The bottom layer of RO4350B (Ár = 3.66
from 8 to 40 GHz) contains the microstrip driven patch antenna and the
top most layer, also made of RO4350B (Ár = 3.66 from 8 to 40 GHz),
contains parasitic patches connected with each other via tunable reactive
impedances. A substrate RO4350B of thickness 0.254 mm is considered
here. A layer of Rohacell (Ár = 1.04 at 26.5 GHz) is used as a spacer of 6 mm
thickness between the active layer and the parasitic layer. A driven patch
antenna of dimension 2.95 mm◊4.03 mm is designed to operate at 24.5 GHz
as shown in Fig. 4.26. The square parasitic patches of size 3.3 mm◊3.3 mm
are placed on the top layer. The number of parasitic patches and spacing
between them are optimized to obtain a maximum directivity. It has been
noticed, after initial optimization, that 5◊5 parasitic patches with a spacing
of 4 mm among them provide the maximum directivity. The configuration
of parasitic patches is shown in Fig. 4.27.

The maximum directivity of the active patch antenna taken in isolation
(i.e. without parasitic layer) was 6.75 dBi, which has been increased with
the superstrate and the parasitic patches. After that, parasitic patches are
connected with each other vertically via a tunable impedance circuit, as
shown in Fig. 4.27. It leads to a total number of 5◊4=20 tunable parasitic
impedances in the array. By tuning the parasitic impedances the directivity
can be further enhanced and beam scanning can be carried out as well. In
this work, we are interested to implement beam-scanning only along di�er-
ent elevation angles ◊, while the azimuthal angle is set to „ = 0 (H-plane), as
shown in Fig. 4.24. Therefore, reactive elements are considered to be iden-
tical in one column, it results into total 5 independent tunable impedances.
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Figure 4.24: 3D figure of the printed ESPAR antenna designed at
24.125 GHz.

Figure 4.25: Cross section of the printed ESPAR antenna.
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Figure 4.26: Active layer of the printed ESPAR antenna.

Figure 4.27: Parasitic layer of the printed ESPAR antenna.
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Figure 4.28: Biasing of tunable impedance circuit for the printed ESPAR
antenna.

Some applications may require beam-scanning along the „ direction as well;
in that case parasitic impedances would not be considered identical in a
column. The varactor diode MAVR-011020-1411 [4] can provide tunable
capacitive impedances at 24.5 GHz. For the biasing of a varactor diode, the
DC bias lines can be connected through the parasitic patches themselves
as shown in Fig. 4.28. This is made possible by the fact that an identi-
cal impedance is considered for all the varactors in a given column. This
strongly reduces the potential impact of the biasing lines, since they only
appear at the ends of the structure and so do not interfere with the array.

4.4.2 EM Model and Optimization

A computationally e�cient Electromagnetic (EM) model which has been
explained in Section 2.2 is utilized here for the design and analysis of the
ESPAR antenna. A goal here is to maximize the directivity of the ESPAR
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antenna in di�erent directions along with di�erent angles of ◊, while „ = 0
(H-plane). The cost function defined here is the inverse of the directivity in
the direction of the main beam, as given below by (4.10). That is how beam-
steering can be carried out while maintaining a high directivity. One of the
challenges in ESPAR antennas is the deterioration of matching of the active
antenna, while the beam-scanning is carried out. This problem is taken care
o� in the optimization process, by discarding the solutions which worsen the
reflection coe�cient of an active antenna. The solutions which give higher
side-lobe levels (SLLs) are discarded as well, in the optimization procedure.
In (4.10), A and B are the upper bounds of SLL and S11, respectively. Here
we have considered -9 dB as an upper bound for S11 and tried to achieve as
small as possible SLLs.

Cost Function = arg min

Z̄1,..Z̄N

1
Dir(◊, „)

Cond. 1 : SLL Æ A

Cond. 2 : |S11| Æ B

(4.10)

The code [5] implementing the genetic algorithm [42] in MATLAB [37] is
used in conjunction with the e�cient electromagnetic model to optimize the
parasitic reactive loads. For the genetic algorithm, the parameters used to
reach the minima of a cost function are given in Table 4.5.

The simulations are executed on an i7 PC with 3.40 GHz processor,

Table 4.5: Genetic algorithm parameters.

Parameters Values

Number of maximum generations (iterations) 400
Number of initial points 1200

Number of sons for each generation 700
Reproduction probability 0.8

Recombination Probability 0.9
Mutation Probability 0.05

Immigration Probability 0.8
Lower bound for initial points -500 i W
Higher bound for initial points 500 i W
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16 GB RAM and 64-bit operating system. The computation time needed
for calculating all the open-circuit patterns is less than 3 minutes and more
importantly, those patterns need to be computed only once. Using the open-
circuit to embedded pattern approach, every iteration in the optimization
takes a few milliseconds, essentially used to compute the total radiation pat-
tern and the cost function. On the contrary, commercial software such as
CST [38] takes 30-40 minutes to carry out one full-wave simulation. If par-
asitic loads are to be optimized using commercial softwares, they would run
full-wave simulation in every iteration of the optimization process to com-
pute the total radiation pattern. Therefore, it is computationally e�cient
to utilize this scheme. Although (3.9) or any equivalent formulation can be
exploited with commercial software to accelerate the computation time, the
open-circuit patterns calculation of all the elements would require multi-
ple full-wave simulations. However, with the in-house method-of-moments
code, all the open circuit patterns are computed very e�ciently using the
impedance matrix. The computation time for the optimization of parasitic
impedances is of the order of 20 minutes.

4.4.3 Simulation Results

The method of moments (MoM) for layered media developed in [65] is used
for the simulation of the proposed ESPAR antenna. The directivity of a
simple patch antenna has been increased from 6.75 dBi to 11.5 dBi with the
use of superstrate and parasitic patches on top of a microstrip patch antenna
as shown in Figs. 4.29 and 4.30. A comparison is made with IE3D [39]
simulations to validate the employed MoM formulation. For this purpose,
the proposed antenna without any tunable impedance connected between
parasitic patches is simulated with MoM and IE3D. A comparison is shown
in Figs. 4.29 and 4.30, which depicts a very good agreement between MoM
and IE3D results.
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Figure 4.29: Directivity pattern of the printed ESPAR antenna without
any tunable reactive elements, H-Plane F = 0¶, Method of moments (MoM)
vs IE3D simulations at 24.5 GHz.
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Figure 4.30: Directivity pattern of the printed ESPAR antenna with-
out any tunable reactive elements, E-Plane F = 90¶, Method of moments
(MoM) vs IE3D simulations at 24.5 GHz.
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Table 4.6: Parasitic loads for di�erent beam scan angles.

Impedances ◊

0¶ 4.5¶ 9¶ ≠4.5¶ ≠9¶

Z1 +367i +562i +339i +237i +246i
Z2 +261i +262i +268i +308i +308i
Z3 +305i +282i +262i +282i +262i
Z4 +255i +308i +308i +262i +268i
Z5 +458i +237i +246i +562i +339i

Table 4.7: Radiation parameters for di�erent beam scan angles.

Scan Angle(¶) Dmax (dBi) SLLmax (dB) S11 (dB) ea(%)
0 19.19 -14.3 -15.42 80.6

±4.5 19.05 -11.10 -12.54 78
±9 18.81 -11.52 -9.51 73.8

Figure 4.31: 3D radiation pattern of the printed ESPAR antenna, Beam
scanned at ◊ = 0¶, F = 0¶, Method of moments (MoM) simulation at
24.5 GHz.
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Figure 4.32: Directivity of the printed ESPAR antenna, Beam scanned
at ◊ = 0¶, H-Plane F = 0¶, Method of moments (MoM) simulation at
24.5 GHz.
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Figure 4.33: Directivity of the printed ESPAR antenna, Beam scanned
at ◊ = 0¶, E-Plane F = 90¶, Method of moments (MoM) simulation at
24.5 GHz.
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Figure 4.34: Directivity of the printed ESPAR antenna, Beam scanned
at ◊ = 0¶, H-Plane F = 0¶, Method of moments (MoM) simulation at
24.5 GHz vs IE3D Simulation at 24.7 GHz.

By tuning the parasitic impedances, an even higher directivity can be
achieved, along with a beam-steering capability. The directivity patterns
of the ESPAR antenna are shown in Figs. 4.32, 4.36 and 4.39 with maxima
of at least 18.5 dBi, oriented towards 0¶, ±4.5¶ and ±9¶, and a side-lobe
level maintained below -11 dB. Table 4.6 contains optimized reactances,
computed to obtain a highly directive beam steered in respective directions.
The radiation patterns are stable (within 1 dBi) over the variation of ±10 i W
in the optimized parasitic loads. The side-lobe level becomes worse when the
beam is scanned beyond ±9¶. The side-lobe levels are di�cult to suppress in
an ESPAR antenna, since the available range of tunable reactances provided
by varactor diodes is limited.

It is noticed that the optimized loads obtained for the maximum direc-
tivity at broadside are non-symmetrical. It can be explained by an analogy
with the phased arrays, a high broadside gain while minimizing SLL can
be obtained in phased arrays with non-symmetrical amplitude (weighting)
coe�cients [67]. Since the configuration of the proposed ESPAR antenna
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Figure 4.35: 3D radiation pattern of the printed ESPAR antenna, Beam
scanned at ◊ = 4.5¶, F = 0¶, Method of moments (MoM) simulation at
24.5 GHz.

is symmetrical, identical impedance values in reverse order can be used to
steer the beam at -4.5¶ and -9¶.

The scanning of radiation patterns is also validated from the IE3D soft-
ware [39]. However, the results from the IE3D simulations are shifted to
24.7 GHz. This shift in the frequency can be attributed to the di�erence
in the modelling of the parasitic ports, between the in-house method-of-
moments (MoM) code and the IE3D software. In MoM code, the impedances
attached to the port of the parasitic elements are implemented by adding
≠ZLiW

2

i
to the self-impedances of the corresponding basis functions in the

MoM impedance matrix. The ZLi is the impedance of the load attached
to the terminals of the parasitic element i and Wi is the width of the basis
function corresponding to that port (terminal). It is equivalent to the model
given in (3.9). We are not aware of the implementation of the impedances
attached to the ports of the parasitic elements in the IE3D software. The
comparison of directivity computed from the MoM code at 24.5 GHz and
the directivity computed from the IE3D software at 24.7 GHz, of di�erent
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 [degrees]

Figure 4.36: Directivity of the printed ESPAR antenna, Beam scanned
at ◊ = ±4.5¶, H-Plane F = 0¶, Method of moments (MoM) simulation at
24.5 GHz.

scanned beams are shown in Fig. 4.34, 4.37 and 4.40.
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Figure 4.37: Directivity of the printed ESPAR antenna, Beam scanned
at ◊ = 4.5¶, H-Plane F = 0¶, Method of moments (MoM) simulation at
24.5 GHz vs IE3D Simulation at 24.7 GHz.

Figure 4.38: 3D radiation pattern of the printed ESPAR antenna, Beam
scanned at ◊ = 9¶, F = 0¶, Method of moments (MoM) simulation at
24.5 GHz.
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 [degrees]

Figure 4.39: Directivity of the printed ESPAR antenna, Beam scanned
at ◊ = ±9¶, H-Plane F = 0¶, Method of moments (MoM) simulation at
24.5 GHz.

 [degrees]

Figure 4.40: Directivity of the printed ESPAR antenna, Beam scanned
at ◊ = 9¶, H-Plane F = 0¶, Method of moments (MoM) simulation at
24.5 GHz vs IE3D Simulation at 24.7 GHz.
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Figure 4.41: Reflection coe�cient (S11) vs frequency for beams scanned
at ◊ = 0¶, ◊ = 4.5¶ and ◊ = 9¶, Method of moments (MoM) simulation.

Figure 4.42: Maximum directivity vs frequency for beams scanned at
◊ = 0¶, ◊ = 4.5¶ and ◊ = 9¶, Method of moments (MoM) simulation.
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Figure 4.43: Side lobe level (SLL) vs frequency for beams scanned at
◊ = 0¶, ◊ = 4.5¶ and ◊ = 9¶, Method of moments (MoM) simulation.
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Table 4.8: Parasitic loads for di�erent beam scan angles, considering di-
electric and varactor ohmic losses.

Impedances ◊

0¶ 4.5¶ 9¶ ≠4.5¶ ≠9¶

Z1 +370i +431i +260i +270i +223i
Z2 +260i +261i +265i +286i +297i
Z3 +273i +262i +259i +262i +259i
Z4 +260i +286i +297i +261i +265i
Z5 -66i +270i +223i +431i +260i

Table 4.9: Radiation parameters for di�erent beam scan angles, consider-
ing dielectric and varactor ohmic losses.

Scan Angle

(
¶
)

Gmax

(dBi)

SLLmax

(dB)

S11
(dB)

E�ciency

(%)

ea

(%)

0 13.66 -11.24 -8.70 44.6 26.23
±4.5 13.40 -9.54 -8.14 43.3 24.70
±9 13.06 -9.28 -8.01 43.05 22.85

The reflection coe�cient (S11) of an active antenna, along with the max-
imum directivity (Dmax), the side-lobe level (SLL) and the maximum aper-
ture e�ciency (ea) of the array are given in the Table 4.7, for di�erent scan
angles. ESPAR antennas are narrow-band in nature. The bandwidth of the
proposed ESPAR antenna is 150 MHz. The bandwidth can be improved,
if it is included in the cost function. With the variation in frequency, the
impedances of parasitic loads varies which impacts the behaviour of the
parasitic layer and in turn the mutual coupling. It translates into a varia-
tion in the radiation characteristics of the ESPAR antenna. Such variations
in the maximum directivity, matching (reflection coe�cient) and side lobe
levels (SLLs) of the ESPAR antenna for di�erent scan angles are shown in
Figs. 4.42, 4.41, 4.43, respectively. There is a significant shift in the reso-
nance of the antenna when the beam is scanned at the angle of ◊ = 9¶. The
high directivity translates into higher aperture e�ciencies of the ESPAR
antenna, the decline in the aperture e�ciency with the scan angle is related
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 [degrees]

Figure 4.44: Gain comparison of the printed ESPAR antenna, Beams
scanned at ◊ = 0¶, ◊ = 4.5¶, ◊ = 9¶, H-Plane F = 0¶, Method of moments
(MoM) simulation at 24.5 GHz.

with the decrease in the maximum directivity. The side-lobe levels (SLLs)
obtained from the proposed ESPAR antenna for scanned beams are not sig-
nificantly low. The tunable capacitive and inductive reactances which are
required to scan the beam can be obtained with the varactor diode MAVR-
011020-1411 [4] (capacitance ranges from 0.095 pF to 0.0125 pF) and an
inductor (e.g. 4.25 nH) connected in series. In order to make a working
prototype at 24.5 GHz we will require an inductor with a Self Resonance
Frequency (SRF) higher than 24.5 GHz. Currently available SMD induc-
tors of 4.25 nH and 2.2 nH have a typical SRF of 10 GHz and 15 GHz,
respectively. Therefore, we would need to wait for the inductors with SRF
higher than 24.5 GHz to become available in the market.

If the dielectric losses (RO4350B; tan ” = 0.0031 at 2 GHz) and ohmic
losses of the varactor shown in Fig. 4.9 are taken into consideration, the
maximum gain will reduce. Moreover, the antenna matching and SLLs de-
teriorate significantly due to the inclusion of the dielectric and varactor
ohmic losses. Therefore, a new optimization is carried out to maximize
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the antenna gain while scanning the beam, the ohmic losses of varactor
are included a priori in the optimization of the tunable loads. The varac-
tor is characterized at 1800 MHz, the ohmic losses at 24.5 GHz could be
di�erent. Therefore, the use of varactor ohmic losses shown in Fig. 4.9 is
an approximation. The gain patterns of the ESPAR antenna are shown in
Figs. 4.44 with maxima of at least 13 dB, oriented towards 0¶, 4.5¶ and
9¶, and the side-lobe level maintained below -9 dB. Table 4.8 contains op-
timized reactances, computed to obtain a high gain beam steered in the
respective directions, while considering dielectric and varactor ohmic losses.
The reflection coe�cient (S11) of the active antenna, along with the max-
imum gain (Gmax), the side-lobe level (SLL), antenna e�ciency and the
maximum aperture e�ciency (ea) of the array are given in Table 4.9, for
di�erent scan angles. A care must be taken while considering the dielectric
losses because in reality dielectric losses are more as compared to the values
given in data-sheets.

Table 4.10: Comparison of the parameters of the designed ESPAR antenna
with the similar antennas presented in the literature.

Parameters
Designed Printed
ESPAR Antenna

Printed ESPAR
Antenna [10]

Pixel
Antenna [28]

Maximum Gain 13 dB 6.5 dB 8 dB
Beam Scanning

(H-plane)
±9¶ Discrete angles

(+30
¶
,0

¶
,≠30

¶
)

Discrete angles

(+30
¶
,0

¶
,≠30

¶
)

SLLs -9 dB -3 dB -7 dB
Bandwidth <1% 4% 3%

A comparison of the parameters of the designed antenna with the similar
antennas found in the literature is given in Table 4.10. The designed antenna
has higher gain, better side lobe levels and continuous scanning range as
compared to the similar antennas available in the literature. However, the
beam scanning range is limited and the bandwidth of the designed ESPAR
antenna is narrow as well which is less than 1%. The antennas proposed
in [10] and [28] have a bandwidth of 3-4% because they use RF switches
whose impedances do not vary with frequency. Moreover, in FPC based
antennas, there is a trade-o� between bandwidth and maximum gain, and
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I have not considered the bandwidth in the cost function.

4.5 Conclusion

The ESPAR antenna has been developed for the beam-shaping with the base
station antenna of a cellular communication. Varactor diodes are used as
variable impedances to steer the beam electronically, as demonstrated with
a small prototype. The simulation and experimental results of the designed
ESPAR antenna are in a good agreement. Similarly, a highly directive ES-
PAR antenna has been proposed for radars. It can steer the beam without
losing directivity, by just tuning the reactive elements attached between
the parasitic patches, while biasing occurs from the ends of the structure.
The non-intrusive way of biasing varactor diodes can help in suppressing
spurious radiations from the biasing lines. The simulation results of the
ESPAR antenna printed on a layered medium have been validated using
the commercial software IE3D. The dielectric and varactor ohmic losses de-
crease the maximum gain and deteriorate the matching of a driven antenna.
Another round of optimization is carried out to maximize the antenna gain
while including dielectric and varactor ohmic losses. The simulations show
that the designed ESPAR antenna can achieve a gain of atleast 13 dB while
carrying out a beam scanning in the range of ±9¶ with the side lobe level
(SLLs) of -9 dB.



CHAPTER5

Antenna Array for the
Automotive Radar

This chapter is related to the work that has been carried out to develop
the beamforming antenna arrays for the automotive radar. However, this
chapter is confidential due to a non-disclosure agreement with an industrial
partner.
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CHAPTER6

Conclusions and Future Works

6.1 Conclusions

Beam shaping antenna arrays are getting popular these days for use in
commercial civilian applications. In that perspective, this thesis has been
focused on the design, optimization, fabrication and measurements of such
antenna arrays to implement beamforming and beam-shaping in 5G mobile
communication systems and automotive radar applications.

An exact and computationally e�cient EM model has been used in this
thesis for the design of parasitic antenna arrays. An attempt has been
made to analytically compute the loads, attached to the parasitic elements,
to form the desired radiation patterns. However, it leads to unrealistic load
values with the negative real parts. Therefore, an optimization algorithm
needs to be used to determine the load values. Since di�erent optimization
algorithms have their own pros and cons, a spectral optimization method has
been proposed to optimize the loads, so as to realize the objective radiation
patterns. In a spectral optimization method, harmonic and Gaussian bases
have been proposed and their comparison has been made with a genetic
algorithm. The comparison suggests that the spectral method converges
towards a better solution in a much shorter time than the genetic algorithm.

Parasitic antenna arrays are cheaper than the phased arrays, which has
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motivated their use in non-military applications. In this thesis, parasitic
antenna arrays have designed for base station of a cellular communication
system (4G or 5G) in order to improve coverage in an area. In order to
enhance the throughput in a given area, the objective radiation patterns of
base station antennas have been determined by Quentin Gueuning through
ray-tracing simulation tools. Then, the objective radiation patterns are
implemented by designing the parasitic antenna array at 1800 MHz. The
design and optimization of a parasitic antenna array has been accelerated
by the use of an EM model which utilizes the open-circuit patterns of all
the antenna elements, as well as the array impedance matrix, to include
all the mutual coupling information. Furthermore, a proposed harmonic
optimization technique has been utilized to compute the dynamic loads of a
parasitic antenna array to yield the objective (desired) radiation patterns.
The parasitic antenna arrays have been fabricated and the measurement
results show good agreement with the simulation results. The realistic ex-
ample of given neighbourhood has been taken where coverage improvement
has been shown by adapting the base station radiation pattern with the
parasitic antenna array.

An ESPAR (Electronically Steerable Parasitic Array Radiator) antenna
has been designed and implemented for a cellular communication system
at 1800 MHz. Varactor diodes have been utilized to adapt the radiation
pattern electronically. The measurement results are in good agreement with
the simulation results. However, the adapting capability of the array can be
further enhanced by increasing the number of parasitic elements. Similarly,
an ESPAR antenna printed on a layered medium has been designed for a
radar application at 24.5 GHz. It has an electronic beam steering capability
while maintaining a high gain.

In recent years radars have found their way in the automotive sector.
For that purpose, antenna arrays have been designed in the 24 GHz and
76 GHz band.

A summary of the original contributions is given below:

1. An attempt to analytically design a parasitic antenna array [Chap-
ter 2].
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2. A spectral optimization method to optimize the loads in a parasitic
antenna array [Chapter 2].

3. A parasitic antenna array design for base stations to enhance the
coverage in a cellular communication system. [Chapter 3].

4. An ESPAR antenna design for a cellular communication system [Chap-
ter 4].

5. A design of an ESPAR antenna printed on a layered medium, for a
radar application [Chapters 4].

6. A non-intrusive way of biasing varactor diodes in a printed ESPAR
antenna [Chapters 4].

7. Confidential

8. Confidential

9. Confidential

10. Confidential

6.2 Future Works

This thesis work has led to new pathways to explore in the field of antenna
arrays comprising parasitic elements. In particular, the future works include
the improvement in the design methodology of a parasitic antenna array,
the design of a dual band ESPAR antenna with a beam shaping capability.

The design of a parasitic antenna array entails solving a non-linear opti-
mization problem which is computationally very expensive. Moreover, the
array synthesis problem to shape a beam by phase-only control is a non-
convex optimization problem. However, the array synthesis problem can be
formulated as a convex one by relaxing the constraints which can help to
solve the problem using a SemiDefinite Relaxation (SDR) technique [68].

In an ESPAR antenna, the behaviour of parasitic layer changes with
frequency and hence the radiation pattern varies as well. ESPAR antennas
comprising a parasitic pixel layer have been developed with simultaneous
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reconfigurability in frequency, radiation pattern and polarization [9], [69].
They switch among di�erent radiation patterns at di�erent frequencies but
in a same frequency band. However, we would like to develop dual band ES-
PAR antenna with a simultaneous beam shaping capability to cater di�er-
ent bands of a cellular communication system e.g. 900 MHz and 1800 MHz.
Moreover, the parasitic radiating elements can be redesigned in order to
achieve reconfigurability in terms of polarization as well.



APPENDIXA

Green’s Functions in Layered
Substrates

A.1 Introduction

In this appendix we present the rigorous development of the Green’s func-
tions for layered media used in this thesis. Most part of this appendix
has been taken from the Appendix A of Simon Hubert’s thesis [70]. Some
detailed proofs and corrections have been introduced.

By definition, in electromagnetics, the Green’s function is the spatial
impulse response of a given medium; that is, the field radiated by a unitary
point current source with given polarization. The field radiated by any cur-
rent distribution in a given medium can then be obtained by a convolution
with the pertaining Green’s function.

In layered media, frontal analysis of fields radiated by point sources is not
straightforward. However, the propagation of plane waves in such media is
a simple problem that can be seen as a generalization of transmission lines
theory. The traditional method (seeing [71], [72], [73]), which is recalled
in detail in this appendix, thus consists of decomposing the source in a
spectrum of planar current sheets, such that the Green’s function (and thus
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the radiated fields) is expressed as a spectrum of plane waves.
We begin by recalling the spectral decomposition of discrete and peri-

odic sources in Section A.2. Then the propagation of plane waves in lay-
ered media is recalled in Section A.3, and finally in Section A.4 we derive
the spectral Green’s functions using the previously established tools, and
present examples of remarkable media configurations.

A.2 Spectral analysis

To start with, a horizontal current point source with amplitude J and ori-
entation â in the (x, y) plane is assumed as

J(x, y, z) = J ”(x)”(y)”(z) â (A.1)

This point source can be decomposed into an infinite constant spectrum of
current sheets with linear phase progression, via a 2D Fourier transform in
the (x, y) direction.

J(x, y, z) = J ”(z) â
1

(2fi)2

⁄⁄ Œ

≠Œ
e

≠jkxx
e

≠jkyy dkx dky (A.2)

Each current sheet component of (A.2) radiates an upward-propagating
plane wave above itself, and a downward-propagating plane wave below it.

In the case of an infinitely periodic array of scatterers, the analysis of a
single unit cell is enabled by the definition of a periodic Green’s function.
It is defined as the field radiated by an infinite array of point sources such
as

J
P (x, y, z) = J ”(z) â

ÿ

m,n

”(x ≠ mDx) e
≠jm„x ”(y ≠ nDy) e

≠jn„y (A.3)

with Dx, Dy and „x, „y the spacing and phase di�erence between two
adjacent cells. Knowing that the Fourier transform of a Dirac comb function
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is another Dirac comb function, that is

ÿ

m

”(x ≠ am) =
1

2fi

⁄ Œ

≠Œ

2fi

a

ÿ

p

”(kx ≠ p
2fi

a
) e

≠jkxx dkx (A.4)

and replacing the discrete phase shift between unit cells exp(≠jm„x) by a
linear phase function exp(≠j„x

x

Dx
) sampled by the Dirac comb, and identi-

fying that spatial complex modulation with a spectral shift, we can rewrite
(A.3) as

J
P (x, y, z) = J ”(z) â
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e

≠jkxx
e

≠jkyy

ÿ

p,q

”

3
kx ≠ p

2fi

Dx
≠ „x

Dx

4
”

3
ky ≠ q

2fi

Dy
≠ „y

Dy

4
dkx dky (A.5)

which is simplified into a discrete spectrum of current sheets as

J
P (x, y, z) = J ”(z) â

1
(2fi)2

ÿ

p,q

e
≠jk

p
xx

e
≠jk

q
yy (A.6)

with
I

k
p
x = 2fi

Dx
p + „x

Dx

k
q
y = 2fi

Dy
q + „y

Dy

(A.7)

The spectrum of plane waves radiated by a periodic array of point sources is
thus also discrete, with transversal wavenumbers k

p
x and k

q
y defined in (A.7)

and denoted as “Floquet harmonics” [74], [75].

A.3 Plane wave propagation

In this section, the propagation of plane waves under the influence of mono-
tonic plane current sheets will be developed.

A.3.1 Definitions

Let us consider a homogeneous medium in the xy plane, and piecewise
homogeneous in the z direction. That is, the medium is constituted of a
number of homogeneous layers, each characterized by their own permittivity
‘ and impedance ÷ =


µ/‘. In such a structure, the plane waves phase
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progression along the x and y coordinates is preserved across the layers
(only the propagation along z will be a�ected by the di�erent media).

Plane waves propagating in layered media are generally described as

E
± =

!
≠m̂ E

±
T E

+ ê
±

E
±
T M

"
e

≠jkxx
e

≠jkyy
e

ûjkzz (A.8)

H
± =

1
÷

!
ê

±
E

±
T E

+ m̂ E
±
T M

"
e

≠jkxx
e

≠jkyy
e

ûjkzz (A.9)

where the subscripts + and ≠ denote respectively waves propagating upward
and downward, and the wavenumber k is defined as

k =

S

WU
kx

ky

±kz

T

XV (A.10)

with the following definitions

k , |k| =
Ò

k2
x + k2

y + k2
z œ C (A.11)

— , k
2

x + k
2

y œ R (A.12)

I {kz} Æ 0 (A.13)

The characteristic directions used above are defined as

k̂ , k

k
(A.14)

m̂ , ≠ k̂ ◊ ẑ----k̂ ◊ ẑ
---- =

1
—

S

WU
≠ky

kx

0

T

XV (A.15)

ê
± , ≠ k̂ ◊ m̂----k̂ ◊ m̂

---- =
1

—k

S

WU
±kxkz

±kykz

≠—
2

T

XV (A.16)

These unit vectors are chosen according to the physics of the problem and
form an orthonormal basis that satisfies

k̂ = ê ◊ m̂ (A.17)
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This basis eases the analysis and leads to elegant formulations; it is illus-
trated in Figure A.1. It is indeed interesting to note that m̂ is always parallel
to the interfaces between layers, which leads to define Transverse Electric
(TE) components as waves which present an electric field solely along m̂. In
the same way, we define Transverse Magnetic (TM) components as waves
which present a magnetic field solely along m̂. In the literature, ê and m̂

are thus sometimes denoted respectively as ◊̂ and „̂, or êT M and êT E . In

Figure A.1: Representation of the vector basis for the representation of
plane waves in layered media. Note the di�erence for the ê and k̂ vectors
for upward and downward waves.

the special case where — = 0, the formulation leads to an indetermination
that we solve by defining the limit

m̂

---
—=0

,

S

WU
≠ sin „

cos „

0

T

XV ê
±

---
—=0

,

S

WU
± cos „

± sin „

0

T

XV (A.18)

Note that in this representation, kz =


k2 ≠ —2 does not change sign
when considering upward or downward waves: instead the orientation of
the transversal component of ê and the vertical component of k̂ changes.

In the remainder of this document, we will very often omit the complex
exponentials in the developments and expressions to improve readability.
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A.3.2 Reflection coe�cients at a single interface

When a plane wave reaches an interface between two media with di�erent
characteristics, waves are reflected and transmitted. This section defines the
reflection coe�cients on a single interface between two semi-infinite media.

We define the reflection coe�cients on both sides of this interface as the
ratio between the coe�cient of the wave incident to the interface and the
coe�cient of the reflected wave, that is

Gu , E
u≠

Eu+ Gd , E
d+

Ed≠ (A.19)

with the subscripts u and d denoting the upper and lower media, as pre-
sented in Figure A.2. Since we showed that TE and TM waves are orthogo-

Figure A.2: Defintion and notation of reflection coe�ents in terms of
upward and downward plane waves accross a single interface.

nal to each other, it is possible to show that their analysis can be completely
decoupled. That is, we can consider both contributions separately and then
recombine them in the final solution. As an example, if the upper medium
is a perfect electric conductor (PEC), then no waves are transmitted and
everything is reflected, such that the tangential electric field on the interface
vanishes. Since there are no fields in the upper medium, only Gd is relevant
to determine and the aforementioned boundary condition is satisfied with

Gd

T E = ≠1 Gd

T M = 1 (A.20)

We observe that the reflection coe�cient is di�erent for TE and TM waves.
Moreover, the TM coe�cient does not agree with usual transmission line
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theory, which by convention shows negative reflection coe�cients on short
circuits1. The (A.20) also holds for Gu with the PEC medium located below.

To determine these reflection coe�cients on a general interface with no
sources, the usual boundary conditions need to be satisfied on the interface,
that is

ẑ ◊ E
u = ẑ ◊ E

d (A.21)

ẑ ◊ H
u = ẑ ◊ H

d (A.22)

which means respectively that the total tangential electric and magnetic
fields have to be continuous across the interface. At this point, we note the
following useful relations that we will extensively exploit in the development
of the expressions

ẑ ◊ m̂ =
1
—

S

WU
≠kx

≠ky

0

T

XV (A.23)

ẑ ◊ ê
+
u =

ctu

—

S

WU
≠ky

kx

0

T

XV = ±ctu

ctd

ẑ ◊ ê
±
d

(A.24)

ct , kz

k
= cos ◊ (A.25)

with ◊ the angle from normal of k̂ in a given layer.
With a unit downward incoming wave from the upper medium, the am-

plitude of the reflected wave is 1/Gu. Imposing (A.21) and (A.22) in the
upper and lower media, we obtain the expressions of the reflection coe�-
cients for a single interface between two semi-infinite media.

Gu

T E =
ctu÷d + ctd÷u

ctu÷d ≠ ctd÷u

Gu

T M =
ctu÷u + ctd÷d

ctu÷u ≠ ctd÷d

(A.26)

Gd

T E =
ctd÷u + ctu÷d

ctd÷u ≠ ctu÷d

Gd

T M =
ctd÷d + ctu÷u

ctd÷d ≠ ctu÷u

(A.27)

1
As a matter of fact there is no simple way to define a mathematical framework that

suits both a convenient orthonormal basis for the fields and transmission line theory.
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Finally, we note that (A.26) leads to (A.20) when ÷d = 0, which is the case
when the lower medium is a PEC and that (A.26) and (A.27) are consistent
with the well-known Fresnel reflection coe�cients [76].

A.3.3 Reflection coe�cients on multiple interfaces

When the medium consists of a finite number of layers, waves are transmit-
ted and reflected at each layer, which leads to more complex expressions for
the reflection coe�cients. Figure A.3 presents the notations we use for sev-
eral layers. Interfaces are numbered from 0 to n and reflection coe�cients
are defined on both sides of each interface. We will now define the method-

Figure A.3: Definition and numbering of the reflection coe�cients in mul-
tilayer media.

ology to determine the reflection coe�cients at each layer, for an incoming
upward wave, similar to what is found in a number of classical references
(see [72]). We start by showing that the last reflection coe�cient is ob-

tained trivially. If the last medium (above interface n) is a semi-infinite
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dielectric or magnetic medium, waves going out of the last interface will
never be reflected, which leads to Gu

n,T E
= Gu

n,T M
= 0. If the last medium

is a PEC, (A.20) holds and we have Gd

n,T E
= ≠1 and Gd

n,T M
= 1.

We continue by deriving the relation between reflection coe�cients as
we go deeper into the layers. Across one (source free) interface, the bound-
ary conditions (A.21) and (A.22) need to be satisfied, which leads to the
transition rule across the interface. The transition rule is derived below for
the interface between medium 0 (bottom layer) and medium 1 (top layer),
referring to the interface 0 in Fig A.3. From Fig. A.1 and (A.15), (A.16),
we can observe the following relations

m̂
d = m̂

u = m̂ (A.28)

ê
d
t = ≠ê

u
t (A.29)

where the t index refers to the component tangential to the XY plane.
The continuity conditions of tangential electric and magnetic fields at the
interface are applied below. For TE waves:

E
d≠
T E

[≠m̂
d
t + Gd

0,T E (≠m̂
u
t )] = E

u+
T E

[≠m̂
u
t + Gu

0,T E (≠m̂
d
t )] (A.30)

E
d≠
T E

[
ê

d
t

÷d

+ Gd

0,T E (
ê

u
t

÷d

)] = E
u+
T E

[
ê

u
t

÷u

+ Gu

0,T E (
ê

d
t

÷u

)] (A.31)

Using (A.28) and (A.29) provides us,

E
d≠
T E

[1 + Gd

0,T E ] = E
u+
T E

[1 + Gu

0,T E ] (A.32)

≠ctd

÷d

E
d≠
T E

[1 ≠ Gd

0,T E ] =
ctu

÷u

E
u+
T E

[1 ≠ Gu

0,T E ] (A.33)

Solving (A.32) and (A.33) simultaneously, leads to

≠ctd

÷d

r
d

0,T E =
ctu

÷u

r
u

0,T E (A.34)

where, to ease the notation we used the quantity r, which has a bilinear
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relation with the reflection coe�cient.

r , 1 ≠ G
1 + G

(A.35)

Similarly, for TM waves:

E
d≠
T M

[
m̂

d
t

÷d

+ Gd

0,T M (
m̂

u
t

÷d

)] = E
u+
T M

[
m̂

u
t

÷u

+ Gu

0,T M (
m̂

d
t

÷u

)] (A.36)

E
d≠
T M

[êd
t + Gd

0,T M (êu
t )] = E

u+
T M

[êu
t + Gu

0,T M (êd
t )] (A.37)

Using (A.28) and (A.29) provides us,

E
d≠
T M

÷d

[1 + Gd

0,T M ] =
E

u+
T M

÷u

[1 + Gu

0,T M ] (A.38)

≠E
d≠
T M

ctd [1 ≠ Gd

0,T M ] = E
u+
T M

ctu [1 ≠ Gu

0,T M ] (A.39)

Solving (A.38) and (A.39) simultaneously, leads to

≠ctd ÷d r
d

0,T M = ctu ÷u r
u

0,T M (A.40)

Hence, from (A.34) and (A.40), the general transition rule across the

interface i are

ctu

÷u

r
u

i,T E = ≠ctd

÷d

r
d

i,T E (A.41)

ctu ÷u r
u

i,T M = ≠ctd ÷d r
d

i,T M (A.42)

Besides, following the definition of the reflection coe�cients (A.19), we ob-
tain the following translation rule between two interfaces i and i ≠ 1,
which holds both for TE and TM waves :

Gu
i≠1 =

1
Gd

i

exp
1

≠2j k
i,d
z (zi ≠ zi≠1)

2
(A.43)

where k
i,d
z is defined by (A.11) and (A.13) just below interface i.

To summarize, here is the procedure to determine the reflection coe�-
cients everywhere, starting from the upper interface :
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1. Determine the first reflection coe�cient directly, depending on whether
the end boundary is a PEC or a semi-infinite medium.

2. Use the transition rule to determine the reflection coe�cient just below
the interface.

3. Use the translation rule to determine the reflection coe�cient just
above the next interface.

4. Repeat steps 2 and 3 until all reflection coe�cients have been deter-
mined.

Note that if the medium is not backed by a ground plane, another set
of reflection coe�cients needs to be determined for an incoming downward
wave, with the methodology described above. That is, the transition and
translation rules remain rigorously the same, but the first coe�cient now
needs to be determined at the lower end of the medium and the iterative
procedure needs to be applied going up the layers. We di�erentiate these
di�erent sets of reflection coe�cients by a + or ≠ superscript, denoting the
direction of the original incoming wave.

A.3.4 Propagation of plane waves in a multilayer slab

Now the reflection coe�cients have been determined, we focus on how to
compute the electric and magnetic fields everywhere in the multi-layered
medium in the presence of an incoming plane wave. As before, we take the
example of an upward plane wave impinging on the lower interface, and we
propagate the electric field across and between the interfaces.

Using again the continuity of the electric field (A.21) across interfaces,
we obtain the relation between the upward waves just above and below the
interface i

E
u+
T E

=
E

d+
T E

Gd+
T E

1 + Gd+
T E

1 + Gu+
T E

E
u+
T M

= ≠ ctd

ctu

E
d+
T M

Gd+
T M

1 ≠ Gd+
T M

1 ≠ Gu+
T M

(A.44)

where we omitted the subscript i for all quantities. Note that for two iden-
tical media (that is, no interface) we obtain E

u+ = E
d+ because Gu = 0

and Gd æ Œ, for both TE and TM components.



136 Appendix A. Green’s Functions in Layered Substrates

The propagation of the electric field between interface i and i + 1 is
obtained trivially through

E
d±
i+1

= E
u±
i

exp (ûj kz [zi+1 ≠ zi]) (A.45)

which holds for both TE and TM components, with kz defined between the
two interfaces. Now, we can compute the total tangential electric field and
magnetic field at the interface.

When several metallizations are present, it is necessary in a MoM scheme,
to determine the field on layer 1 due to a current on layer 0. We will as-
sume layer 1 is above layer 0. Fields on layer 0 from currents on layer 1 are
obtained by reciprocity. As shown in Fig. A.4 with two layers, the trans-
mitted E

+
0

and reflected E
≠
0

waves are known at layer 0. We would like to
determine the transmitted E

+
1

and reflected E
≠
1

waves at layer 1. Consider
E

≠
0

as the reflection of E
+
0

and E
+
1

as the reflection of E
≠
1

.

Figure A.4: Electric field translation in a multilayer medium.

E
≠
0
= Gu

0 E
+
0

(A.46)

E
+
1
= Gd

1 E
≠
1

(A.47)

After transfer of the reflection coe�cient

Gu
0 Gd

1 = e
≠2jkzd (A.48)
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From Fig. A.4, it appears that

E
+
0
= E

+
1

e
jkzd (A.49)

E
≠
0
= E

≠
1

e
≠jkzd (A.50)

The total field on layer 0 is E
+
0
+ E

≠
0

, and on layer 1 it is E
+
1
+ E

≠
1

. For
TE waves:

E
+
0
+ E

≠
0
= E

+
1
(ejkzd +

1
Gd

1

e
≠jkzd) (A.51)

E
+
1
+ E

≠
1
= (ejkzd +

1
Gd

1

e
≠jkzd) (1 + 1

Gd
1

) (E+
0
+ E

≠
0
) (A.52)

Similarly, for TM waves, with opposite signs of the reflection coe�cients we
can write the relation as below:

E
+
1
+ E

≠
1
= (ejkzd ≠ 1

Gd
1

e
≠jkzd) (1 ≠ 1

Gd
1

) (E+
0
+ E

≠
0
) (A.53)

Relations (A.51) and (A.52) allow transferring total fields between consec-
utive layers, which is very useful when the MoM needs to be applied in
layered media comprising metallization on di�erent interfaces. In that case,
it is important to be able to test on a given interface field radiated by
currents on another interface.

A.3.5 Waves emitted by a monotonic current sheet

We now consider the same multi-layered medium as in the previous section,
but with a planar monotonic current sheet lying on one interface at z = 0
for simplicity. That current sheet is thus expressed as

ÂJ = J â e
≠jkxx

e
≠jkyy (A.54)

with J the amplitude of the current and â a unit vector. These sources will
emit upward plane waves above the source interface and downward plane
waves below it. We will now derive the expression of these waves first for
the simple case of a single interface, and then in a general multi-layered
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medium. The described approach is similar to that found in [77].

A.3.5.1 On a single interface

First we express the current sheet into an orthonormal basis
!
ĴT E , ĴT M

"

where each component emits only TE or TM waves respectively.

ÂJ = Jxx̂ + Jy ŷ

= JT E ĴT E + JT M ĴT M (A.55)

with the orthonormal basis defined by

ĴT E , ẑ ◊ ê
+
u

ctu

= ≠
ẑ ◊ ê

≠
d

ctu

=
1
—

S

WU
≠ky

kx

0

T

XV (A.56)

ĴT M , ẑ ◊ m̂ =
1
—

S

WU
≠kx

≠ky

0

T

XV (A.57)

which in the case of normal incidence reduces to

ĴT E

---
—=0

,

S

WU
≠ sin „

cos „

0

T

XV (A.58)

ĴT M

---
—=0

,

S

WU
≠ cos „

≠ sin „

0

T

XV (A.59)

In that way we easily determine the amplitudes and phases of the emitted
waves on both sides of the source for each component.

The boundary conditions to be enforced on the interface with sources
now are

ẑ ◊ E
u = ẑ ◊ E

d (A.60)

ẑ ◊
1

H
u ≠ H

d

2
= ÂJ (A.61)
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The proof is similar to the one explained in Section A.3.3 except, there
is a jump condition in the H-field given in (A.61). The proof leads to the
expressions of the electric field plane waves emitted on both sides of the
interface

E
u+
T E

=
1

DT E

E
u+
T M

=
1

ctu DT M

(A.62)

E
d≠
T E

= E
u+
T E

E
d≠
T M

= ≠ctu

ctd

E
u+
T M

(A.63)

with the coe�cients D defined as follows to simplify the notation.

DT E , ctu

÷u

r
u+
T E

+
ctd

÷d

r
d≠
T E

DT M , 1
÷u ctu r

u+
T M

+
1

÷d ctd r
d≠
T M

(A.64)

To obtain the total field radiated by a monotonic current sheet with
an arbitrary orientation, one just needs to vectorially sum up the fields of
either (A.62) or (A.63). As an example, for the wave emitted just above the
interface we have

E
u+ = ≠m̂ JT E E

u+
T E

+ ê
+
u JT M E

u+
T M

(A.65)

with the coe�cients J obtained through the projection

JT E = ÂJ · ĴT E JT M = ÂJ · ĴT M (A.66)

A.3.5.2 In a multilayered medium

If, in a multilayer substrate consisting of n interfaces, there is a monotonic
current sheet defined by (A.55) at the interface c, that is at z = zc, waves
emitted by the sources are reflected on both sides.

Let us start from the boundary conditions expressed in (A.60) and
(A.61); this time, the total tangential field on both sides of the interface
at z = zc must be the sum of the outgoing emitted wave and the incident
reflected wave. This means that we need the expression of the reflection
coe�cients at the level of the source, looking upward and downward, that is
Gu+

c and Gd≠
c , which can both be obtained using the procedure detailed in
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Section A.3.3. Imposing the continuity of tangential electric and magnetic
fields leads to

E
u+
T E

=
1

1 + Gu+
T E

1
DT E

E
u+
T M

=
1

1 ≠ Gu+
T M

1
ctu DT M

(A.67)

E
d≠
T E

=
1 + Gu+

T E

1 + Gd≠
T E

E
u+
T E

E
d≠
T M

= ≠ctu

ctd

1 ≠ Gu+
T M

1 ≠ Gd≠
T M

E
u+
T M

(A.68)

with the coe�cients DT E and DT M still defined in (A.64).

A.4 Green’s functions in the spectral domain

The spectral Green’s function can be seen as the amplitude of the tangen-
tial field radiated by a monotonic unit current sheet with given spectral
components kx, ky, and given polarization vector. In its most general form,
the spectral Green’s functions is dyadic and can be written as the Fourier
transform of the dyadic Green’s function.

ÂE(kx, ky) = ÂG(kx, ky) ÂJ(kx, ky) (A.69)

In the free-space case,

G(r, r
Õ) = ≠jÊµ

3
G(r, r

Õ) +
1
k2

ÒÒ · G(r, r
Õ)

4
(A.70)

Starting from (A.67), we will first derive the total tangential field on any
interface. For convenience, we will express it as a function of the Cartesian
(x, y) components of the source current J. On a particular layer i above or
on the level of the source, the total tangential field can be expressed as

Et = E
u+
T E

!
1 + Gu+

T E

"
+ E

u+
T M

---
t

!
1 ≠ Gu+

T M

"
(A.71)

where we omitted the subscript i for conciseness, and the subscript t stands
for dumping the z component of the vector. Similarly, the total tangential
field on a layer i below or on the source interface can be expressed as

Et = E
d≠
T E

1
1 + Gd≠

T E

2
+ E

d≠
T M

---
t

1
1 ≠ Gd≠

T M

2
(A.72)
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A.4.1 Interaction on the same layer

In the case where observation and source planes coincide, (A.71) reduces to
the closed-form expression
C

Ex

Ey

D
= ≠m̂

JT E

DT E

+ ê
+
u

---
t

JT M

ctuDT M

(A.73)

=
1

—2

C
≠k

2
y kxky

kxky ≠k
2
x

D
1

DT E

C
Jx

Jy

D
+

1
—2

C
≠k

2
x ≠kxky

≠kxky ≠k
2
y

D
1

DT M

C
Jx

Jy

D

(A.74)

which can be rewritten in this final formulation :

Et = ≠ 1
DT E

ÂJ +
1

—2

3
1

DT E

≠ 1
DT M

4 C
k

2
x kxky

kxky k
2
y

D
ÂJ (A.75)

We then define the spectral scalar Green’s functions ÂGA and ÂGV as

ÂGA(—) = ≠ 1
DT E

ÂGV (—) =
1

—2

3
1

DT E

≠ 1
DT M

4
(A.76)

such that, by identification, the spectral dyadic Green’s function is expressed
as

ÂG(kx, ky) = ÂGAI + ÂGV

C
k

2
x kxky

kxky k
2
y

D
(A.77)

with I the identity matrix, (A.77) allows one to conclude that the tensor is a
grad{div{}} operator in the XY plane. This means that, upon convolution
with source currents, the second term can be written (with change of sign)
as grad{div{P}} where P is the convolution between GV and source currents
as given in (A.78). When computing elements of the impedance matrix, the
above property will allow a simplification which is also used in free-space
MoM (i.e. transferring the grad{div{}} operator onto basis and testing
functions) in Section 3.4.3.
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E(r) =
⁄⁄

GA(r, r
Õ)J(rÕ) dr

Õ + ÒÒ ·
⁄⁄

GV (r, r
Õ)J(rÕ) dr

Õ (A.78)

A.4.2 Special cases

A.4.2.1 Homogeneous medium

In the particular case where the medium is homogeneous (or, equivalently,
all the layers are made of the same material), we obtain the following re-
markable functions

ÂGhom

A (—) = ≠k0÷0

2kz

ÂGhom

V (—) =
÷0

k0

1
2‘rkz

(A.79)

with ‘r the relative permittivity of the homogeneous medium, and kz the
unique transversal wavenumber. In the homogeneous case, their inverse
Fourier transform is known analytically as

G
hom

A (R) =
1

(2fi)2

⁄⁄ Œ

Œ

≠k0÷0

2kz

e
≠j(kx(x≠x

Õ)+ky(y≠y
Õ)+kz |z≠z

Õ|)dkxdky

= ≠jk0÷0

e
≠jkR

4fiR
(A.80)

G
hom

V (R) = ≠j
÷0

k0‘r

e
≠jkR

4fiR
(A.81)

with R =

(x ≠ xÕ)2 + (y ≠ yÕ)2 + (z ≠ zÕ)2 the distance between the source

and observation points. The latter expressions may be used for homoge-
neous medium extraction to improve speed and accuracy in the numerical
integration of the spectral Green’s functions. This well known numerical op-
timization does not depend on the Green’s function formulation and won’t
be detailed here.

A.4.2.2 Single layer substrate

In this section we discuss the very simple yet practical and common case
where the antennas are printed on a single layer dielectric substrate backed
by a perfect electric conductor. The structure is thus composed of 3 medi-
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ums (PEC, substrate and air) separated by two interfaces (the ground plane,
and plane containing the antennas, as depicted in Figure A.5. It is often not

Figure A.5: Structure of the single layer substrate. The perfect electric
conductors are marked with thick black lines.

practical to analytically develop the expressions of ÂGA and ÂGV , which leads
to cumbersome expressions after a fastidious derivation. However, in this
case the commonness of the example justifies the e�ort, and the expressions
are reasonably compact.

The resulting expressions of the spectral scalar Green’s functions for

a single layer substrate are

ÂGA(—) = ≠j k0÷0

sin(kz,1d)
Te

(A.82)

ÂGV (—) = j
÷0

k0

sin(kz,1d)
—2

3
k

2

0

Te

≠ kz,1kz,2

Tm

4
(A.83)

with

Te = jkz,2 sin(kz,1d) + kz,1 cos(kz,1d) (A.84)

Tm = ‘r,1kz,2 cos(kz,1d) + j‘r,2kz,1 sin(kz,1d) (A.85)

as can be found in [74,78].
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