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Purpose: To commission an open source Monte Carlo (MC) dose engine, “MCsquare” for a syn-
chrotron-based proton machine, integrate it into our in-house C++-based I/O user interface and our
web-based software platform, expand its functionalities, and improve calculation efficiency for inten-
sity-modulated proton therapy (IMPT).

Methods: We commissioned MCsquare using a double Gaussian beam model based on in-air lateral
profiles, integrated depth dose of 97 beam energies, and measurements of various spread-out Bragg
peaks (SOBPs). Then we integrated MCsquare into our C++-based dose calculation code and web-
based second check platform “DOSeCHECK.” We validated the commissioned MCsquare based on
12 different patient geometries and compared the dose calculation with a well-benchmarked GPU-ac-
celerated MC (gMC) dose engine. We further improved the MCsquare efficiency by employing the
computed tomography (CT) resampling approach. We also expanded its functionality by adding a lin-
ear energy transfer (LET)-related model-dependent biological dose calculation.

Results: Differences between MCsquare calculations and SOBP measurements were <2.5% (<1.5%
for ~85% of measurements) in water. The dose distributions calculated using MCsquare agreed well
with the results calculated using gMC in patient geometries. The average 3D gamma analysis (2%/
2 mm) passing rates comparing MCsquare and gMC calculations in the 12 patient geometries were
98.0 £ 1.0%. The computation time to calculate one IMPT plan in patients’ geometries using an
inexpensive CPU workstation (Intel Xeon E5-2680 2.50 GHz) was 2.3 4+ 1.8 min after the variable
resolution technique was adopted. All calculations except for one craniospinal patient were finished
within 3.5 min.

Conclusions: MCsquare was successfully commissioned for a synchrotron-based proton beam ther-
apy delivery system and integrated into our web-based second check platform. After adopting CT
resampling and implementing LET model-dependent biological dose calculation capabilities,
MCsquare will be sufficiently efficient and powerful to achieve Monte Carlo-based and LET-guided
robust optimization in IMPT, which will be done in the future studies. © 2020 American Association
of Physicists in Medicine [https://doi.org/10.1002/mp.14125]

Key words: dose calculation, intensity-modulated proton therapy (IMPT), Mcsquare, Monte Carlo
method, robust optimization

2558 Med. Phys. 47 (6), June 2020  0094-2405/2020/47(6)/2558/17  © 2020 American Association of Physicists in Medicine = 2558


https://doi.org/10.1002/mp.14125
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fmp.14125&domain=pdf&date_stamp=2020-04-13

2559 Deng et al.: Integrating MCsquare into clinical flow

1. INTRODUCTION

Generally speaking, Monte Carlo (MC) simulations are more
accurate than analytical dose calculation algorithms, but gen-
eral purpose MC codes (e.g., Geant4,! MCNPX,2 FLUKA,3 “
and TOPAS®), although they are very accurate,' > but rela-
tively slow and very tedious for routine clinical use. On the
other hand, analytical dose engines®® for intensity-modu-
lated proton therapy (IMPT), although they cannot handle
heterogeneity as accurately as MC simulation in highly
heterogeneity regions,” are still widely used in the commer-
cial and many in-house treatment planning systems (TPSs)
due to their fast calculation speed. Recently, some groups had
developed several fast MC codes, for example, gMC,10
gPMC,11 FRED,12 and Mquuare,13 which are dedicated to
proton dose calculation with simplified physics model and/or
with the help of GPU acceleration to significantly reduce the
simulation time with acceptable compromise of accuracy
compared with general purpose MC codes. Some commercial
TPSs with fast MC calculation capability have recently been
released for routine clinical use (e.g., RayStation,'
Eclipse'?).'®

With improvements in hardware and coding techniques,
MC dose engines have become efficient enough for potential
use as second check dose engines and for robust optimiza-
tion.'7 28 However, for most institutions, development of a
fast in-house MC code would be time consuming. An open
source fast MC code like MCsquare (about 20-35 times fas-
ter'? than Geant4) is an alternative to these options with sev-
eral advantages: (a) it can introduce the supplemental MC
capability to an existing in-house developed or commercial
TPSs without developing new MC codes, (b) it is easy to add
new features to the open-source code, such as MC-based
robust optimization'”?’ and relative biological equivalent
(RBE) model study based on patient outcome correlation,
MC-based robustness evaluation,30 and four-dimensional
(4D) dose calculation (including interplay effects evaluation).
Also, the material database is easily modifiable and expend-
able in MCsquare, and (c) several institutions>*"*? have suc-
cessfully implemented MCsquare and different institutions
can easily collaborate or share upgrades and perform cross-
checks for accuracy.

Despite these advantages, integrating a fast MC code such
as MCsquare into existing clinical software platforms is not
straightforward. MCsquare was developed using the C pro-
gramming language with “Cilk Plus” extension. Although
MCsquare is an independent MC package, users have the
option to use a third party software (e.g., “OpenREGGUI”
platform based on MATLAB) to handle various pre- and
postprocessing tasks including DICOM file conversion,
structure density overwrite, and body volume cropping. This
is a good approach for an independent package for general
users. However, in order to integrate it into a specific routine
clinical practice, streamline the user workflow, allow for the
use from various platforms, and further improve the effi-
ciency of the code by employing the message passing inter-
face (MPI) capability for optimization, we needed several
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additional modifications. On the other hand, as far as we
know, MCsquare commissioning was only reported for the
cyclotron system.'>*"** Due to the differences in the beam
source phase space between cyclotron and synchrotron-based
proton therapy systems (such as continuous vs discrete ener-
gies, narrow energy dispersion vs wide energy dispersion), it
was not straightforward to commission the MCsquare pack-
age for a synchrotron-based proton therapy system and vali-
date whether MCsquare with a Gaussian-based beam source
model can accurately calculate the dose for a synchrotron-
based proton therapy system, even if the particle transporta-
tion in the medium is the same.

In this paper, we report our approaches to (a) successfully
commissioning open source MCsquare to a synchrotron-
based proton system for the first time, (b) using MCsquare as
a library and integrating it into our C++-based dose calcula-
tion code with MPI capability, web-based second check, and
patient quality assurance software platform,”~* (c) signifi-
cantly improving the simulation efficiency by introducing the
computed tomography (CT) resampling approach, and (d)
expanding its capability by adding a model-dependent bio-
logical dose calculation function. After these approaches, our
new user interface became straightforward and could be exe-
cuted from various terminals (e.g., desktop, laptop, tablet, or
phone).

2. METHODS AND MATERIALS
2.A. Commissioning MCsquare

The proton system in our center provides 97 discrete beam
energies (71.3-228.8 MeV) generated using a synchrotron
accelerator.” In the Eclipse treatment planning system, three
beam models (VAC, RS, and ERS) were commissioned for
clinical use, which represent the treatment types: without
range shifter (VAC), with 45 mm water equivalent thickness
(WET) range shifter (RS) at regular position (42.5 cm from
isocenter), and similar range shifter at extended position
(30 cm from isocenter) (ERS). We commissioned MCsquare
to get a single set of phase space parameters suitable for all
three machines. In order to speed up the calculation we did
not simulate the particle transport in the nozzle. Instead we
derived the phase space using integrated depth dose (IDD)
curves and in-air lateral profiles at five positions of proton
beams distal to the nozzle (but before the range shifter).
Hence, the phase space has a large emittance due to the scat-
tering of the beamline components in the nozzle,***” and we
chose to use double Gaussian lateral profile to model the
beam source more accurately.3l’32 The detailed methods,
parameters, and formulas are described in the MCsquare user
manual®® and the validation of physics model of MCsquare is
described in Souris et al."* For our synchrotron-based system
we commissioned 97 discrete energies, rather than a selected
number of energies as are typical for a cyclotron-based sys-
tem.”" In the paper, we focus on the details of the commis-
sioning and fine-tuning process for our synchrotron-based
proton machine.
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2.A.1. Single spot IDD curves in water

Integrated depth dose (IDD) data for each nominal beam
energy were generated using the Geant4 MC code, which has
been carefully benchmarked and validated by ionization
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chamber measurements.>°
energy spectrum mode
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We used the single Gaussian
provided by the MCsquare man-

ual™® to fit these IDD data. The fitting parameters were mean
energy, energy spread, and the number of protons per MU (P/
MU) as a function of nominal beam energy. The mean energy
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controlled the range, the energy spread controlled the peak to
plateau ratio of the IDD curve and Bragg peak width, and the
P/MU controlled the absolute dose normalization of the IDD
curve. These fits were validated by comparing MCsquare-
simulated IDD results with the original Geant4 IDD data.

2.A.2. Single spot lateral profiles in air

The proton beam optical model parameters, including spot
size, spot divergence, and their correlation, were mainly con-
trolled by fitting to in air lateral dose profiles of proton beams
of all clinical energies. We used the well-benchmarked Gean-
t4 code commissioned based on the film measurements of in-
air lateral dose profiles of proton beams of all clinical ener-
gies’® to generate the in-air lateral dose profiles of proton
beams of all clinical energies at five depths to commission
MCsquare. Field size effect measurements revealed that even
an inaccuracy on the order of 10~ relative dose level in the
lateral direction of a single spot could generate a few percent
of dose inaccuracy in the center of a large field (e.g.,
20 cm x 20 cm field size) due to cumulative effects of small
deviations of the single spot dose lateral profiles in water.*’
Hence the traditional single Gaussian proton beam optic
model could not give good simulation results for our proton
machine and we used a second Gaussian component provided
by the MCsquare beam model®® to give a better fitting of the
in air lateral dose profile down to 10~* relative dose level.
This improved the accuracy of simulations with large field
sizes. We validated our optical model by calculating field size
factors (FSF)*' for seven selected energies ranging from 71.3
to 228.8 MeV with approximate energy intervals of 20 MeV.
For each energy, we tested FSF at two or three different
depths with different field sizes, and compared the results
with ionization chamber measurements in water.

2.A.3. Fine-tuning the P/MU curve based on
multiple SOBP dose measurements

Starting from the initial beam model as described above,
we fine-tuned our P/MU values for certain energies based on
approximately 200 spread-out Bragg peak (SOBP) central-axis
point dose measurements in water measured using a PTW
34045 advanced Markus chamber (PTW, Freiburg, Germany).
These measurements were carefully designed to cover a num-
ber of combinations of energy and field size at different depths.
We took a total of 59 measurements for the VAC configura-
tion, 87 measurements for the RS configuration, and 106 mea-
surements for the ERS configuration. After fine-tuning the P/
MU curve, we validated our beam model using the relative dif-
ference between simulated and measured point doses, which
was calculated as (simulation — measurement)/measurement.

2.B. Integrating MCsquare into our web-based
interface

We developed a C++-based package to (a) convert CT and
plan DICOM files to text and binary input files required by
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MCsquare, (b) process structure DICOM files for density
override and body cropping as needed, and (c) convert
MCsquare simulation results to DICOM files, which could
be imported back to our commercial TPS, Eclipse™ ver. 15
(Varian Medical Systems, Palo Alto, CA), for visualization
purposes. Then, in order to communicate with our TPS
directly and automate the second check workflow for a busy
proton clinic, we have developed some functions within
MCsquare to provide the needed interface and then compiled
the modified MCsquare as a library. In the C++-based soft-
ware package, these functions with needed arguments would
be called to integrate the MC capability into our in-house
developed C++-based software. We then integrated this C++-
based package to our web-based software platform, “DOSe-
CHECK,” which is implemented as a plugin of our TPS via
Eclipse Scripting API (ESAPI). “DOSeCHECK” is an in-
house developed web-based software platform.>® It includes a
web-based user interface, Linux-based calculation servers,
and a clinical database. The architecture integrates multiple
dose engines, optimizations, libraries, and communication
protocols. The platform supports cross-platform usage. Fig-
ure 1 shows the workflow of using MCsquare within the
DOSeCHECK software platform, and Fig. 2 shows the user
interface of the web-based application control module.
DOSeCHECK platform provided the needed GUI to commu-
nicate with Eclipse™ via Eclipse Scripting API (ESAPI)
directly and serves as a convenient interface to use
MCsquare. Both C++-based software and DOSeCHECK
platform are essential components to automate the second
check workflow for a busy proton clinic.

2.C. Validation with 12 patient geometries

To perform end-to-end tests of our new C-++-based user
interface and the commissioning of MCsquare, we selected
12 patient treatment plans representing typical disease sites

TasLE I. Treatment plan information for the 12 patients used in this study.

Body Energy
Machine Number of volume range
Patient type Disease type  spots [10%] [10° cm?] [MeV]
Pl VAC Prostate 5.1 46.0 164-205
P2 VAC Prostate 43 24.8 154-203
P3 VAC Prostate 32 19.8 152-196
P4 VAC Prostate 4.9 55.6 168-208
P5 ERS Head and 4.6 14.8 130162
neck
P6 ERS Head and 21.4 18.8 82-185
neck
P7 ERS Head and 6.4 6.8 84-203
neck
P8 VAC Lung 18.0 34.8 79-140
P9 VAC Lung 25.3 449 77-180
P10 ERS Brain 11.7 13.2 82-172
P11 RS Breast 56.3 36.8 79-150
P12 RS Craniospinal 48.3 83.0 92-198
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treated at our institution (Table I). The validation was per-
formed using two approaches: (a) comparison of simulation
results with patient-specific quality assurance (PSQA) mea-
surements>* in-water, and (b) comparison to a well-bench-
marked GPU-accelerated MC code'® (gMC) in patient
geometries. The gMC code is used clinically, but it is not an
open-source code. For the details of the benchmark of the
gMC code, please refer to Wan et al.'”

2.C.1. Comparing with PSQA measurements in
water

The PSQA procedure at our institution is to deliver treat-
ment plans to a MatrixxPT ionization chamber array (IBA
Dosimetry GmbH, Schwarzenbruck, Germany) at several
depths in water. These measurements are then compared to
TPS calculation results in water. For each patient field, we
measured two to three axial planes with up to 1020 detection
points for each plane, which provide an efficient approach
and a vast amount of measurement data to validate dose
engine calculations. The MCsquare simulations use 50 thou-
sand primary protons per spot given the original CT resolu-
tion and the statistical uncertainty is around 1% or less in the
target region. By setting the number of the simulated protons
per spots instead of setting the total number of the simulated
protons per plan, we can reach more stable statistics regard-
less of the field size and the number of spots. We compared
our simulation results with PSQA measurements using
gamma index analysis with both 3%/3 mm and 2%/2 mm
criteria for each patient. Only MC voxels with relative dose
greater than 10% of the maximum dose were included in the
analysis*? and the simulation results are used as the reference
field.

Meanwhile, the two-dimensional (2D) cuts and line pro-
files of dose distribution between the simulation results of
MCsquare and measurements were compared for each of the
12 patients. We chose three relatively complex cases to pre-
sent in the following Results section, one for each treatment
machine: P9 (lung) for the VAC machine, P6 (head—neck) for
the ERS machine, and P12 (craniospinal) for the RS machine,
respectively.

2.C.2. Comparing with gMC in patient geometries

In addition to validation in water, we validated our simula-
tion results by comparing with gMC in all 12 patients. The
overall accuracy validation was assessed by comparing the
MCsquare results and the gMC results based on the original
CT resolution using three-dimensional (3D) gamma index
analysis with both the 3%/3 mm and 2%/2 mm criteria. Only
voxels with relative dose greater than 10% of the maximum
dose were included in the analysis.** Since the gMC code can
only setup the total number of the simulated protons per plan
as 100 million, in order to get a fair comparison between
MCsquare and gMC, we used the same 100 million total pro-
tons per plan, instead of setting the number of the simulated
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protons per spot as we did in the PSQA calculations. This
setup gives about 1-2% statistical uncertainty in the target
regions for most of the patients.

In addition, 2D cuts and line profiles of dose distributions
generated with MCsquare and gMC were compared for the
12 patients. We chose three complex cases to present in the
following results section, one for each treatment machine: P9
(lung) for the VAC machine, P6 (head—neck) for the ERS
machine, and P12 (craniospinal) for the RS machine, respec-
tively.

2.D. New features

Our new C++ I/O platform introduced two new important
capabilities, which were not available in the Matlab-based I/
O platform.

2.D.1. CT resampling to improve simulation
efficiency

The Monte-Carlo simulation time is proportional to the
total number of simulated particles, but the statistical uncer-
tainty of simulation results is inversely proportional to the
square root of the product of total number of simulated parti-
cles and the CT voxel volume (decided by the resolutions in
3D). The new I/O platform can resample the original CT
using tri-linear interpolation method. For relatively uniform
targets (e.g., prostate, brain, etc.), voxel volume can be
increased to allow for the reduction in simulated particles and
decrease the simulation time, while achieving similar statisti-
cal uncertainty. The factor of speed increase approximately
equals the ratio of voxel volume between the coarser resolu-
tion and the original resolution. Here, we resampled the CTs
by modifying the voxel size in all directions. In the following
Results section, we will show an example comparison for a
Head and Neck case with original CT resolution
(127 x 127 x 2 mm®) and the reduced resolution
(2.5 x 2.5 x 2.5 mm®). We will also show the calculation
time for all 12 patients using different CT resolutions. We
compared the simulation results between using the original
CTs and using the resampled CTs by gamma index analysis
with 2%/2 mm criteria for each patient. The simulation
results from original CT resolution are used as the reference.

2.D.2. Biological dose calculation based on
different relative biological effectiveness (RBE)
models

The current practice of IMPT is to use a constant RBE
value of 1.1 to convert physical doses to RBE doses.*’
Although there are many uncertainties in the RBE calcula-
tion, it is likely that a constant RBE value of 1.1 underesti-
mates RBE near the end of the proton beam range and in the
corresponding lateral penumbra regions® *’ which may
result in unexpected toxicities to the surrounding organs at
risk (OARs). Although more sophisticated linear energy
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transfer (LET), biological endpoint, tissue type,'** > track

structure,” and physical dose**>* dependent proton RBE
models are under development,”’ the recently published
American Association of Physicists in Medicine Task Group
Report, TG-256* suggests assessing the potential clinical
consequences associated with variable RBE models and rec-
ommends LET-guided plan evaluation and LET-guided opti-
mization in treatment planning systems (TPSs). We
implemented a simplified RBE model during the postpro-
cessing within the C++ software package using the
MCsquare-generated physical dose and LET distributions.
The model® we included in this work for the demonstration
purpose is:

cGy(RBE)
cGy

1
0.08———— x LET +0.88
X( keV/um 7T )

where D is the physical dose in the unit of cGy and LET is
the dose-averaged linear energy transfer in the unit of keV/
pm. This is a simplified model, which ignores the other
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factors and only considers the LET and physical dose depen-
dence. In this model, RBE increases with LET and is 1.1
when LET = 1.5 keV/um. In the following Results section,
we will compare this model with the constant RBE model in
case of a prostate plan.

3. RESULTS
3.A. Single spot IDD curves in water

Figure 3 shows the commissioning results of relative IDD
curves of six representative nominal beam energies. For all
nominal beam energies, the average relative dose difference
between the MCsquare simulation and the benchmarked
Geant4 simulation in depth was within 1-2%.

3.B. Single spot lateral profile in air

Figure 4 shows the FSF simulation results for three repre-
sentative energies, which showed a good agreement with ion-
ization chamber measurements (relative difference <2%).

- MCsquare 111.9 MeV
3001 — Geant4
200
100
0
0 4 8 12
Depth (cm)
300{ — MCsquare o ¢ Mev
— Geantd
200
//
100 -
o \
0 5 10 15 20
Depth (cm)
== Mcesquare 228.8 MeV
-  Geantd
200
100 =i
0 .
0 10 20 30
Depth (cm)

Fic. 3. Comparison of relative integrated depth dose curves of six representative energies between MCsquare and Geant4 simulation results before normalization
of number of protons. The red curve corresponds to the Geant4 simulation and the blue curve corresponds to the MCsquare simulation. The comparison shows

excellent agreement. [Color figure can be viewed at wileyonlinelibrary.com]
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These results demonstrated that the proton beam optical
model used in MCsquare can correctly model the lateral low
dose tails of single spots.

3.C. Validation with SOBP point dose
measurements

Figure 5 shows the relative differences between MCsquare
simulation results and approximately 200 SOBP point dose
measurements, after fine-tuning of the P/MU curve. The rela-
tive differences between MCsquare simulations and SOBP
point dose measurements are within 2.5% for all cases and
within 1.5% for ~85% cases. Figure 6 shows the relationship
of final P/MU values vs energies and the second-order poly-
nomial fitting for the final P/MU curve.
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3.D. Validation in 12 patients across different
disease sites

3.D.1. Comparing with PSQA measurements in
water

Table IT summarizes the gamma analysis passing rates com-
paring MCsquare simulations with PSQA measurements in
water using 3%/3 mm and 2%/2 mm criteria, respectively. The
average gamma passing rate was 99.8% =+ 0.4% using the 3%/
3 mm criteria, and 99.0% =+ 0.9% using the 2%/2 mm criteria.
The results showed excellent agreements between MCsquare
simulation and PSQA measurements in water.

Figures 7 through 9 show comparisons of 2D in-plane
PSQA measurements with MCsquare calculations and gMC
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Fic. 5. Relative differences between MCsquare simulations and spread-out
Bragg peak (SOBP) point dose measurements for the VAC (without range
shifter), ERS (with 45 mm range shifters at 30 cm), and RS (with 45 mm
range shifters at 42.5 cm) nozzle configuration, respectively. The X-axis indi-
cates the index for different SOBP point dose measurements. [Color figure
can be viewed at wileyonlinelibrary.com]

calculations for three patients (lung, head-neck, and cran-
iospinal). We found that the MCsquare simulation results
agreed well with both point dose measurements and the gMC
simulation results.

3.D.2. Comparing with gMC in 12 patients across
different disease sites in patient geometries

Table III summarizes the 3D gamma analysis passing rates
of comparing MCsquare and gMC simulation results in
patient geometries using both 3%/3mm and 2%/2 mm crite-
ria, respectively. The average gamma passing rate was
99.6% 4+ 0.2% using the 3%/3 mm criteria, and
98.0% =+ 1.0% using the 2%/2 mm criteria.
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Figures 10-12 show the comparisons of dose distributions
at one typical CT slice between (a) the result calculated by
MCsquare and (b) the result calculated by gMC in three com-
plex patients: P9 (lung, Fig. 10), P6 (head—neck, Fig. 11),
and P12 (craniospinal, Fig. 12), respectively. The compar-
isons of the dose line profiles in X and Y directions calcu-
lated by MCsquare (red) and gMC (blue) as indicated with
white arrows in (a) and (b) were displayed in (c) and (d),
respectively. The simulation results between both MC codes
agreed with each other very well.

3.E. New features

3.E.1. CT resampling technique to improve the
simulation efficiency

Figure 13 shows the dose distribution difference between
the results derived using two different resolutions, the origi-
nal CT resolution (1.27 mm x 1.27 mm X 2mm = 3.2 mm?>)
and the coarser resolution
(2.5mm x 2.5mm x 2.5mm = 15.6 mm?). We found that as
long as CT numbers do not change sharply within the voxel
size scale, the calculated dose distribution with a coarser res-
olution agreed well with the calculated dose distribution with
a finer resolution. However, the MC simulation time was
approximately five times lower with a coarser resolution
compared to a finer resolution due to the 80% reduction in
the number of total simulated particles. The increased speed
ratio is nearly equal to the ratio of the voxel volume between
two different resolutions with similar statistical uncertainty in
the MCsquare simulations. Please note that this calculation
time reduction ratio is estimated for the MC simulation only
and the extra data pre- and postprocessing time remains
almost the same when the resampled CT resolution is chan-
ged.

P/MU curve
1.0E+9
y =-5055x2 + S5E+06x + 1E+08
9.0E+8 R2=0.9997 /

8.0E+8 /
o 7.0E+8

P/M

6.0E+8 /

==t==P/MU values

——Poly. (P/MU values)

5.0E+8 /

4.0E+8

3.0E+8 . . L .

70 90 110 130 150 170
Energy (MeV)

190 210 230

FiG. 6. Final number of protons per MU (P/MU) curve used in MCsquare. The blue dots are the final P/MU values for all energies and the red line is the second-
order polynomial fitting. The curves agree well with each other. The fitting results are displayed in the figure with R? = 0.9997. [Color figure can be viewed at

wileyonlinelibrary.com]
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TasLE II. Gamma analysis passing rates comparing MCsquare simulation results with patient-specific quality assurance (PSQA) in-plane two-dimensional (2D)
measurements for 12 patients across different disease sites using 3%/3 mm and 2%/2 mm criteria, respectively. A 10% relative dose threshold is used in the
Gamma analysis.

Patient Machine type Disease type Gamma analysis 3%/3 mm Gamma analysis 2%/2 mm
P1 VAC Prostate 99.7% 99.3%
P2 VAC Prostate 99.1% 97.8%
P3 VAC Prostate 100.0% 100.0%
P4 VAC Prostate 99.5% 98.0%
P5 ERS Head and neck 100.0% 99.2%
P6 ERS Head and neck 99.0% 98.0%
P7 ERS Head and neck 100.0% 100.0%
P8 VAC Lung 100.0% 99.7%
P9 VAC Lung 100.0% 99.2%
P10 ERS Brain 100.0% 100.0%
P11 RS Breast 100.0% 98.0%
P12 RS Craniospinal 100.0% 98.5%
Average £ standard deviation 99.8% + 0.4% 99.0% + 0.9%
P9, Lung, VAC
(@) cGy (b) cGy

135 60 MCsquare 135

120

120
75 0 75
60 60
a5 =20 45
30 —40 30
15 —60 15
0

=50 0 50 100

(d)
Gamma figure 60 Gamma figure
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40
20
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(e)
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FiG. 7. Comparisons of two-dimensional in-plane patient-specific quality assurance measurements (a) vs MCsquare calculations (b) at 11 cm depth of patient P9
(lung), and the corresponding gamma analysis figures with 3%/3 mm criteria (c) and 2%/2 mm criteria (d), respectively. Panel (e) is the comparisons of dose line
profiles vs depth in the beam direction through the crosshair position shown in (a) and (b), among MCsquare simulation (green), gMC simulation (red), and the
matrix chamber point dose measurements with 2%/2 mm error bars at three depths (red dots). [Color figure can be viewed at wileyonlinelibrary.com]
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FiG. 8. Comparisons of two-dimensional in-plane patient-specific quality assurance measurements (a) vs MCsquare calculations (b) at 8 cm depth of patient P6
(head and neck), and the corresponding gamma analysis figures with 3%/3 mm criteria (c) and 2%/2 mm criteria (d), respectively. Panel (e) is the comparisons
of dose line profiles vs depth in the beam direction through the crosshair position shown in (a) and (b), among MCsquare simulation (green), gMC simulation
(red), and the matrix chamber point dose measurements with 2%/2 mm error bars at three depths (red dots). [Color figure can be viewed at wileyonlinelibrary.c

om]

The MCsquare calculation time for all 12 patients using both
fine CT (voxel volume = 3.2 mm3) and resampled CT (voxel
volume = 15.6 mm3) is shown in Table IV. The calculation
platform is dual Intel E5-2680 v3 CPU processor (24 cores).

The average simulation time was (6.7 = 4.3) min for
MCsquare code simulating 100 million primary protons
using the fine CT voxel volume and (2.3 £ 1.8) min simulat-
ing 20 million primary protons using the larger CT voxel vol-
ume. Since there were extra 1-4 min for data pre- and
postprocessing which remained almost the same when we
varied the number of the total simulated protons, the total cal-
culation time was not exactly five times shorter after using
the coarser resampled CT resolution. The average particle
tracking rate for these 12 patients is about
(349 4 100) x 10%/s. The dose is only simulated in the body
structure for both situations. The CT resampling markedly
improved the simulation efficiency, but kept the statistical
uncertainty as simulating 100 million primary protons using

Medical Physics, 47 (6), June 2020

the fine CT resolution. The average gamma passing rate com-
paring the simulation results between the original CTs and
the resampled CTs wusing 2%/2 mm criteria is
98.8% £ 1.4%.

3.E.2. Biological dose calculation based on
different RBE models

Figure 14 shows the biological dose distribution at a CT
slice at isocenter calculated based on the RBE model
described in the Method section. There is a significant
(>15%) RBE dose increase in the distal edge compared with
the traditional RBE = 1.1 model.

4. DISCUSSION

In this work, we successfully integrated the open-source
MC code, MCsquare, into our C++-based I/O user interface
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FiG. 9. Comparisons of two-dimensional in-plane patient-specific quality assurance measurements (a) vs MCsquare calculations (b) at 5 cm depth of patient P12
(craniospinal), and the corresponding gamma analysis figures with 3%/3 mm criteria (c) and 2%/2 mm criteria (d), respectively. Panel (e) is the comparisons of
dose line profiles vs depth in the beam direction through the crosshair position shown in (a) and (b), among MCsquare simulation (green), gMC simulation (red),
and the matrix chamber point dose measurements with 2%/2 mm error bars at one depth (red dot). [Color figure can be viewed at wileyonlinelibrary.com]

and our web-based software platform with MPI calculation
capability to replace the original Matlab-based I/O platform,
which rendered it capable of communicating with our com-
mercial TPS directly and convenient for routine clinical use.
Users with no MATLAB or C/C++ programming experience
were able to use it with little to no assistance. We also
improved calculation efficiency by adopting a variable resolu-
tion technique and expanded MCsquare’s capability by add-
ing a model-based biological dose calculation function for
biological plan dose evaluation in IMPT. After careful and
comprehensive commissioning, MCsquare simulations
showed very good agreement with measurements and the
well-benchmarked GPU-accelerated MC code. This is the
first time that the accuracy of open source MCsquare is vali-
dated for a synchrotron-based proton system.

For the single spot IDD validation, we observed a discrep-
ancy near the Bragg peak for relatively low energy spots. This
deviation is mainly due to the voxel size used in the scoring
of the MC simulation results and not an inaccuracy of the

Medical Physics, 47 (6), June 2020

MCsquare algorithms. Although the Geant4 simulation
results used for the commissioning purpose were performed
with 0.1 mm resolution in depth, our MCsquare simulation
results, in order to match the clinical CT resolution better,
were performed using 1 mm resolution in depth. For low
energy IDD curves, the typical widths of the Bragg peaks are
close to or even smaller in width than 1mm, which results in
this deviation.

We used the well-benchmarked Geant4 code commissioned
based on the film measurements of in-air lateral dose profiles
of proton beams of all clinical energies’® to generate the in-air
lateral dose profiles of proton beams of all clinical energies at
five depths to generate the parameters of beam optical model,
including spot size, spot divergence, and their correlation.
Then, we validated the spot’s in-air lateral profile parameters
after commissioning using the more clinically relevant FSF
tests in water. The FSF tests validated the cumulative effects of
the small deviations of the single spot dose lateral profiles in
water down to 10* relative lateral dose level. Our results
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TasLE III. Three-dimensional Gamma analysis passing rates of comparing MCsquare and gMC simulation results for 12 patients across different disease sites
using 3%/3 mm and 2%/2 mm criteria, respectively. A 10% relative dose threshold is used in the Gamma analysis in Column 4 and 5.

Patient Machine type Disease type Gamma analysis 3%/3 mm Gamma analysis 2%/2 mm
Pl VAC Prostate 99.7% 97.0%

P2 VAC Prostate 99.7% 98.7%

P3 VAC Prostate 99.7% 98.3%

P4 VAC Prostate 99.5% 96.5%

P5 ERS Head and neck 99.8% 98.8%

P6 ERS Head and neck 99.5% 97.0%

P7 ERS Head and neck 99.8% 99.3%

P8 VAC Lung 99.7% 98.8%

P9 VAC Lung 99.1% 99.4%

P10 ERS Brain 99.7% 98.2%

P11 RS Breast 99.8% 98.0%

P12 RS Craniospinal 99.5% 96.5%

Average =+ standard deviation 99.6% + 0.2% 98.0% £ 1.0%

MCsquare gMC
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FiG. 10. Comparisons of the dose distributions at one typical computed tomography slice between (a) the result calculated using MCsquare and (b) the result cal-
culated using gMC in patient P9 (lung). The comparisons of the dose line profiles in X and Y directions calculated using MCsquare (red) and gMC (blue) as
indicated by white arrows in (a) and (b) were displayed in (c) and (d), respectively. [Color figure can be viewed at wileyonlinelibrary.com]

showed a good agreement between MCsquare simulations and
measurements in most of the situations.

After using the CT resampling and body -cropping
approach, the calculation time for CPU-based MCsquare was
(2.3 £+ 1.8) min, which made MCsquare an efficient solution
as a dose calculation engine for routine clinical second dose
check and MC-based robust optimization in IMPT. Here, we
resampled the CTs by modifying the resolution in all direc-
tions and the difference of the simulation results between
using the original CTs and using the resampled CTs was
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found to be clinically insignificant for the 12 patients
included in this study. The average gamma passing rate using
2%/2 mm criteria is 98.8% =+ 1.4%. Here, we did not study
the optimal threshold of CT resampling to balance the calcu-
lation accuracy and time based on different CT number gradi-
ents. In the future, people can enhance this CT resampling
method by introducing more advanced methods like adaptive
resolution method to further improve the calculation speed.
In this paper, we start from a simplified RBE model which
only considers the LET and physical dose dependence as a
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Fic. 11. Comparisons of the dose distributions at one typical computed tomography slice between (a) the result calculated using MCsquare and (b) the result cal-
culated using gMC in patient P6 (head and neck). The comparisons of the dose line profiles in X and Y directions calculated using MCsquare (red) and gMC
(blue) as indicated by white arrows in (a) and (b) were displayed in (c) and (d), respectively. [Color figure can be viewed at wileyonlinelibrary.com]
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FiG. 12. Comparisons of the dose distributions at one typical computed tomography slice between (a) the result calculated by MCsquare and (b) the result calcu-
lated using gMC in patient P12 (craniospinal). The comparisons of the dose line profiles in X and Y directions calculated using MCsquare (red) and gMC (blue)
as indicated by white arrows in (a) and (b) were displayed in (c) and (d), respectively. [Color figure can be viewed at wileyonlinelibrary.com]

demonstration. In the future we may implement other, more our web-based software platform, we can perform the correla-
sophisticated, RBE models within our software platform. tion study of patient outcomes with the RBE doses calculated
Considering the high calculation efficiency and accuracy of using a variety of RBE models. In the future we may be able
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FiG. 13. Comparison of dose distributions using (a) the original computed tomography (CT) (voxel size 1.27 mm x 1.27 mm x 2 mm) and (b) the resampled
CT (voxel size 2.5 mm x 2.5 mm x 2.5 mm) in patient P6 (head and neck). Panels (a) and (b) show the same CT slice at the tumor location. Panel (c) shows
the comparison of the dose line profile indicated by red arrows in Panel (a) and (b). The blue curve corresponds to the result with the original CT and the red
curve corresponds to the result with the resampled CT. The two dose line profiles show excellent agreement. [Color figure can be viewed at wileyonlinelibrary.c
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TaBLE IV. Comparison of MCsquare calculation time between using the original computed tomography (CT) and the resampled CT.

Calculation time

Machine Calculation time (min), Gamma analysis Tracking rate (x 10*/

Patient type Disease type (min), original CT resampled CT 2%/2 mm s)
Pl VAC Prostate 44 12 99.9% 417
P2 VAC Prostate 3.9 1.0 99.7% 455
P3 VAC Prostate 3.7 1.0 99.8% 476
P4 VAC Prostate 4.8 1.3 99.7% 377
P5 ERS Head and 4.0 1.0 99.4% 435

neck
P6 ERS Head and 6.5 2.1 98.9% 286

neck
P7 ERS Head and 6.9 2.7 99.9% 370

neck
P8 VAC Lung 6.5 2.0 98.8% 294
P9 VAC Lung 6.6 2.1 95.4% 298
P10 ERS Brain 6.5 2.3 99.4% 307
P11 RS Breast 6.8 33 97.8% 370
P12 RS Craniospinal 19.5 7.5 97.1% 107
Average + standard 6.7 £ 43 23 £ 1.8 98.8% + 1.4% 349 £+ 100

deviation

The MCsquare calculation time of simulating 100 million primary protons for all 12 patients using the CT voxel volume (3.2 mm?) similar as the usual raw CT voxel vol-
ume (e.g., 1.25 mm x 1.25 mm x 2 mm) used in our center (Column 4) and the MCsquare calculation time of simulating 20 million primary protons for all 12 patients
using resampled CT (voxel volume 2.5 mm x 2.5 mm x 2.5 mm = 15.6 mm®) (Column 5). The dose is only simulated in the body structure for both situations. The cal-
culation platform is dual Intel E5-2680 v3 CPU processor (24 cores with 2 threads per core). The Gamma analysis passing rates comparing the simulation results between
the original CT resolution and the resampled CT resolution using 2%/2 mm criteria are shown in Column 6. The primary proton tracking rates are shown in Column 7.
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FiG. 14. Comparison of biological dose distributions based on two different relative biological equivalent (RBE) models in patient P1 (prostate): (a) fixed
RBE = 1.1 and (b) LET-dependent variable RBE. Panel (c) shows the comparison of the biological dose line profiles indicated by red arrows in Panel (a) and (b)
between the two biological dose calculations. [Color figure can be viewed at wileyonlinelibrary.com]

to find improved RBE models that fit the patient outcomes
better. This will be the topic of future study.

In the future, we will integrate MCsquare dose engine into
our existing robust optimization software to achieve MC-
based robust optimization. The more accurate dose and LET
calculation from MCsquare can achieve better results for
LET-guided robust optimization, %> especially in inhomo-
geneous disease sites like lung and head and neck cancer
treated by IMPT.

5. CONCLUSIONS

MCsquare was successfully commissioned for a syn-
chrotron-based proton delivery system and integrated into
our C++-based I/O user interface and our web-based soft-
ware platform. We also improved the calculation efficiency
by implementing a variable resolution technique and
expanded its capability by adding a simple model-based
biological dose calculation. The dose distributions calcu-
lated using MCsquare agreed well with measurements in
water and gMC calculations in patient geometries.
MCsquare is sufficiently fast to be used as a clinical sec-
ond check dose engine. In the future, we plan to integrate
MCsquare into our robust optimization software to achieve
MC-based and LET-guided robust optimization in IMPT
and use it as a fast and convenient computation platform
to investigate which is the most appropriate RBE model in
IMPT to predict patient outcome.

Medical Physics, 47 (6), June 2020
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