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Abstract In this paper we examine droplet behavior and macroscopic atom-
ization characteristics of a non-reactive liquid spray via a series of Large-Eddy
Simulations. In our numerical study we examine three popular models for spray
atomization, namely, the Taylor Analogy Breakup (TAB), Reitz-Diwakar and
Pilch-Erdman models, and compare their predictions against available exper-
imental data. According to our simulations, and for the flow conditions con-
sidered herein, the TAB model exhibits a slightly better performance than the
other two models do. Further, since the TAB model is known to underestimate
the effect of disruptive drag forces, we present a modification to it and assess
its predictive capacity. More specifically, we show that our modification leads
to improved accuracy in the numerical computation of important global quan-
tities of the spray, such as the liquid-penetration and the vapor-penetration
distance.
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1 Introduction

Research on sprays has received a lot of attention due to their applica-
tions in diverse technological areas such as materials processing, manufactur-
ing technologies, internal combustion engines, to name but a few. However, the
processes occurring in spray flows, such as droplet breakup and evaporation,
are quite complex and are characterized by a multitude of spatial and temporal
scales. For this reason, the study of sprays, either experimentally or numer-
ically, entails significant challenges. Modern computer technology has made
possible the simulation of spray flows; this, however, still relies on numerical
modelling of droplet breakup.

Earlier experimental studies of injection of high-pressure liquid into a
quiescent gas [38,17,46] focused on the understanding of the fundamental
mechanisms underpinning jet atomization, namely, the primary and secondary
breakups. The primary breakup is the disintegration of the core of the liquid
jet. The secondary breakup also referred to as “droplet breakup” herein, is the
splitting of the droplets generated by the primary breakup into smaller ones.
This process is accompanied by phenomena such as interphasial heat transfer
and droplet evaporation that must also be accounted for.

Also, previous investigations have confirmed the dependency of the sec-
ondary breakup on the physical properties of the liquid and surrounding gas,
such as viscosities, mass densities and liquid surface tension. For example, Elk-
tob [11] showed that high liquid viscosity leads to larger droplet sizes, poor
atomization and, therefore, longer liquid penetration distances. Surface tension
affects the droplet size since it opposes the distortion of the droplet surface.
Moreover, according to Elktob [11], liquid density also plays an important role
because it is linked to the kinetic energy of the droplets,which is one of the pri-
mary factors that determine spray behavior. Further, Faeth et al. [12] reported
a strong correlation between atomization, mixing conditions and geometry of
the nozzle.

The combined influence of these parameters can be encapsulated in two
nondimensional groups, namely, the Weber number We = ρu2

relrd/σ and the

Ohnesorge number Oh = µd/ (ρdddurel)
0.5

, where ρ is the gas density, urel is
the relative velocity between the droplet and the gas, rd and dd are the droplet
radius and diameter, while µd and σ are the liquid viscosity and surface tension
respectively. Based on the magnitude of We, different breakup regimes are
distinguished which have been referred to as vibrational breakup, bag breakup,
bag/streamer breakup, stripping breakup and catastrophic breakup [45].

Over the years, many numerical models for droplet breakup have been de-
veloped. Popular examples are the Taylor Analogy Breakup (TAB) model of
O’Rourke and Amsden [30], the Reitz-Diwakar (RD) model [39], the Pilch-
Erdman (PE) model [34], and the model of Ibrahim et al. [18], to name but
a few. These models are intended to be applied to Eulerian-Lagrangian sim-
ulations, according to which the spray droplets are treated in a Lagrangian
framework. In addition to those Eulerian-Lagrangian approaches, models for
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Eulerian-Eulerian simulations have also been developed; see, for example, [21,
25,47] and references therein.

In the past, various researchers used such models in spray-flow simulations
and assessed their performance via comparisons with experimental measure-
ments; see, for example, [15,29] and references therein. An examination of the
literature shows that none of the available models can predict all the facets
of droplet breakup with good accuracy. The main reason for this is that the
various models necessarily invoke several simplifying assumptions and con-
tain parameters whose values are problem-dependent, thereby reducing their
ranges of applicability.

Amongst the afore-mentioned models, the TAB model is perhaps the most
grounded on the physical mechanisms that occur during droplet breakup. Over
the years, various researchers have tried to address its shortcomings and pre-
sented upgraded versions of it. For example, the results of Beatrice et al. [3]
showed that it has the tendency to underpredict the droplet lifetime which, in
turn, diminishes its accuracy when applied to high-pressure sprays. To remedy
this, Bianchi and Pelloni [4] tuned the model constants so that the computed
droplet lifetime matched the experimental correlation of Pilch and Erdman
[34].

Despite these improvements, discrepancies remained between experimental
data and numerical prediction for other quantities, such as liquid penetration
distance. Also, in order to better match the experimental data for liquid pen-
etration, Tanner [42] proposed to consider deformed droplets so as to prolong
their lifetime. Similarly, Park et al. [31] introduced a more physically sub-
stantiated breakup criterion which has the potential to better predict droplet
lifetime. It is also worth mentioning that according to Matysiak [26], the TAB
model can underestimate the effect of the disruptive drag forces.

In the present study we first perform simulations of secondary breakup
and evaporation of a liquid spray using the aforementioned TAB, RD and
PE models, and quantify the differences between them via comparisons with
experimental data. Subsequently, motivated by the discussion in [26], we pro-
pose a new modification to the original TAB model so as to better capture the
effect of the drag forces. The proposed modified TAB model will be referred
to herein as MTAB. The improved capability of the MTAB model to predict
both liquid and vapor penetration distances is evidenced via comparisons with
experimental data which are also included herein.

Our study is based on Large-Eddy Simulations (LES) of the flow of interest.
To this end, we employ a coupled Eulerian-Lagrangian formulation for the
representation of the spray dynamics and the interaction between the two
phases. In other words, we employ an Eulerian approach for the gaseous phase
and Lagrangian particle tracking for the liquid droplets assuming two-way
coupling between the gaseous phase and the droplets. Our target application
is the flow that occurs when liquid fuel is injected into a Diesel engine. For
this purpose, the numerical setup is based on the Engine Combustion Network
“Spray A” [10] operating conditions. Accordingly, n-dodecane is chosen as the
liquid fuel.
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The paper is structured is as follows. In Section 2 we present the governing
equations for the ambient gas and the mathematical model for the dispersed
liquid phase. In Section 3, we outline the three secondary breakup models that
we use in our numerical study. Then, on Section 4 we describe the proposed
modification to the original TAB model. In Section 5 we present the details of
the numerical setup and analyze our numerical results, including comparisons
against experimental data. We also elaborate on the probability distribution
functions for the far-field droplet size and how this is affected by the breakup
models. Finally, Section 6 concludes.

2 Governing Equations

The Large-Eddy Simulations (LES) of our study are based on the spatially-
filtered, compressible Navier-Stokes-Fourier equations. Additionally, we em-
ploy the density-weighted operator of Favre [13]. Applied to a generic quan-

tity φ, the corresponding Favre-filtered quantity φ̃ is defined as φ̃ = ρφ/ρ,
where ρ and ρφ are spatially-filtered quantities. In order to keep the notation
simple, all the quantities associated to the ambient gas will appear without
subscript; for example, the gas density will be denoted by ρ. On the other hand,
all quantities associated to the droplets will have a descriptive subscript; for
example,the droplet density will be denoted by ρd.

Upon Favre-filtering, the governing equations describing the balance of
mass, momentum, energy and species of the continuous phase (i.e. the carrier
gas), read:

∂ρ

∂t
+∇· (ρũ) = Γ , (1)

∂ (ρũ)

∂t
+∇· (ρũũ) = −∇p+∇·

(
(µ+ µt) Ṽ

d
)

+ F , (2)

∂
(
ρẼ
)

∂t
+∇·

(
ρẼũ

)
= −∇· (pũ) +∇·

(
(µ+ µt) Ṽ

d·ũ
)

+∇·
(

(κ+ κt)∇T̃
)

+Q , (3)

∂
(
ρỸi

)
∂t

+∇·
(
ρũỸi

)
= ∇·

(
ρ
(
Di +Dit

)
∇Ỹi

)
+Ωi , i = 1, . . . ,N− 1 ,

(4)

where the N is the number of gaseous species. In our study, the gaseous phase
initially consists of nitrogen, carbon dioxide and water vapor. Therefore, the
gaseous species are N2, CO2, H2O, fuel vapor (fv), ie N = 4.

Following standard notation, ρ, p, Ẽ and ũ = (ũ, ṽ, w̃) denote, respectively

the filtered fluid density, pressure, total energy and velocity vector. Also, Ỹi
represents the filtered mass fraction of the i-th gaseous species, where i =
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CO2, H2O and fv. Additionally, in the above equation Ṽ d stands for twice

the deviatoric part of the filtered strain-rate tensor, Ṽ = 1
2

(
∇ũ + (∇ũ)

>
)

.

Further, µ, κ and Di represent, respectively, the filtered viscosity, thermal
conductivity and species diffusivities of the carrier gas. Herein, for each species
we assume binary diffusion with respect to the dominant constituent N2.

In the governing system (1)-(4) the source terms Γ , F , Q and Ωi describe
the interactions between the continuous gaseous phase and the dispersed liquid
one. More specifically, Γ accounts for phase change, i.e. the evaporation of the
liquid fuel. Also, Ωi accounts for the source terms in the concentration of the
gaseous species due to evaporation. Due to the fact that no chemical reaction
occurs between the gaseous species, the overall masses of N2, CO2 and H2O
remain constant. Therefore, only Ωfv is non-zero, so that the following relation
holds,

Ωfv = Γ . (5)

Further, the integral of Γ over a control volume is equal to the evaporation rate
of the droplets inside the control volume. For example, if the control volume
is a computational cell, then the following relation holds,

∫
Vcell

Γ dV =

Ncell∑
i=1

ṁd,i . (6)

In this equation Vcell stands for the volume of the computational cell, Ncell

stands for the number of particles inside Vcell. Further, ṁd,i denotes the evap-
oration rate of the i-th droplet and its expression is given by (20) below.

The source term F accounts for the momentum transfer between the fuel
droplets and the surrounding gas. Its integral over a computational cell is
equal to the opposite of the sum of the aerodynamic drag forces acting on the
droplets inside the cell,

∫
Vcell

F dV =

Ncell∑
i

fd,i , (7)

where fd,i is the aerodynamic drag experienced by the i-th droplet inside the
computational cell and its expression is given by (15) below.

Further, the source term Q represents the energy transfer between the
liquid fuel droplets and the carrier gas. Its integral over a computational cell
is equal to the opposite of the energy that the droplets inside the cell exchange
with the carrier gas. For any given droplet, this energy exchange consists of
three contributions: heat transfer, latent heat of evaporation and the work of
the aerodynamic drag. Therefore, the following relation holds,

∫
Vcell

QdV =

Ncell∑
i=1

(Qd,i + ṁd,ihl,i + fd,i·ud,i) , (8)
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where Qd,i is the heat-transfer rate between the i-th droplet and the surround-
ing gas, hl,i is the latent heat of evaporation of fuel at the temperature of the
i-th droplet, and ud,i is the velocity of the i-th droplet.

Finally, the system of equations is closed by the filtered thermal equation
of state,

p = ρR̃T . (9)

With respect to the subgrid-scale (SGS) modelling, the eddy viscosity µt is
computed via the dynamic k-equation model [7,49], while the thermal diffusiv-
ity κt is computed via µt by assuming a constant turbulent Prandlt number,
namely, Prt = 1. The approach to compute the eddy viscosity is similar to
that of the variable-density dynamic Smagorinsky model [27]. However, in this
case, the reference velocity is taken to be square root of the SGS kinetic energy√
k instead of ∆|Ṽ |, with ∆ being the nominal filter width. Accordingly, the

eddy viscosity satisfies µt = Cs∆ρ
√
k, where Cs is a model coefficient that

is computed dynamically from the Germano identity [27]. Moreover, the SGS
kinetic energy is computed via the k-equation which reads,

∂ (ρk)

∂t
=−∇· (ρkũ)− µtṼ

d Ṽ − εs − εc −∇·f +Π

+∇·
[
µtṼ

d·ũ + µ∇k + µ∇·
(
µtṼ

d

ρ

)
+R

µt

Prt
∇T̃

]
.

(10)

The closure of this equation requieres models for f , εs, εc and Π. According
to [7] the following models are proposed for these terms,

f = Cf ρ ∆
√
k ∇k , (11)

εs = Cεs ρ k
3/2 ∆−1 , (12)

εc = CεcM
2
t ρ k

3/2∆−1 , (13)

Π = CΠ ∆2 ∇p ∇(∇·ũ) . (14)

In the above equations, Cf , Cεs, Cεc and CΠ are closure coefficients that have
to be determined empirically; for a detailed description on their calculation,
the reader is referred to [7]. Also, the quantity Mt that appears in (13) is the
SGS turbulent Mach number, Mt =

√
2k/a with a being the mean speed of

sound.
The governing equations (1)-(4) are discretized via a finite-volume ap-

proach and integrated in time via the implicit Euler scheme. With regard
to spatial discretization, we employ the second-order upwind scheme for the
convective terms and second-order centered differences for the diffusive terms.
Also, for the numerical treatment of the momenum equation, we employ the
PISO algorithm (Pressure-Implicit with Splitting of Operators) which is a
popular method for the calculation of the pressure and velocity vector, origi-
nally proposed by Issa [20]. The simulations have been performed within the
framework of the compressible LES solver “SprayFoam” of the open-source
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software OpenFOAM R© [44]. OpenFoam has been used extensively for simula-
tions of particle-laden flows with two-way coupling. Recent numerical studies
[14,37] have shown its reliability for this type of flows.

The motion of the droplets is computed numerically by combining La-
grangian Particle Tracking (LPT) and the stochastic parcel method [8]. Ac-
cording to this procedure, the droplets are grouped into parcels. It is also
assumed that all droplets in a given parcel share the same properties, i.e. di-
ameter d, velocity ud, density ρd, temperature Td, etc.

For numerical purposes, each parcel is treated as a Lagrangian point and
is tracked individually. With regard to droplet dynamics, we assume that the
aerodynamic drag is the only force acting on the liquid-fuel droplets. Thus,
the equation of motion reads,

ρd
dud

dt
= fd = −3

4

ρ

dd
CD|urel|urel . (15)

where urel denotes the relative velocity between the droplet and the surround-
ing gas and dd is the particle diameter. Also, CD stands for the drag coefficient
and is computed via the following correlation for the standard drag curve on
a smooth sphere; see, for example, [24],

CD =


24
Red

(1 + 1
6Re

2
3

d ) Red < 1000 ,

0.424 Red ≥ 1000 .
(16)

In this expression, Red is the droplet Reynolds number, i.e. the Reynolds
number based on the relative velocity, liquid radius and gas viscosity.

The contribution of the other forces acting on the droplets, such as the
virtual mass, Faxen, Basset, Magnus and Saffman forces, are considered neg-
ligibly small and are neglected. This is a common practice in simulation of
sprays [15].

Liquid evaporation is taken into account by the evaporation model of Ams-
den et al. [2] which assumes that the fuel droplets are spherical and have uni-
form properties in their interior. This assumption is justified if the droplet
Biot number is less then unity [16], which is the case in the present study.

The energy balance for a single droplet, neglecting the radiation and the
kinetic energy related to the mass evaporated, is given by

mdcp,d
dTd

dt
= Qd + ṁdhl . (17)

Herein Td is the droplet temperature (assumed constant in the interior of a
droplet), cp,d is the specific heat of the liquid, hl the latent heat of evaporation
of the fuel and md the droplet mass. The first term on the right-hand side of
the above equation, Qd, represents the convective and conductive heat transfer
between droplet and surrounding gas, while the second term stands for the
latent heat of vaporization. In our study Qd is approximated by,

Qd = κdπdd(T − Td)Nu . (18)
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In other words, we assume that Qd is proportional to the temperature differ-
ence between the two phases. In equation (18), κd stands for thermal conduc-
tivity of the droplet and Nu is the Nusselt number. For the case of spherical
droplets, the Nusselt number is estimated via the following correlation of Ranz
and Marshall [35,36],

Nu = 2 + 0.6
√
Red

3
√
Pr, (19)

where Pr is the Prandtl number with respect to the liquid and Red is the
Reynolds number of the droplet.

The evaporation rate of a droplet ṁd is written as,

ṁd =
1

2
πρdd

2
d

ddd

dt
, (20)

where dd stands for the droplet diameter and its rate of decrease is approxi-
mated via the solution of the Stefan problem in spherical coordinates,

ddd

dt
= − 2ρD

ρddd

Yf,s − Yf,∞

1− Yf,s
Sh. (21)

In (21), Yfv,s denotes the at the droplet surface, Yfv,∞ denotes the mass fraction
of the fuel vapor in the free stream, and D is the mass diffusivity of the fuel
with respect to nitrogen, the dominant species of the gaseous phase. Finally, Sh
is the Sherwood number with respect to the droplet and can be approximated
by a correlation that is equivalent ot the one above for Nu [36], i.e.

Sh = 2 + 0.6
√
Red

3
√
Sc , (22)

where Sc is the droplet Schmidt number. With these expressions, one can solve
(21) for the new droplet radius and then (17) for the new droplet temperature.

3 Secondary Breakup Models

In the problem of interest, the operating conditions are such that both
primary breakup and atomization occur very close to the nozzle exit and for
this reason they are not included in our study. Instead, we consider a pre-
atomized spray. We further assume that collisions between droplets occur very
rarely and can therefore be ignored. Our study focuses on the simulation of the
secondary breakup. To this end, three different models for secondary breakup
are tested, namely, the Taylor Analogy Breakup [30], the Reitz-Diwakar [39]
and the Pilch-Erdman [34] models. In what follows these models are briefly
reviewed.
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3.1 Taylor Analogy Breakup (TAB) model

This model, first suggested by O’Rourke and Amsden [30], is based upon
the analogy between a second-order harmonic oscillator, i.e. a forced Mass-
Spring-Damper (MSD) system, and a fuel droplet that moves through a gas.
According to this analogy, the aerodynamic drag plays the role of the external
force f which deforms the droplet, thereby initiating its oscillation. Further,
surface tension acts as a restorative force that tries to maintain the sphericity of
the droplet and to minimize its deformation. Therefore, in the MSD system, the
surface tension plays the role of the spring force kx where x is the displacement
of the droplet equator from its undisturbed position. The viscous stresses due
to the motion of the liquid inside the droplet are of dissipative nature and play
the role of the damping force bdx/dt. The second order differential equation
of the MSD system is then formulated as,

md
d2x

dt2
= −bdx

dt
− kx+ f , (23)

where md is the mass of the droplet.
The TAB model keeps track only of the fundamental mode of oscillation,

which corresponds to the lowest order harmonic whose axis is aligned with
urel. At small Weber numbers this mode is dominant, whereas at large Weber
numbers other modes have significant contributions to droplet breakup. As
mentioned in the Introduction, the Weber number We is the ratio between
inertial force add surface tension, We = (ρu2

relrd)/σ.
In accordance with the Taylor analogy [30], the physical dependencies of

the coefficients in the equation are the following.

f

md
= Cf

ρ|urel|2

ρdrd
,

k

md
= Ck

σ

ρdr3
d

,
b

md
= Cb

µd

ρdr2
d

, (24)

where rd is the radius of the droplet, σ is the gas-liquid surface tension, µd is
the viscosity of the liquid fuel and, Cf , Ck and Cb are dimensionless coeffi-
cients.

Additionally, the displacement of the droplet is nondimensionalized accord-
ing to y = x/(Crr) where Cr is a scaling dimensionless constant. By substi-
tuting these expressions, the equation of the harmonic oscillator (24) can be
written as,

d2y

dt2
=

Cf
Cr

ρ

ρd

|urel|2

r2
d

− Ck
σ

ρdr3
d

y − Cb
ρdµd

r2
d

dy

dt
. (25)

According to O’Rourke and Amsden [30], breakup occurs when the di-
mensionless displacement y becomes equals to unity. Then, the values of the
constants Cf , Ck, Cb and Cr are calculated by employing a combination of
experimental and theoretical results. More specifically, Ck and Cb are obtained
by matching the fundamental oscillation frequency and the oscillation of the
fundamental mode for the damping coefficient. Accordingly, they take the fol-
lowing values, Ck = 8 and Cb = 5 [22]. Also, in the TAB model is it assumed
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that breakup occurs if and only if the amplitude of the oscillation of the north
and south poles of the droplet become equal the droplet radius. From this
assumption, and since y = 1 during breakup, we have that

Cr =
1

2
. (26)

Further, according to experiments [28], the critical Weber number (Wecr)
for breakup was found to be Wecr = 6. According to O’Rourke and Amsden
[30], the model matches the experimental results if

CkCr
Cf

= 2Wecr = 12 . (27)

By inserting (26) into (27), we arrive at

Cf =
1

3
. (28)

With regard to the atomization characteristics, O’Rourke and Amsden [30]
suggest that the equation of the droplet size after breakup should be based on
the energy conservation between the parent droplet and the product droplets
by combining the droplet oscillation energy and surface energy.

We further note that, in reality, any ensemble of droplets will be polydis-
perse. The Sauter Mean Diameter (SMD), r32, is defined as the droplet size
in a monodisperse ensemble for which the total surface energy is equal to the
total surface energy of an ensemble of polydisperse droplets when both ensem-
bles have the same total area and total volume [40]. In the TAB model, the
relation between the radius of the parent droplet rd and the SMD r32 of the
product droplets reads,

rd

r32
= 1 +

8K

20
+
ρdr

3
d

σ

(
dy

dt

)2(
6K − 5

120

)
. (29)

In (29) the value of K is obtained via comparisons with experimentally mea-
sured droplet sizes, and is set to K = 10

3 . After breakup, the radius of the
product droplets is chosen randomly from a χ2 distribution, and the number
of droplets is computed so as to satisfy mass conservation.

3.2 Reitz-Diwakar (RD) model

The RD model [39] is based on the correlations given by Nicholls [28] where
two different breakup regimes are identified with respect to the Weber number.
Bag breakup occurs when We > Wecr and stripping breakup when

We > Cs1
√
Red , (30)

where Cs1 is an empirically determined constant whose value is set at Cs1 =
0.5. Similarly to the TAB model, the RD model also assumes that Wecr = 6.



Improving the numerical modelling of droplet breakup for spray flows 11

With regard to the breakup regime, both breakup time and the stable diameter
of new droplets are calculated.

The size of the unstable droplet varies with time according to the following
rate equation,

drd

dt
=

(rst − rd)

tbr
, (31)

where rd is the droplet radius prior to breakup, rst is the new radius for the
stable droplet and tbr is the characteristic breakup time. Once the droplet
radius reduces to rst, the droplet is considered to be stable and does not
disintegrate further. The number of droplets in each parcel after the breakup
is determined from the mass conservation within the parcel. The characteristic
breakup time and stable radius for each breakup regime are calculated as
follows,

Bag breakup:

tbr = C1

√
ρdr3

d

2σ
, rst =

6σ

ρ|urel|2
. (32)

Stripping breakup:

tbr = C2
rd

|urel|

√
ρd

ρ
, rst =

σ2

2ρ2|urel|3ν
. (33)

In the above expresssions C1 and C2 are also empirically determined constants
and their values are set at C1 = π and C2 = 20.

3.3 Pilch-Erdman (PE) model

According to this model, the droplet deformation and breakup times are
calculated from the experimental data of Pilch and Erdman [34] and Hsiang
and Faeth [17] for the maximum size of stable fragments. The model makes
a distinction between the various observed mechanisms of droplet breakup;
i.e. vibrational breakup, bag breakup, streamer breakup, striping breakup and
catastrophic breakup. This classification is based on observations of droplet
breakup.

The PE model is based on the assumptions that droplet breakup occurs
only if the droplet Weber number is greater than a critical value. Brodkey
and Addison [5] introduced the following empirical correlation for gas-liquid
systems,

We ≥ 6(1 + 1.077(Oh)1.6) , (34)

where Oh is the Ohnesorge number; as mentioned in the Introduction, it is
defined by Oh = µd/

√
ρdddσ.

The droplet breakup process is therefore categorized into different regimes
depending on the droplet Weber number. The characteristic dimensionless
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time of the droplet breakup due to Rayleigh-Taylor and Kelvin-Helmholtz
instabilities is given by:

tbr = t
|urel|
dd

√
ρ

ρd
. (35)

The total breakup time tbr is defined as the time when the droplet and its
fragments no longer undergo further breakup. The following correlation for
total breakup time are provided [34],

tbr =



6(2We− 2Wecr)
−0.25 , Wecr ≤We ≤ 9 ,

2.45 (2We− 12)
0.25

, 9 ≤We ≤ 22.5 ,

14.1(2We− 12)0.25 , 22.5 ≤We ≤ 175.5 ,

0.766(2We− 12)0.25 , 175.5 ≤We ≤ 1335 ,

5.5 , 1335 ≤We .

(36)

In these expressions, the Weber number We has been multiplied by a factor of
2 because the Weber number in [34] We is defined on the basis of the droplet
diameter instead of the droplet radius. When the Ohnesorge number Oh is
small, i.e. Oh < 0.1, then Wecr = 6, which is the value used in our study.

After breakup, the new stable diameter is obtained by accounting for frag-
ment size reduction and decreasing relative velocity,

dd = 2Wecr
σ

ρv2

(
1− |ud|
|urel|

)−2

, (37)

where, ud is the velocity of the fragment cloud when all breakup processes
cease. Its amplitude is calculated from the following relation [33],

|ud|
|urel|

=

√
ρd

ρ

(
3

4
Cwtbr + 3Bt2br

)
, (38)

where the coefficients Cw and B are set equal to,

Cw = 1 , B = 0.116 . (39)

4 Modified Taylor Analogy Breakup (MTAB) model

In this section we propose a modification to the original TAB model. At
high We, the aerodynamic force f plays a dominant role in the disintegra-
tion of the droplet. According to the original model, the coefficient Cf , which
incorporates the effect of the external forces, is determined empirically.

Herein, we propose to calculate Cf dynamically for each droplet. More
specifically, since f represents the aerodynamic drag, Cf can be cast as a
function of the drag coefficient of the spherce CD. Due to the fact that the



Improving the numerical modelling of droplet breakup for spray flows 13

droplet diameters are small, we may approximate the frontal area of a droplet
by that of a perfect sphere with the same diameter. Therefore, we can write:

f

md
=

1

2

ρAd|urel|2CD

Vdρd
=

3

4
CD

ρ|urel|2

ρddd
, (40)

where Ad and Vd denote the frontal area and volume of the droplet, respec-
tively. Also, in the above expression the drag coefficient CD is computed via
the correlation (16).

By combining (40) and the first relation in (24), we readily arrive in the
following relation between Cf and CD,

Cf =
3

8
CD . (41)

Following the analysis of the TAB model, the remaining values of constants,
Cr and Cb are kept as before, while the value of the Ck is calculated dynami-
cally using (27) and (40). Also the diameters of the droplets after breakup are
calculated as in the TAB model, namely, by employing relation (29). Accord-
ing to the proposed modification, the parameters entering the equation for the
harmonic oscillator (25) have different values for each droplet, based on the
droplet characteristics and local flow conditions.

Finally, with regard to breakup modelling, it is important to mention that
the evolution of the droplets, including breakup, is also affected by the tur-
bulent motion of the ambient gas [41]. This is taken into account into the
droplet equation of motion (15) and the afore-mentioned secondary breakup
models since they involve the fluid velocity. Nonetheless, these models do not
take explicitly into account the turbulence properties. On the other hand, the
model in [41] does include the effect of turbulence on secondary atomization.
However, to our knowledge, the model in [41] and related ones are based on
a priori knowledge of the turbulence properties. Most often, this information
is not available; this is also the case in our simulations. In fact, in our study
the jet is injected in still gas and turbulence is induced by the motion of
the droplets. Therefore, in our study it is not possible to know a priori the
properties of the gas turbulence so as to include it in the breakup modelling.

5 Numerical results and discussion

5.1 Computational setup

As mentioned in the Introduction, numerical simulations have been carried
out under a set of prescribed conditions that is referred to as Spray A by the
Engine Combustion Network (ECN) [9]. Experimental results of Spray A have
been obtained from the SANDIA National Laboratories through the ECN [10],
and have been chosen as a reference for comparison in this study. Liquid n-
dodecane is injected through a 90 µm diameter nozzle into a stationary gas
whose temperature is 900 K and initial density is 22.8 kg/m3. The initial
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velocity of the droplets is calculated from the injected mass flow rate that
is provided by the experiments and shown in Figure 1, while the injection
direction is chosen randomly.
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Fig. 1: Profile of mass flowrate of fuel.
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Fig. 2: Rosin-Rammler distribution
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droplets.

Initially, the molar composition of the gas is, N2 = 89.71%, CO2 = 6.52%
and H2O = 3.77% [10]. Herein we examine a flow without chemical reactions,
so the concentration of O2 is always zero. The various thermophysical proper-
ties of both fuel and surrounding gas vary significantly within the temperature
range considered in our study. Their values are computed via the well-known
9th-order polynomial correlations developed by NASA [6]. For example, the
latent heat of vaporization of n-dodecane in the range of 299 – 446 K varies be-
tween 51.60 and 65.70 kJ/mol. Also, in our study we assume uniform physical
properties inside each liquid fuel droplet. Moreover, the initial thermodynamic
conditions for our simulations, are listed in Table 1.

Table 1: Case details.

Spray details
Fuel n-dodecane (C12H26)
Fuel temperature [K] 363
Fuel density [kg/m3] 643
Nozzle diameter [µm] 90
Injection pressure [MPa] 150
Nominal injection velocity [m/s] 550
Injection duration [ms] 1.5
Injected fuel mass [mg] 3.5

Ambient conditions
Temperature [K] 900
Density [kg/m3] 22.8
Pressure [MPa] 6
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The amount of injected parcels over the duration of the simulation is set
to 1 200 000. With regard to the properties of the droplets at the injection
position, we remark the following. As mentioned in the Introduction, Faeth
et al. [12], the geometry of the nozzle has a direct impact on the atomization
of the liquid jet (i.e. the primary breakup), including the sizes of the formed
droplets. This, in turn, affects the secondary atomization. In our simulations we
have followed a common procedure which is to adopt a stochastic approach for
the droplet properties at the injection position. More specifically, as mentioned
above, the position and velocity direction of each parcel are chosen in a random
fashion, whereas the velocity amplitude at injection is chosen so as to match
the mass-flow rate of the corresponding experiments.

Further, the droplet diameter is determined via a presumed probability
distribution function. In our simulations we employed the Rosin-Rammler dis-
tribution [48,43]. This is a popular choice for spray simulations and its ap-
propriateness has been established in [23]. The Rosin-Rammler distribution is
described by two parameters. The first parameter corresponds to the droplet
size distribution parameter q; herein we followed the recommendations in [23]
and set q = 3. The second one is the characteristic diameter of the distribution
D; in our study it is calculated so as the SMD matches a prescribed value. In
turn, the prescribed value of the SMD is calibrated so as to match the exper-
imental data for the liquid penetration distance, thereby taking into account
the effects of the nozzle geometry and the details of the primary breakup. The
resulting distribution for the initial droplet diameter is shown in Figure 2. For
the numerical implementation of the Rossin-Rammler distribution we followed
the procedure described in [1]. Finally, density and temperature of the droplets
at the injection position are set equal to the given density and temperature of
the fuel jet.

The computational domain is a cuboid with a cross-flow section equal to
20 mm × 20 mm and streamwise length equal to 80 mm. Further, the compu-
tational domain is assumed to be adiabatically isolated. In order to improve
the computational accuracy, an adaptive mesh refinement with 3 levels of re-
finement is implemented based on the fuel vapor fraction. This results in a
mesh composed of 2.1 million cells. The size of the largest cell is 0.4 mm while
the size of the smallest one is 0.05 mm. The smallest cells are clustered close
to the injection position. Figure 3 shows the dynamic evolution of the mesh.

In our simulations, we use a variable time-step with the CFL number set
to 0.3. Initially, the droplets are injected in still gas. The injection of the liquid
fuel stops at t = 1.5 ms. The fuel evaporation is completed at approximately
1.6 ms. Since we did not know a priori the required time for evaporation of
the injected fuel, we stopped our early simulations at t = 2 ms so as to ensure
that the fuel has been completely evaporated.
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Fig. 3: Resulting dynamic mesh refinement based on vaporized fuel fraction at
t = 0.02, 0.05, 0.075 and 0.1 ms.

5.2 Numerical Results and Discussion

The global quantities against which we will compare our simulations are
liquid penetration and vapor fuel penetration distance. We also present the
computed Probability Distribution Function (PDF) of the droplet diameter
in different regions of the computational domain and discuss further some
characteristics of the spray. First, we compare the TAB, RD and PE models
against experimental data, and the most accurate model is compared to the
MTAB model. The experimental data for the liquid penetration distance are
obtained via high-speed Mie-scattering imaging using a 3% threshold of max-
imum intensity. The experimental data for the vapor penetration distance are
extracted via shadowgraph or schlieren imaging. Additionally, the experimen-
tal data for the liquid penetration distance are the average values from an
ensemble of 20 injections [32].

5.2.1 Liquid penetration distance

The liquid penetration distance is defined as the axial distance between the
injection position and the farthest control volume at which the liquid volume
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Fig. 4: Liquid penetration distance predicted by the three different models
along with experimental results (SANDIA).

fraction is reduced to 0.1%. This control volume is a cylinder of 1 mm diameter
and 1 mm axial length [9].

Figure 4 depicts plots of the liquid penetration distance against time, com-
puted via the TAB, RD and PE models. In this figure we also show the exper-
imental data of SANDIA Spray A and their variance (error bars). According
to the spray A operating conditions of ECN [10], the spray injection starts to
drop rapidly at t = 1.4 ms and terminates at t = 1.5 ms. However, in the ex-
periments, the fuel injection continues after 1.5 ms. Since the injection flowrate
in the simulations differs from that of the experiments after t = 1.4 ms, herein
we provide results for the liquid penetration distance only up to t = 1.4 ms.

From Figure 4 three distinct phases of the spray evolution can be identified.
In the first phase, from the beginning of the injection until 0.07 ms, there
is a rapid increase in fuel penetration distance up to 7-8 mm. During this
phase the liquid penetration is mainly influenced by the initial velocity and
direction of the parcels. In other words, during this early phase, the droplets
behave in a ballistic manner. Further, the droplet evaporation rate is kept
small and does not significantly affect the liquid penetration distance. This
can be corroborated by the small values of the fuel vapor mass fraction in the
region close to the injection point, as shown in Figure 5. Also in this stage
droplets lose most of their momentum to gas phase acceleration.

In the second phase, which ranges from approximately 0.1 ms until 0.25 ms,
the increase in liquid penetration distance begins to slow down until. Finally in
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the third phase, from 0.25 ms onwards, the liquid penetration distance remains
nearly constant and equal to approximately 10 mm. This fact implies that
the droplets evaporate completely within this value of the liquid penetration
distance (10 mm). This third and final phase of the evolution of the spray is
referred to herein as the “stationary”, in the sense that the liquid penetration
distance no longer increases with time. During this phase, fuel evaporation
plays a dominant role because it reduces the size of the droplets.

Figure 5 shows contour plots of the fuel mass fraction with time. As we
can see, at any given instance, the fuel mass fraction increases with the dis-
tance from the injection position. This is to be expected since it implies that
evaporation is intensified downstream. Further, in Figure 6 we provide con-
tour plots of the temperature field. Upon comparison of the images shown in
Figures 5 and 6, we infer that as the spray evolves, the flow of the surrounding
gas becomes turbulent, thereby enhancing the mixing process.

According to our simulations, the RD and PE models globally overpredict
the liquid penetration distance. Moreover, they underestimate the rate of in-
crease of the liquid penetration distance during the first phase. By contrast, the
TAB model captures more accurately the liquid penetration distance during

Fig. 5: Fuel vapor mass fraction near the injection point, computed via the
TAB model, at times t = 0.02, 0.05, 0.075 and 0.1 ms. The horizontal dashed
line shows the location of the liquid penetration distance.
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Fig. 6: Temperature field near the injection point at times t = 0.02, 0.05, 0.075
and 0.1 ms. The results shown herein are taken from a simulation with the
TAB model.

the first phase. Also, the it slightly underpredicts this distance during the third
stationary phase. This is because the TAB model accounts for the velocity-
dependent droplet oscillations, which tends to accelerate the disintegration of
the droplets and, consequently, leads to faster evaporation.

For the flow conditions of our study, the predictions for the liquid penetra-
tion distance from the TAB model are slightly more accurate than those of the
RD and PE models. Nonetheless, with all three models, the fluctuations in the
liquid penetration distance during the stationary phase have higher magnitude
than in the experimental results. This may be attributed to the relatively small
number of parcels that are injected during the whole simulation. A secondary
factor that may contribute to this discrepancy is the different sampling fre-
quency between experimental measurements and numerical simulations; in our
study, the liquid penetration distance is evaluated at each time step, whereas
the sampling frequency in the experimental was lower. For these reason, some
peaks in the oscillations of the liquid penetration distance might have been
missed in the measurements.

In Figure 7 we have plotted the liquid penetration distance, as predicted by
the TAB and MTAB models along with the experimental results of SANDIA.
The results for the liquid penetration distance shown in Figure 4 and 7 are
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Fig. 7: Liquid penetration distance predicted by TAB and MTAB models along
with experimental results (SANDIA).

presented separately for lisibility purposes. From this figure we see that the
differences between the prediction of the TAB and MTAB are small especially
for the third phase of the evolution of the spray. This is to be expected be-
cause these models have been calibrated so as to match the liquid penetration
distance. Nonetheless, we can see that the proposed MTAB model yields more
accurate results during the first and second phases.

In Table 2 we provide the values of the Mean Absolute Error (MAE) in the
computation of the liquid penetration distance with all four models considered
herein. The MAE is defined by,

MAE =
1

tn − t0

i=n∑
i=1

|N(ti)− E(ti)|∆ti , (42)

where Ni (i = 1, . . . n) are the numerical results, Ei are the experimental
results and ti are the time instances that these results are registered. The MAE

Table 2: Mean Absolute Error with different models [mm].

Breakup model, 1.2 × 106 parcels RD PE TAB MTAB

Liquid penetration distance 0.7 0.91 0.46 0.44
Vapor penetration distance 10.1 11.4 10.6 7.8
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for the liquid penetration length is calculated on the basis of the results for the
third phase of the spray evolution and, more specifically, between t0 = 0.2 ms
and tn = 1.4 ms. On the basis of these data, we conclude that the MTAB model
gives slightly better results for the liquid penetration distance, compared to
the results with the other three models.

In terms of repeatability of the results, we have run several realizations of
the numerical simulations with the MTAB model, each time with a different
sequence of random values for the initial diameter, coordinates and velocity
direction of the parcel at the injection position. The numerical predictions of
different realizations exhibited a variance of approximately 3.7%.

Finally, in terms of numerical convergence, we conducted numerical sim-
ulations with the MTAB model and different number of parcels with liquid
droplets (namely, 0.75× 106, 1.2× 106 and 1.7× 106 number of parcels). The
MAE of these simulations are summarized in Table 3. From this table we read-
ily infer that numerical convergence with regard to the number of parcels is
achieved, in the sense that successive increases of the number of parcels lead
to successively less improvement in terms of the MAE. Moreover, on the basis
of these results, we may infer that the nominal number of parcels, 1.2 × 106

parcels, is deemed satisfactory for the purposed of our study.

5.2.2 Vapor penetration distance

The vapor penetration distance is defined as the axial distance between
the injection position and the tip of the vapor fuel plume, at which the mass
fraction of the vapor fuel is 0.1% [9]. Figure 8 depicts the evolution of the
vapor penetration distance as predicted by the four models considered in our
study, together with the experimental data of SANDIA [10] and IFPEN [19].

In Figure 8 we plot the numerical results obtained via the TAB, RD, PE
and MTAB models, along with the experimental results of SANDIA and IF-
PEN. As mentioned above, according to the protocol for Spray A simulations,
the injection stops at t = 1.5 ms whereas in the experiments it continues af-
ter this time. Because of this difference in the injection, the numerical results
will be significantly different from the experimental ones after a certain time,
approximately t = 1.7 ms. In other words, the termination of the injection
at t = 1.5 ms will start impacting the vapor penetration distance at approxi-
mately t = 1.7 ms. For this reason, in Figure 8 we have plotted results up to
t = 1.7 ms.

In this figure, we observe that during the third “stationary” phase of the
spray evolution, the vapor penetration distance increases with time at an al-

Table 3: Mean Absolute Error with MTAB [mm].

Number of parcels 0.75 × 106 1.2 × 106 1.7 × 106

Liquid penetration distance 0.63 0.44 0.39
Vapor penetration distance 8.64 7.8 7.7
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Fig. 8: Vapor penetration distance predicted by different models along with
experimental results of SANDIA and IFPEN.

most constant rate. In other words, it increases almost linearly with time. In
particular, these models predict an almost linear profile, but they overpre-
dict the rate of increase. This leads to significant discrepancies between the
numerical results and the experimental data.

We also note that the differences between the predictions with the TAB,
RD and PE models are very small. On the other hand, the MTAB model
also overpredicts the vapor penetration distance but to a lesser degree than
the other models. The MAE in the computation of the vapor penetration
distances with the different models is given in Table 2. The MAE for the
liquid penetration length is calculated on the basis of the results for the third
phase of the spray evolution and, more specifically, between t0 = 0.2 ms and
tn = 1.7 ms; see (42).

According to the data provided in this table, the MAEs of the three pre-
existing models tested herein are comparable, whereas the MAE of the MTAB
model is approximately 20% smaller. In other words, the MTAB model pro-
vides a mild improvement over the pre-existing models.

The discrepancies between numerical and experimental results are primar-
ily attributed to the shortcomings of the breakup models. Another factors that
also contribute to these discrepancies is the LES model, which does not resolve
all turbulent scales and the evaporation model which assumes uniform tem-
perature inside the droplet thereby leading a higher evaporation rate. Finally,
one could argue that the observed discrepancy is also due to errors in the mea-
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surement of the vapor penetration distance. However, as can be inferred from
Figure 8, the data obtained from two different experimental studies, SANDIA
and IFPEN, are very close. Therefore, we argue that it is rather unlikely that
experimental errors contribute to the observed discrepancy between numerical
predictions and experimental data.

As regards comparisons with simulations via Eulerian-Eulerian modeling
we remark the following. The results in [25] show better agreement with exper-
iments; however those results have been obtained on a mesh 15 million cells,
whereas the mesh in our simulations is only 2 million cells. On the other hand,
the simulations in [21,47] were conducted with mesh sizes comparable to ours;
the simulations produced more accurate results for the vapor penetration dis-
tance but less accurate results for the liquid penetration distance. Overall, the
results reported in [21,47] have the same level of agreement with experiments
as our results that were obtained via an Eulerian-Lagrangian approach.

Finally, it is worth noting that the MAE in the prediction of the vapour
penetration distance with the MTAB and different number of parcels is given
in Table 3. As mentioned above, numerical convergence with regard to the

(a) PE model. (b) RD model.

(c) TAB model. (d) MTAB model.

Fig. 9: PDFs of droplet diameters for the four breakup models considered in
our study.
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number of parcels is achieved, in the sense that successive increases of the
number of parcels lead to successively less improvement in terms of the MAE.

5.2.3 Droplet diameter PDFs

In this section we examine the impact of the secondary breakup models on
the PDFs of the droplet diameters. For this purpose we average the droplet
diameter values over 9 different instances, namely t = 0.1, 0.2, . . . 1 ms. All
these instances are in the third, “stationary”, phase of the spray evolution.

Figure 9 shows the computed PDFs of the droplet diameter by taking into
account the droplets in the entire computational domain. We observe that the
RD and PE models have the same magnitude of droplet diameters. The same
is true for the TAB and MTAB models but the magnitude is considerably
smaller than that of the PE and RD models.

The TAB and MTAB models predict significantly smaller droplet diame-
ters; in fact, they predict diameters that are approximately 20 times smaller
than those predicted by the RD and PE models. This is due to the different

(a) RD model. (b) PE model.

(c) TAB model. (d) MTAB model.

Fig. 10: PDFs of droplet diameters in Control Volume 1 for the four breakup models
considered in our study.
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approaches in the computation of the droplet diameter after breakup. More
specifically, in the TAB and MTAB models, the diameter of the droplets after
breakup is chosen randomly from a χ-square distribution with a SMD result-
ing from relation (29). Consequently, the diameter of the new droplets could
be of any size. It turns out that such a stochastic method for computing the
diameters of newly formed droplets produces more realistic results.

Further, although the initial PDF of the droplet diameter follows the Rosin-
Rammler distribution, the computed distributions from the RD and PE models
are markedly different from the Rosin-Rammler distribution and do not pre-
serve its skewness. On the other hand, the computed distributions from the
TAB and MTAB models are significantly more skewed and tend to resemble
more a Rosin-Rammler distribution. Again, this is attributed to the stochas-
tic method used to set the droplet diameters after breakup. Additionally, in
Figure 9(d) a peak of small droplets can be observed. We attribute this peak
to the fact that the MTAB model predicts shorter droplet lifespan than the
standard TAB does.

(a) RD model. (b) PE model.

(c) TAB model. (d) MTAB model.

Fig. 11: PDFs of droplet diameters in Control Volume 2 for the four breakup models
considered in our study.
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Figure 10 depicts the droplet diameter PDFs inside a cylindrical control
volume of radius 1 mm and height of 6 mm. This control volume is aligned with
the symmetry axis of the spray and located close to the injection position so as
to include the region overed by the spray. Herein, it is referred to as “Control
Volume 1”.

Also, Figure 11 depicts the PDFs in a different control volume. This one
is a hollow cylinder of inner radius of 1.2 mm, outer radius of 2.5 mm and a
height of 6 mm, aligned with the jet cone and also located close to the injection
position. Herein, it is referred to as “Control Volume 2”.

Upon comparison of Figures 10 and 11, we observe that droplets at the
spray periphery tend to have larger diameters than those located closer to the
injection center-line. Additionally, the dispersion of the computed pdfs varies
only by a little we switch from Control Volume 1 to Control Volume 2. In
other words, the droplet size has the same dispersion close the centerline and
at the periphery of the spray. Interestingly, these trends have been predicted
by all four breakup models tested herein.

To the best of our knowledge, there are no detailed experimental results
for droplet diameter distributions in sprays down to the order of micrometers.
This is due to the inherent difficulties of taking measurements for droplets of
such small sizes. For this reason, only numerical results of droplet diameter
PDFs are presented in figure 9, 10 and 11.

6 Conclusions

In this article we have presented large-eddy simulations of liquid fuel in-
jection, breakup, evaporation and eventual mixing with hot ambient gas. Dif-
ferent droplet breakup models; TAB, RD and PE, were employed and tested.
Also, a modified version of the TAB model, referred to as MTAB, is proposed.
The performances of these breakup models are assessed by comparing global
quantities such as liquid penetration and fuel vapor penetration against the
experimental results of SANDIA [10] and IFPEN.

Based on our simulations we conclude that, among the pre-existing models
tested herein, the TAB model produces slightly more accurate predictions for
the liquid penetration. This is due to the fact that it better encapsulates the
underpinning physical mechanisms of droplet breakup. On the other hand, the
fuel vapor penetration is overpredicted by all three pre-existing models.

Our numerical tests further indicate that the proposed MTAB model pro-
vides mildly improved predictions for both liquid penetration and vapor pen-
etration distances. However, the vapor penetration distance is still slightly
overpredicted when compared to the experimental data.

In conclusion, the models examined in our study are based on different
physical concepts of droplet disintegration, but none capture all of the rele-
vant modes of the breakup. Consequently discrepancies, in terms of breakup
initiation time and duration, exist between the simulations and the experi-
mental results, independent of the model used.
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