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Abstract: Multiphase processes are frequently assumed to evolve restricted by thermodynamic
equilibrium relations. In this article, we study the possibility of multiphase systems to evolve
far from thermodynamic equilibrium while contained in what we call a domain of physical
feasibility. We show that processes evolving in the domain of feasibility have a positive definite
internal entropy production rate. Being positive definite, the internal entropy production stands
as a Lyapunov function candidate to characterize the stability of equilibrium for irreversible
multiphase systems contained in the feasibility domain. In addition, the thermodynamic-based
approach considered in our study provides phenomenological insight into the dynamic properties
of multiphase systems. Counter-flow interface molar transport processes, for instance, are found
to be thermodynamically stable provided that the transport is bounded by a function that
depends on the deviation from thermodynamic equilibrium.
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1. INTRODUCTION

Design, analysis, and operation of thermodynamic sys-
tems stand as fundamental aspects of process systems
engineering. In this paper, we investigate the possibility
of characterizing irreversible multiphase processes using
physics-based criteria. Multiphase systems are frequently
assumed as reversible quasistationary processes–an ideal-
ization that presupposes that the state-space of the system
is contained inside a manifold defined by thermodynamic
equilibrium relations (Ydstie, 2016). In our research, we
suggest the possibility of multiphase systems to operate
far from the equilibrium manifold. Using the second law
of thermodynamics, we provide conditions for thermody-
namic stability in multiphase systems far from equilibrium.

Multiphase systems are widespread in process engineering.
Bio-engineering liquid-gas-solid operations (Cabral et al.,
2001), crystal growth processes in organic powder man-
ufacturing (Paul et al., 2005), and complex membrane
distillation separations (Alkhudhiri et al., 2012) are some
examples worth mentioning. Nonlinear complex behavior
has been reported to occur in multiphase systems: chaos,
steady state multiplicity, and limit cycles are well docu-
mented in the literature (Decroly and Goldbeter, 1982;
Field and Noyes, 1974; Skogestad, 1997). We strongly
believe that the establishment of physics-based analysis
techniques should help to attain a phenomenological ex-
planation of the sources of complex phenomena. In turn,
a better understanding of the dynamical properties of

thermodynamic systems would lead to improved methods
for design and operation of chemical processes.

Physics-based formulations have been proved useful to
characterize the dynamic properties of process systems.
Energy, for instance, has served to establish the stabil-
ity properties of physical systems in dissipative analy-
sis (Willems, 1972). With clear applications to electro-
mechanical systems, the early applications of dissipative
analysis to chemical processes were unfortunately limited.
It is in not until the late 1990s, after being introduced by
Alonso and Ydstie (1996), that chemical systems dissipa-
tive theory received an increasing level of attention.

Thermodynamic potentials have well-defined convexity
properties. Entropy, for instance, is a concave function of
the extensive variables in simple thermodynamic systems 1

(Callen, 1985) (Figure 1, left). The convexity of entropy
has allowed to assess the stability and the control prop-
erties of chemical systems (Antelo et al., 2007; Favache
and Dochain, 2009; Garćıa-Sandoval et al., 2015; Hoang
and Dochain, 2013). In irreversible multiphase systems
however, thermodynamic potentials are no longer globally
convex (Callen, 1985) (Figure 1, right). To characterize a
multiphase system regardless of its convexity properties, in
this paper we propose to study the dynamic properties of
the system using an entropy production-based approach.

1 A closed single-phase system with no electromagnetic charge is
known as a simple thermodynamic system (Callen, 1985).
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Fig. 1. Van der Waals entropy-volume graph for vapor (left) and liquid-gas (right) water in a closed system.

The linear stability properties of multiphase irreversible
systems were previously characterized by Romo-Hernandez
et al. (2019). As an attempt to extend the stability results
using nonlinear stability theory, in this article we provide
conditions for the positivity of internal entropy production
in multiphase systems. Being positive definite, the internal
entropy production is a Lyapunov function candidate for
equilibrium in multiphase systems.

The article is structured as follows. In Section 2, we write
the internal entropy production equation for multiphase
systems. In Section 3, we define a Lyapunov function in
the context of multiphase process systems. In Sections 4
and 5 we show that that internal entropy production is
semipositive definite when restricted to what we call a
domain of physical feasibility. Conclusions are presented
in Section 6.

2. INTERNAL ENTROPY PRODUCTION

Internal flows of mass and energy occur in thermodynamic
systems that operate far from thermodynamic equilibrium
(Prigogine, 1968). Let the pairs (Jnj , Je) and (Xnj , Xe)
represent molar and energy interface flows and their re-
spective driving forces. The rate of internal entropy pro-
duction inside a multiphase corresponds to

Σı =

c∑
=1

Jnj Xnj + JeXe, (1)

where c represents the number of volatile chemical com-
ponents in the system.

The driving forces behind interface flows in Equation (1)
are written as

Xe =
1

Tg
− 1

Tl
, Xnj =

−µgj
Tg
− −µlj

Tl
, j = 1, . . . , c. (2)

Assuming that neither mass nor energy accumulate be-
tween phases, we write interface flow rates as 2

Jnj := βαj δxαj + xαjJn, j = 1, . . . , c, α ∈ {g, l} (3a)

Je :=

c∑
j=1

Jnj h̄αj + λαiδTα, α ∈ {g, l}, (3b)

where Jn =
∑c
j=1 Jnj corresponds to the total interface

molar transport, βαj = β(Cα) ≥ 0 depends on the con-
centration of phase α, h̄αj stands for the partial molar

2 In the reminder of this paper, we use a subscript α ∈ {g, l} or
subscript i to refer a variable to a bulk-phase or to the interface
inside a multiphase system, respectively.

enthalpy for component j, and λαi corresponds to a heat
exchange parameter.

The molar fraction of component j in Equation (3) is

xαj :=

{
yj , j = 1, . . . , c, when α = g

xj , j = 1, . . . , c, when α = l.

The term δxαj in Equation (3) stands for composition
discontinuities between the bulk-phase and the interface

δxαj =

{
δyj := yij − yj , j = 1, . . . , c, α = g

δxj := xj − xij , j = 1, . . . , c, α = l.
(4a)

Similarly, temperature discontinuities are represented as

δTα =

{
Ti − Tg, when α = g

Tl − Ti, when α = l.
(4b)

Starting from transport equations (3), we can write
stationary-mass/energy balances for the interface as:

βlj δxj + xjJn = βgj δyj + yjJn, j = 1, . . . , c (5a)
c∑

=1

Jn,j h̄lj + λli δTl =

c∑
=1

Jn,j h̄gj + λgi δTg. (5b)

Solving the mass balance (5a) for Jn, we can describe the
total molar transport as a function of the δ−terms

Jn =
βljδxj − βgjδyj

∆xj
, (6)

where the denominator corresponds to ∆xj := yj − xj .
As illustrated in the following example, the direction of
interface transport processes is defined by the signs and
magnitudes of the jump discontinuities (4a)-(4b).

Example 1: Interface transport in multiphase systems.

Assume that that there is at least one component in a
multiphase system which composition satisfies

∆xj ≥ 0 (7a)

yij − yj = δyj ≥ 0 (7b)

xj > xj − δyjβgj/βlj ≥ xji. (7c)

It follows that

Jn =
(
βljδxj − βgjδyj

)
/∆xj ≥ 0, (7d)

and thus Jnj = βαj δxαj + xαjJn ≥ 0. Therefore, if the
molar profile of a component j in an lg-system is described
as (7), we can conclude that component j moves from the
l−phase to the g−phase. A graphic representation of the
non-equilibrium profile is depicted in Figure 2. 4
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Fig. 2. Liquid-gas j-composition profile in Example 1.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

time (s)

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

i (
 J

/K
 s

)

T
l
(0) = 75.8792

T
l
(0) = 77.4594

T
l
(0) = 78.0804

T
l
(0) = 82.1978

Fig. 3. Σı−trajectories for a multiphase system starting
far from thermodynamic equilibrium, Teq = 78.09◦C.
Image from (Romo-Hernandez et al., 2019).

Numerical evidence shows that internal entropy produc-
tion is semipositive definite and decreases in time in mul-
tiphase systems (Romo-Hernandez et al., 2019), see Fig-
ure 3. This exhibits evidence that Σı can be considered as a
Lyapunov function candidate to characterize the stability
of multiphase systems.

3. ENTROPY PRODUCTION AS A LYAPUNOV
FUNCTION CANDIDATE

In this section, we establish the properties required for
Equation (1) to be a Lyapunov function to characterize the
stability of multiphase thermodynamic systems. First, we
recall the definition of a Lyapunov function as presented
in (Hirsch et al., 2004).

Definition 1. (Lyapunov function). Let f be a continu-
ously differentiable function f : U → Rn, for some neigh-
borhood U around the initial condition ζo ∈ Rn. Consider
the ODE

dζ

dt
= f(ζ), ζ(0) = ζo. (8)

Let ζss stand for a steady state of (8). Assume that there
exists a real valued continuously differentiable function Σ
defined in a neighborhood V ⊂ U around ζss. We call Σ a
Lyapunov function for the state ζss if:

(1) The function Σ is equal to zero at ζss.
(2) The derivative of Σ is semi-negative definite in V , i.e.,

dΣ

dt
≤ 0 ∀ζ ∈ V.

The following is a well-established result whose proof can
be consulted in (Hirsch et al., 2004, §9.2):

Theorem 1. If Σ is a Lyapunov function for the steady
state ζss of (8), then ζss is stable.

The thermodynamic equilibrium state ζ? is a station-
ary state for irreversible multiphase processes (Romo-
Hernandez et al., 2019). To demonstrate that the internal
entropy production Σı is a Lyapunov function for equilib-
rium in multiphase systems, we have to show Σı satisfies
the properties established in Definition 1.

We dedicate the remaining sections to show conditions
such that Σı ≥ 0. Being positive definite, the internal
entropy production is a Lyapunov function candidate for
equilibrium. The seminegativity of the time derivative of
Σı is not explored in this note; we outline this as an area
for future research in our concluding remarks.

4. ENTROPY PRODUCTION AT EQUILIBRIUM

In this section, we show that Σı is zero for multiphase
systems that operate at thermodynamic equilibrium.

Definition 2. A superscript ? is used to define the ther-
modynamic equilibrium value of a variable 3 . We denote
thermodynamic equilibrium as a state ζ? where pressure
P , temperature T , and chemical potentials µj are homo-
geneous in space (Callen, 1985).

Definition 2 implies that (P, T, µj) at equilibrium satisfy:

P ? = Pl = Pg, T
? = Tl = Tg, µ

?
j = µgj = µlj , j = 1, . . . , c.

Chemical potentials µαj , α ∈ {g, l}, can be written as a
function of (Tα, Pα, xα,j) (Smith et al., 2005). Therefore
the intensive variables for a two phase system at thermo-
dynamic equilibrium are given as the solution of

0 = µ?j − µgj(P, T, y1, . . . , yc), j = 1, . . . , c (9a)

0 = µ?j − µlj(P, T, x1, . . . , xc), j = 1, . . . , c (9b)

where the molar compositions are restricted by

1 =

c∑
j=1

xj =

c∑
j=1

yj . (9c)

System (9) represents a nonlinear algebraic system with
2c + 2 variables and 2c + 2 equations. Assuming that
solutions of (9) are unique, it follows that the interface
conditions in a two phase system at thermodynamic equi-
librium satisfy

Pi = P ?, Ti = T ?, x?j = xij , y
?
j = yij , j = 1, . . . , c. (10)

We refer to (10) as a spatial homogeneity condition. It
can be easily shown through spatial homogeneity that
interface flows and forces are zero in multiphase systems
at equilibrium.

Lemma 2. Let ζ? stand for the thermodynamic equilib-
rium state for a multiphase non-azeotropic system 4 . Then

Je(ζ
?) = 0, Xe(ζ

?) = 0, and Jnj(ζ
?) = 0 Xnj(ζ

?) = 0,

for every component j.

Proof. It follows from the spatial homogeneity (10) that

Xe(ζ
?) = Xe

∣∣
(Tg=Tl)

= 0,

Xnj(ζ
?) = Xnj

∣∣
(Tg=Tl, µgj=µlj)

= 0.

3 The thermodynamic equilibrium state must not be confused with
the steady state of a dynamical system. A dynamical system can be
at a steady state while being far from thermodynamic equilibrium,
e.g. (Prigogine, 1968, §6).
4 For a non-azeotropic system ∆xj := yj − xj 6= 0 ∀j.
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and thus

δxαj(ζ
?) = δxαj

∣∣
(xj=xij , yj=yij)

= 0, α ∈ {g, l} (11a)

δTα(ζ?) = δTα|(Tg=Ti=Tl) = 0, α ∈ {g, l}. (11b)

As the system is non-azeotropic Jn is well defined. Then
it follows from (11) that

Jn(ζ?) =
βljδxj − βgjδyj

∆xj

∣∣∣∣
ζ?

(11a)
= 0,

and therefore

Jnj(ζ
?) = (βαj δxαj + Jnxαj)|ζ?

(11a)
= 0, ∀j. (12)

Thus, from (11b) and (12), we get

Je(ζ
?) =

( c∑
=1

Jnj h̄αj + λαi δTα

)∣∣∣∣
ζ?

= 0.

�
Corollary 3. For a non-azeotropic system, internal entropy
production is zero at thermodynamic equilibrium.

5. POSITIVITY OF ENTROPY PRODUCTION

The aim now is to show the existence of a set Θ such that

Σı(ζ) > 0, ∀ζ ∈ Θ. (13)

The domain Θ represents a subset of the state-space of
irreversible multiphase systems where internal transport
processes occur without breaking the second law.

5.1 Alternative flows and forces

The first step towards establishing the existence of Θ is to
rewrite the entropy production using alternative flows and
forces. Setting α = l in (3b) allows to rewrite (1) as:

Σı =

c∑
=1

Jnj
(
Xnj + h̄lj Xe

)
+ λli δTlXe, (14)

where λli > 0 represents a heat transport parameter. For
the next step, we need to write 5

Xnj + h̄lj Xe = − 1

Tl
(µgj − µlj)

∣∣
Tl
. (15)

=

(−µpgj
Tl
−R ln yj

)
−
(−µplj

Tl
−R ln(xjγj)

)
= −R ln

(
yj
xjγj

)
+

1

Tl
(µplj − µ

p
gj),

where γj = γj(Pl, Tl, x1, . . . , xc) stands for an activity
coefficient and superscript p is used to represent the pure
component chemical potential of j. Setting µpgj := µiggj , we
can take advantage of the definition of chemical fugacity
(Smith et al., 2005) to write

flj
Pl

:= exp

(
µplj − µ

ig
gj

RTl

)
= exp

(
µplj − µ

p
gj

RTl

)
,

and thus

Xnj + h̄lj Xe = −R ln

(
yj
xjγj

)
+R ln

(
flj
Pl

)
.

At low pressures, liquid fugacity can be approximated as
the saturation pressure flj = P sat

j (Tl), which leads to

Xnj + h̄lj Xe = −R ln

(
yj

Kljxj

)
, (16)

5 Equation (15) is a well established result which can be found in
(Prigogine, 1968, Eq. 4.19), and (de Groot and Mazur, 1984, Eq. 65).

where

Klj(Tl, Pl, x1, . . . , xc) = γjP
sat
j /P |(Tl,Pl,x1,...,xc)

is the liquid vapor equilibrium ratio evaluated at the
l−bulk phase conditions.

Substitution of (16) into (14) allows to rewrite the internal
entropy production using alternative flows and forces as

Σı = JQXQ +

c∑
=1

J ′nj X
′
nj . (17)

where

XQ = Tl − Tg, JQ = λli
δTl
TgTl

.

and

J ′nj = RJnj , X ′nj = ln

(
y?j
yj

)
.

In the previous equation, y?j stands for the gas equilibrium
composition:

y?j = Klj xj ,

Assuming that interface transport processes are indepen-
dent from each other, Θ can be defined as:

Θ :=
{
ζ
∣∣JQXQ > 0, J ′njX

′
nj > 0, j = 1, . . . , c.

}
. (18)

To show that Θ exists, we need to derive conditions such
that Equation (17), is positive definite term by term. We
dedicate Sections 5.2 to 5.3 to find such conditions.

5.2 Positivity of heat flow entropy production

Proposition 4. Assume that f1 = δTl · δTg ≥ 0, then en-
tropy production due to heat flow is semipositive definite.

Proof. Note that, as δTl · δTg ≥ 0, temperature profiles
change monotonically in the direction of the phase change.
Considering the case when temperature increases from the
l−phase to the g−phase we have 0 < Tl < Ti < Tg and
thus

JQXQ = λli δTl

(
1

Tg
− 1

Tl

)
=

λli
TgTl

(Tl − Ti)(Tl − Tg) > 0.

The inequality still holds when 0 < Tg < Ti < Tl. �

5.3 Positivity of molar exchange entropy production

Showing positivity of the molar entropy production in
Equation (17) is equivalent to show that

ln

(
y?j
yj

)
Jnj > 0, ∀ j. (19)

Hereunder we establish conditions such that (19) is true
for every deviation from thermodynamic equilibrium.

Let wj represent a vector function

wj = [δxj , δyj , ∆xj , βljδxj − βgjδyj ]. (20)

We call (20) a spatial composition profile for component j.
The signs of the elements in (20) determine the direction
of transport Jnj , as shown in Example 1. Each sign
combination in (20) has a one to one correspondence
with an irreversible concentration profile. The profile in
Example 1 corresponds to the sign combination depicted
in the first row in Table 1. There are therefore 24 = 16
possible concentration profiles that determine the sign of
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Jnj . It is worth noting that not every sign combination has
a physical significance 6 . The twelve physically significant
sign combinations for (20) are depicted in Table 1.

Our task now is to establish conditions for Equation (19) to
be valid for every possible concentration profile (Table 1).

Proposition 5. Assume that the interface transport of
component j occurs in a system described by a profile
among lines p1-p4 in Table 1. Assume in addition that

Klj − yij/xij = 0. (21)

Then the internal entropy production term JnjX
′
nj in

Equation (14) is positive definite.

Proof. Consider a system described by row p1 in Table 1.
In Example 1, we have shown that for such profile:

Jnj > 0. (22)

Next note that
δyj = yij − yj > 0 ⇒ yij > yj
δxj = xj − xij > 0 ⇒ xij < xj

}
⇒ yij

xij
>
yj
xj
,

and thus from (21)

ln

(
y?j
yj

)
= ln

(
Kjxj
yj

)
= ln

(
yij/xij
yj/xj

)
> ln(1). (23)

The positivity of J ′nj X
′
nj follows from (22) and (23).

Proposition 5 is still valid for profiles p2-p4. �

Proposition 6. Assume that the interface molar transport
of component j in a multiphase process occurs in a system
described by a profile among lines p5-p8 in Table 1.
Assume in addition that(

y?j − yj
)
Jn > 0. (24)

Then the internal entropy production term JnjX
′
nj in

Equation (17) is positive definite.

Proof. To demonstrate the stability of molar transport
processes for this case, we consider a system described by
row p5 in Table.

Following the same lines as in Example 1, it can be shown
that Jn > 0 in a system described by row p5. It follows
then from (24) that yj is below equilibrium, that is y?j ≥ yj .
Note in addition that, as δxj > 0 and Jn > 0 we have

Jnj
∣∣
α=l

= βljδxj + Jnxj > 0. (25)

And thus

ln

(
y?j
yj

)
≥ ln(1) = 0. (26)

Positivity of molar entropy production follows from equa-
tions (25) and (26). The result still holds true for profiles
p6-p8. �

Proposition 7. Consider the internal transport of compo-
nent j in a multiphase system described by a profile among
lines p9-p12 in Table 1. Assume in addition that (21) is
valid and that (

y?j − yj
)
ψj > 0 (27)

where

ψj :=


Jn − max

α∈{g,l}

(
− βαjδxαj/xαj

)
for p9-p10,

Jn − min
α∈{g,l}

(
− βαjδxαj/xαj

)
for p11-p12.

6 Setting βljδxj − βgjδyj > 0, δyj > 0, and δxj < 0, in wj , for
instance, gives one of the four physically inconsistent profiles.

δyj δxj ∆xj βljδxj − βgjδyj
p1 + + + +
p2 - - - +
p3 + + - -
p4 - - + -

p5 - + + +
p6 + - + -
p7 - + - +
p8 + - - -

p9 + + + -
p10 + + - +
p11 - - + +
p12 - - - -

Table 1. Composition profiles for component j.

Then the internal entropy production term JnjX
′
nj in (17)

is positive definite for profiles p9-p12.

Proof. To demonstrate the stability of molar transport
processes, we consider a system described by row p9 in
Table 1.

Following the same lines as in Example 1 we can show that
Jn < 0. Then it follows from the same arguments used in
the proof for Proposition 5 that

y?j − yj > 0. (28)

Equations (27) and (28) bound the j-transport to satisfy

max
α∈{g,l}

(
− βαjδxαj/xαj

)
< Jn < 0. (29)

It follows from bound (29) that

Jnj = βαjδxαj + Jnxαj > 0. (30)

Thermodynamic consistency of molar transport in a sys-
tem described by line p9 in Table 1 follows from equations
(28) and (30). The result of Proposition 7 still holds for
profiles p10-p12. �

Below, we collect the results from Propositions 4-7 in a
theorem that states conditions for the positivity of internal
entropy production in multiphase systems.

5.4 The domain of feasibility

Definition 3. Let f = [f1, f2]t and g represent functions
that measure the deviation of a thermodynamic system
from thermodynamic equilibrium defined as

f1(ζ) = δTl · δTg (31a)

f2(ζ) =
(
y?j − yj

)
· φ(ζ) (31b)

g(ζ) = Klj − yij/xij , (31c)

where φ(·) is a piecewise function

φ(ζ) :=


1/(y? − yj) for p1-p4

Jn for p5-p8

ψj for p9-p12,

and pj stands for a molar composition profiles (Table 1).

Theorem 8. Let ζ represent the state for a multiphase
system far from thermodynamic equilibrium. Let the ther-
modynamic variables be defined as a mapping

ζ 7→ (Tα, Pα, x1, y1, . . . , xc, yc, xi1, yi1, . . . , xic, yic, Jn),

where the output represents temperature, pressure, molar
composition, and total interface transport, respectively.
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Then the domain of thermodynamic consistency for a
multiphase system corresponds to the set

Θ :=
{
ζ
∣∣f(ζ) ≥ 0, and g(ζ) = 0

}
, (32)

where f and g are given by Equation (31).

The proof for Theorem 8 consists on using Lemma 2 and
Propositions 4-7 to show that the internal entropy produc-
tion for a multiphase process is semipositive definite.

Theorem 8 represents the main result of this paper. The
theorem establishes the existence of a set of states that
produces deviations from thermodynamic equilibrium in
multiphase systems where internal entropy production is
positive semidefinite. Being positive semidefinite, the in-
ternal entropy production is a Lyapunov function candi-
date to characterize irreversible systems contained in Θ.

6. CONCLUSIONS AND FUTURE WORK

In this article, we have shown that there exists a feasibility
domain Θ where irreversible multiphase processes are con-
sistent with thermodynamic principles. This is evidence
that irreversible systems do not occur arbitrarily. A devi-
ation from equilibrium that produces a system that falls
outside from Θ violates the second law of thermodynamics.
As the positivity of internal production has been estab-
lished, future research includes a study on the conditions
such that entropy production decreases in time along the
dynamics of multiphase systems, as modeled by Romo-
Hernandez et al. (2019) (Figure 3). Once the time decreas-
ing property of entropy production is established, we can
show that entropy production is a Lyapunov function to
characterize multiphase process systems.

Physics-based characterization of irreversible processes
brings phenomenological insight on behavior of multiphase
systems. We have shown that interface transport processes
where internal flows go against gradients in intensive
variables are thermodynamically stable, see Propositions
4-6. We came upon the conclusion that counter flow
processes can be thermodynamically stable provided that
total molar flows are bounded, see Proposition 7.

We strongly believe that the feasibility domain Θ can
be expanded by formulating a less restrictive version of
Theorem 8. This issue represents another line of future
work. It is worth mentioning that the work developed here
is oriented to demonstrate the stability of non-azeotropic
systems with unique equilibrium solutions. The extension
of the methodology proposed here to azeotropic systems
and processes with multiple equilibria also represents a
potentially fruitful line of future research.
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