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12 Parallel Corpora 

Marie-Aude Lefer1 

 

Abstract This chapter gives an overview of parallel corpora, i.e. corpora containing source texts in a 
given language, aligned with their translations in another language. More specifically, it focuses on 
directional corpora, i.e. parallel corpora where the source and target languages are clearly identified. 
These types of corpora are widely used in contrastive linguistics and translation studies. The chapter 
first outlines the key features of parallel corpora (they typically contain written texts translated by expert 
translators working into their native language) and describes the main methods of parallel corpus 
analysis, including the combined use of parallel and comparable corpora. It then examines the major 
challenges that are linked with the design and analysis of parallel corpora, such as text availability, 
metadata collection, bitext alignment, and multilingual linguistic annotation, on the one hand, and data 
scarcity, interpretation of the results and infelicitous translations, on the other. Finally, the chapter shows 
how these challenges can be overcome, most notably by compiling balanced, richly-documented parallel 
corpora and by cross-fertilizing insights from cross-linguistic research and natural language processing.  

 

12.1 Introduction  

This chapter gives an overview of parallel corpora, which are widely used in corpus-based cross-
linguistic research (here understood as an umbrella term for contrastive linguistics and translation 
studies) and natural language processing. Parallel corpora (also called translation corpora) contain 
source texts in a given language (the source language, henceforth SL), aligned with their translations in 
another language (the target language, henceforth TL). It is important to point out from the outset that 
the term parallel corpus is to some extent ambiguous, because it is sometimes used to refer to 
comparable original texts in two or more languages, especially texts that belong to comparable genres 
or text types and deal with similar topics (e.g. Italian and German newspaper articles about migration or 
English and Portuguese medical research articles). Here, the term will only be used to refer to collections 
of source texts and their translations. 

The compilation of parallel corpora started in the 1990s. Progress has been rather slow, compared with 
monolingual corpus collection initiatives, but in recent years we have witnessed a boom in the collection 
of parallel corpora, which are increasingly larger and multilingual. Parallel corpora are highly valuable 
resources to investigate cross-linguistic contrasts (differences between linguistic systems) and 
translation-related phenomena, such as translation properties (features of translated language). They can 
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also be used for a wide range of applications, such as bilingual lexicography, foreign language teaching, 
translator training, terminology extraction, computer-aided translation, machine translation and other 
natural language processing tasks (e.g. word sense disambiguation and cross-lingual information 
retrieval).  

This chapter is mainly concerned with the design and analysis of parallel corpora in the two fields of 
corpus-based contrastive linguistics and corpus-based translation studies. Contrastive linguistics (or 
contrastive analysis) is a linguistic discipline that is concerned with the systematic comparison of two 
or more languages, so as to describe their similarities and differences. Corpus-based contrastive 
linguistics was first pioneered by Stig Johansson in the 1990s and has been thriving ever since. Corpus-
based translation studies is one of the leading paradigms in Descriptive Translation Studies (Toury, 
2012). This field also emerged in the 1990s, under the impetus of Mona Baker, and relies on corpus 
linguistic tools and methods to elucidate translated text (in particular, the linguistic features that set 
translated language apart from other forms of language production) (cf. Kruger et al., 2011; De Sutter 
et al., 2017). Contrastive linguistics and translation studies, which both make intensive use of parallel 
corpora, are quite close, as demonstrated by edited volumes such as Granger et al. (2003) and the 
biennial Using Corpora in Contrastive and Translation Studies conference series (e.g. Xiao, 2010).  

12.2 Fundamentals 

12.2.1 Types of Parallel Corpora 

Parallel corpora can be of many different types. They can be bilingual (one SL and one TL), such as the 
English-Norwegian Parallel Corpus (ENPC; Johansson, 2007), or multilingual (more than one SL 
and/or TL), such as the Oslo Multilingual Corpus, which is fully trilingual (English, Norwegian and 
German), with some texts available in Dutch, French and Portuguese as well (ibid., 18-19). Other 
multilingual parallel corpora include the Slavic parallel corpus ParaSol (Wadenfelts, 2011) and 
InterCorp (Čermák & Rosen, 2012). A further distinction is made between monodirectional corpora, 
when only one translation direction is represented (SLx > TLY, e.g. English > Chinese), and bidirectional 
(or reciprocal) corpora, when both translation directions are included (SLx > TLY and SLY > TLX, e.g. 
English > Chinese and Chinese > English). The ENPC, for example, is bidirectional (from English to 
Norwegian, and vice versa). Most parallel corpora contain published translations (with some exceptions, 
e.g. when translations are specifically commissioned for a particular corpus compilation project). In 
most cases, only one translation of each source text is included. However, there are also multiple 
translation corpora, which include several translations of the same source text in a given TL. Such 
corpora make it possible to compare the translation solutions used by various translators rendering the 
same source text.  

12.2.2 Main Characteristics of Parallel Corpora 

The majority of parallel corpora used in contrastive linguistics and translation studies are characterized 
by two key features. First, the source and target languages are clearly identified. In other words, the 
translation direction is known (from LanguageX to LanguageY or from LanguageY to LanguageX). In 
cross-linguistic research, it is of paramount importance to know, for instance, whether a given text was 
translated from Spanish into German or vice versa, because corpus studies have shown that translation 
direction influences translation choices, and hence the linguistic make-up of translated text (e.g. Dupont 
& Zufferey, 2017). Second, only direct translation is included, i.e. no pivot (intermediary, mediating) 
language is used between the source and target languages. In texts produced by the European Union 
(EU), for example, English has been systematically used as a pivot language since the early 2000s. In 
practical terms, this means that a text originally written in, say, Slovenian or Dutch is first translated 
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into English. The English version is then translated into the other official languages of the EU. In other 
words, English acts as a pivot language and most target texts originating from EU institutions are in fact 
translations of translations (see Assis Rosa et al., 2017 on the issue of indirect translation). Parallel 
corpora that display these two features (known as translation direction and translation directness) will 
be referred to as directional parallel corpora in this chapter (a term borrowed from Cartoni & Meyer, 
2012). Parallel corpora whose translation direction is unknown and/or where a pivot language has been 
used will be called non-directional. Examples of the latter type include the Europarl corpus (Koehn, 
2005), the Eur-Lex corpus (Baisa et al., 2016), and the United Nations Parallel Corpus (Ziemsky et al., 
2016). It is important to bear in mind, however, that the distinction between directional and non-
directional parallel corpora is not always clear-cut. In some parallel corpora, both types of parallel texts 
are included. For example, the Dutch Parallel Corpus (DPC; Macken et al., 2011), which is largely 
directional, contains some indirect, EU translations.  

Directional parallel corpora typically (i) contain written texts (ii) translated by expert translators (iii) 
working into their native language (L1), and (iv) cover a rather limited number of text types or genres. 
Each of these typical features will be discussed in turn: 

(i) Directional parallel corpora mainly cover written translation (e.g. the ENPC), to the detriment 
of other translation modalities, such as interpreting and audiovisual translation. In recent years, 
however, efforts have been made to include other forms of translation. A case in point is the 
compilation of several parallel corpora of simultaneous interpreting (see Russo et al., 2018 for 
an overview of corpus-based interpreting studies). In these corpora, the main source of data 
(speeches and their interpreted versions) is the European Parliament (Bernardini et al., 2018). 
An example of one such European Parliament interpreting corpus is the fully trilingual English-
Italian-Spanish European Parliament Interpreting Corpus (Russo et al., 2006). Recent 
developments also include the compilation of intermodal parallel corpora, i.e. corpora 
representing several translation modalities (e.g. written translation and simultaneous 
interpreting), such as the European Parliament Translation and Interpreting Corpus (EPTIC; 
Ferraresi & Bernardini, forthcoming). EPTIC features two main components: (i) simultaneous 
interpreting: transcripts of speeches delivered at the European Parliament plenary sittings and 
transcripts of the simultaneous interpretations of these speeches, and (ii) written translation: the 
verbatim reports of the plenary sittings, as officially published on the European Parliament 
website, alongside the official translations of these verbatim reports (the Europarl corpus is also 
based on this written material, see Representative corpora below). Parallel corpora of sign 
interpreting (e.g. Meurant et al., 2016) and audiovisual translation modalities (such as subtitling, 
dubbing, and film audio description; cf. Baños et al., 2013) have also been collected recently. 
Some of these parallel corpora are multimodal, in the sense that they contain different modes, 
such as language, image, sound and music (e.g. Jimenez Hurtado & Soler Gallego, 2013; Chap. 
16). 

(ii) In general, parallel corpora include target text translated (or assumed to have been translated) 
by professional and/or expert translators (it must be stressed, however, that limited metadata on 
translators’ status have been collected to date; see Sect. 12.2.4.2). In some cases, the translators’ 
status is rather unclear (e.g. in translated news items, found in several parallel corpora, from Le 
Monde Diplomatique, a French monthly newspaper with more than thirty international editions, 
in 20+ languages2). Other translators’ profiles are also represented, albeit less frequently, such 
as non-professional, volunteer translators, as in the TED Talks WIT³ corpus (Web Inventory of 
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Transcribed and Translated Talks; Cettolo et al., 2012). Aside from professional and volunteer 
translators, some parallel corpora, called learner translation corpora (LTC), contain translations 
produced by foreign language learners or trainee translators, i.e. novices (see also Chap. 13). 
The first LTC emerged in the early 2000s (Uzar, 2002; Bowker & Bennison, 2003) and have 
been followed by several similar initiatives, such as the MeLLANGE corpus (Castagnoli et al., 
2011), the English-Catalan UPF LTC (Espunya, 2014), the Russian Learner Translator Corpus 
(Kutuzov & Kunilovskaya, 2014), and the Multilingual Student Translation corpus3. The vast 
majority of directional parallel corpora contain translations produced by human translators (in 
some cases, with the help of computer-aided translation tools). Recently, however, translation 
scholars have started to include machine-translated texts alongside human-translated texts, with 
a view to uncovering the linguistic traits that differentiate machine translation from human 
translation (computer-aided or otherwise) (e.g. Lapshinova-Koltunski, 2017).  

(iii) Directional parallel corpora tend to be restricted to L1 translation (i.e. when the translation 
is carried out into the translator’s native language), except in the case of some LTC, which 
contain L2 (inverse, reverse) translation as well, or corpora representing language pairs for 
which L2 translation is common practice (e.g. Finnish to English) (see Beeby Lonsdale, 2009 
on directionality practices).  

(iv) Most directional, balanced parallel corpora used in contrastive linguistics and translation 
studies are restricted to a couple of genres or text types, mainly fictional prose (e.g. the English-
Portuguese COMPARA; Frankenberg-Garcia & Santos, 2003; the “core” part of InterCorp), 
news (news items and opinion articles published in newspapers and magazines) and/or non-
fiction, such as popular science texts (e.g. the ENPC; the English-French Poitiers-Louvain 
Échange de Corpus Informatisés PLECI4; the French-Slovenian FraSloK parallel corpus, 
Mezeg, 2010; and the English-Spanish ACTRES parallel corpus, Izquierdo et al., 2008). A 
handful of directional parallel corpora cover a wider range of text types. Examples include the 
DPC for the language pairs Dutch-English and Dutch-French (Macken et al., 2011) and the 
CroCo corpus for German-English (Hansen-Schirra et al., 2012), with five and ten text types 
represented, respectively.  

The directional parallel corpora featuring the four characteristics outlined above are relatively modest 
in size compared with monolingual reference corpora commonly used in corpus linguistics (they usually 
contain a few million words). This is even more striking for parallel corpora of interpreted language, in 
view of the many hurdles inherent in transcribing spoken data (Bernardini et al., 2018; Chap. 11). If 
more parallel data are needed, and provided translation direction and directness are not considered to be 
of particular relevance, researchers can turn to several non-directional parallel corpora (mainly of 
legislative and administrative texts) that are much larger than the parallel corpora discussed so far. These 
mega corpora are used widely in natural language processing, for example for data-driven machine 
translation. However, it is important to bear in mind that (i) in these corpora, translation direction is 
often unknown (i.e. the source and target languages are not clearly identified), and (ii) in many instances, 
the translation relationship between the parallel texts for a given language pair is indirect (either the 
translation is done through an intermediary, pivot language, or the parallel texts in a given pair are both 
translations from another, third language). Generally speaking, non-directional parallel corpus data 
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should be treated with caution. While their use makes sense in natural language processing research, it 
remains to be seen whether they can yield reliable insights into cross-linguistic differences.  

12.2.3 Methods of Analysis in Cross-linguistic Research 

Parallel corpora are widely used in corpus-based contrastive linguistics and translation studies and they 
are starting to emerge as a useful source of data in typology as well (Levshina, 2016). As pointed out by 
Johansson (2007: 3), most contrastive scholars “have either explicitly or implicitly made use of 
translation as a means of establishing cross-linguistic relationships. […] As translation shows what 
elements may be associated across languages, it is fruitful to base a contrastive study on a comparison 
of original texts and their translations”. In other words, parallel corpora can be used to study cross-
linguistic correspondences (e.g. between lexical items, lexico-syntactic patterns or grammatical 
structures). The corpus methods used to achieve that goal are similar to those applied in monolingual 
corpus linguistics, such as concordances (Chap. 8) and co-occurrence data (Chap. 7).  

Figure 12.1 provides a sample of bilingual concordances for the English phrase no kidding and its Italian 
equivalents in a corpus of subtitled films and series (OpenSubtitles2011, available in Sketch Engine; see 
Sect. 12.4). A cursory glance at Fig. 12.1 shows that Italian equivalents include non scherzo (‘I am not 
kidding’), sul serio (‘seriously’) and davvero (‘really’). The detailed analysis of English-Italian 
equivalences found in the corpus can act as a springboard for an in-depth contrastive analysis (e.g. what 
are the discursive and pragmatic functions of no kidding in scripted spoken English and which equivalent 
expressions are used in Italian to fulfill these functions?). Bilingual concordances are also widely used 
in translation studies to investigate the translation procedures used to render specific items (e.g. lexical 
innovations, proper names, culture-specific elements). For instance, on the basis of an Italian-to-German 
parallel corpus of tourist brochures, it is possible to determine whether translators adapt SL culture-
bound items (e.g. macchiato, caffè latte) or whether they keep them in their translation (perhaps with an 
explanatory note), which reflects more general translation strategies towards domestication and 
foreignization.  

Figure 12.2 shows a sample of a bilingual Word Sketch, i.e. a summary of the grammatical and 
collocational behaviors of equivalent words, for English sustainability and its French equivalent 
durabilité in parliamentary proceedings (Europarl). The bilingual Word Sketch makes it possible, 
among other things, to detect equivalent verbal collocates of the English and French nouns under 
scrutiny, such as jeopardize/menacer and ensure/assurer. This kind of co-occurrence analysis is 
particularly helpful for contrastive phraseology, applied translation studies (e.g. to raise trainee 
translators’ awareness of phraseological equivalence) and bilingual lexicography. 
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Fig. 12.1 English no kidding and its Italian translation equivalents in the OpenSubtitles2011 corpus 
(OPUS2, Sketch Engine, Lexical Computing Ltd) 

 

Fig. 12.2 Sample of a bilingual Word Sketch for English sustainability and its French equivalent 
durabilité (Europarl7, Sketch Engine, Lexical Computing Ltd) 

In the two examples mentioned above, we started with a given SL item (no kidding, sustainability) and 
examined its translation equivalents in the TL (Italian and French, respectively), i.e. going from source 
to target. Interestingly, this source-to-target approach is also used in monolingual corpus linguistics to 
examine the semantic, discursive and pragmatic features of source-language items (Noël, 2003). For 
example, Aijmer & Simon-Vandenbergen (2003) examine the meanings and functions of the English 
discourse particle well on the basis of its Swedish and Dutch translation equivalents in a parallel corpus 
of fictional texts.  
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An alternative method is to start off from a given item or structure in translated texts and examine its 
corresponding source-text items or structures, i.e. from target to source. Taking the same example as 
above, this would entail analyzing all occurrences of sul serio in Italian subtitles and identifying the 
English source items that have triggered their use. This target-to-source approach is quite common in 
translation studies. Delaere & De Sutter (2017), for example, rely on an English-to-Dutch parallel corpus 
to find out whether the English loanwords found in translated Dutch stem from their corresponding 
trigger words in the English source texts.  

Naturally, these two approaches (source to target and target to source) can be combined if a more 
comprehensive picture of cross-linguistic correspondences is required. Indeed, many new insights can 
be gained by investigating a given item or structure in both source and target texts, so as to find out how 
it is commonly translated and which items in the other language have triggered its use in translation (e.g. 
Zufferey & Cartoni, 2012). 

It is also possible, on the basis of parallel corpora, to work out what Altenberg has termed mutual 
correspondence (or mutual translatability), i.e. “the frequency with which different (grammatical, 
semantic and lexical) expressions are translated into each other” (Altenberg, 1999: 254). Mutual 
correspondence is calculated as follows, with At and Bt corresponding to the frequencies of the compared 
items A and B in the target texts (t), and As and Bs to their frequencies in the source texts (s): 

𝑚𝑢𝑡𝑢𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑐𝑒 =
(At + Bt) 𝑥 100

As + Bs
 

If, say, a lexical item A is always translated with an item B, and vice versa, then items A and B have a 
mutual correspondence of 100%. If, on the contrary, A and B are never translated with each other, they 
display a mutual correspondence of 0%. In other words, this index makes it possible to assess the extent 
to which items are equivalent across languages: “the higher the mutual correspondence value is, the 
greater the equivalence between the compared items is likely to be” (Altenberg & Granger, 2002: 18). 
For example, Dupont & Zufferey (2017) find that in samples of 200 occurrences extracted from 
Europarl, the adverb pair however/cependant displays a mutual correspondence of 57% (however > 
cependant: 87/200, cependant > however: 140/200), while the however/toutefois pair has a lower 
correspondence score of 49% (however > toutefois: 80/200, toutefois > however: 114/200): 

ℎ𝑜𝑤𝑒𝑣𝑒𝑟/𝑐𝑒𝑝𝑒𝑛𝑑𝑎𝑛𝑡 =
(87 + 140) 𝑥 100

200 + 200
 

 

ℎ𝑜𝑤𝑒𝑣𝑒𝑟/𝑡𝑜𝑢𝑡𝑒𝑓𝑜𝑖𝑠 =
(80 + 114) 𝑥 100

200 + 200
 

The scores tend to indicate that in parliamentary proceedings, the however/cependant cross-linguistic 
equivalence is somewhat stronger than for however and toutefois. 

So far, we have outlined different methods of parallel corpus analysis (from source to target, from target 
to source, mutual correspondence). However, it should be stressed that several types of corpora can be 
combined to reveal and disentangle cross-linguistic contrasts and translation-related phenomena 
(Bernardini, 2011; Johansson, 2007; Halverson, 2015). Two types of corpora are commonly used in 
cross-linguistic research in combination with parallel corpora: (i) bilingual/multilingual comparable 
corpora and (ii) monolingual comparable corpora. Their combined use with parallel corpora will be 
discussed in turn.  
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Bilingual (or multilingual) comparable corpora are “collections of original [i.e. non-translated] texts in 
the languages compared” (Johansson, 2007: 5). The texts are strictly matched by criteria such as register, 
genre, text type, domain, subject matter, intended audience, time of publication, and size. Examples 
include KIAP, a comparable corpus of research articles in Norwegian, English, and French (Fløttum et 
al., 2013) and the Multilingual Editorial Corpus, a comparable corpus of newspaper editorials in 
English, Dutch, French, and Swedish.5 Bilingual and multilingual comparable corpora usefully 
complement parallel corpora in that a given phenomenon can be studied cross-linguistically on the basis 
of comparable original texts, i.e. texts displaying no trace of source-language or source-text influence, 
unlike translations in parallel corpora. Corpus studies combining both types of corpora can start either 
with the bilingual/multilingual comparable analysis, before turning to the parallel corpus analysis, or the 
other way around, depending on the research questions to be tackled (see Johansson, 2007 for more 
details). Interestingly, bilingual comparable and parallel corpora can be combined in the same corpus 
framework, namely bidirectional parallel corpora whose two translation directions are truly comparable 
in terms of size, text types, etc. As shown in Fig. 12.3, for example, the ENPC can function both as a 
bidirectional parallel corpus (English originals > Norwegian translations and Norwegian originals > 
English translations; see black arrows) and as a bilingual comparable corpus (English originals and 
Norwegian originals; see white double arrow). Numerous parallel corpora are based on the ENPC model, 
such as the English-Swedish Parallel Corpus (ESPC), COMPARA and PLECI.   

 

Fig. 12.3 The model for the ENPC (based on Johansson, 2007: 11) 

However, the main problem of the bidirectional ENPC model is that the selection of texts to be included 
in the corpus is limited to genres that are commonly translated in both directions (see Johansson, 2017: 
12 on this issue). In other words, the number of genres and texts that can be included in the corpus is 
often limited (e.g. only fiction and non-fiction texts in the ENPC). As a result, to improve 
representativeness, the comparable, original components of bidirectional parallel corpora need to be 
supplemented with larger, multi-genre (reference) monolingual corpora of the languages investigated 
(see Fig. 12.4).  

 
5 https://uclouvain.be/en/research-institutes/ilc/cecl/mult-ed.html  
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Fig. 12.4 The model for the ENPC, with additional reference monolingual corpora 

Parallel corpora can also be combined with monolingual comparable corpora, which include comparable 
translated and non-translated (i.e. original) texts in a given language (e.g. novels originally written in 
English alongside novels translated into English from a variety of source languages; see, for example, 
the 10-million-word Translational English Corpus6). Monolingual comparable corpora of translated and 
original texts are widely used in translation studies, with a view to identifying the major distinguishing 
features of translated language, when compared with original language production (the so-called 
translation universals, or translation features/properties, such as simplification, normalization and 
increased explicitness; cf. Baker, 1993, 1995). Parallel corpora, when combined with monolingual 
comparable corpora, are used to check for source-text and/or source-language influence. Cappelle & 
Loock (2013), for example, use parallel corpus data to find out whether the under-representation of 
existential there in English translated from French (as compared with non-translated English) stems 
from SL (French) interference. Parallel and monolingual comparable corpora can be integrated within 
the same overall corpus framework, as shown in Fig. 12.5.  

 

Fig. 12.5 The model for a monolingual-comparable-cum-parallel corpus 

12.2.4 Issues and Methodological Challenges 

12.2.4.1 Issues and Challenges Specific to the Design of Parallel Corpora 

 
6 https://www.alc.manchester.ac.uk/translation-and-intercultural-studies/research/projects/translational-english-
corpus-tec/ 
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This section presents an overview of some of the main challenges specific to the design of parallel 
corpora (for a detailed discussion of more general issues, such as representativeness and balance, 
copyright clearance7, and text encoding, see Chap. 1). 

The first issue is text availability. As mentioned above, parallel corpora, especially bidirectional ones, 
tend to be modest in size and are often restricted to a small number of text types. One of the reasons for 
this is that for any given language pair (LX and LY), there is often some kind of asymmetry or imbalance 
between the two translation directions (LX > LY and LY > LX). This imbalance can take several forms: 
either there are simply fewer texts translated in one direction than in the other (especially when the 
language pair involves a less ”central”, or more “peripheral”, language), or certain text types are only 
(or more frequently) translated in one of the two directions. For example, as noted by Frankenberg-
Garcia & Santos (2003: 75) in relation to the translation of tourist brochures for the English-Portuguese 
pair:  

[t]ourist brochures in Portuguese translation are practically non-existent: Portuguese-speaking tourists 
abroad are expected to get by in other, more widely known languages. In contrast, almost all material 
destined to be read by tourists in Portuguese-speaking countries comes with an English translation. 

To sum up, “translations are heavily biased towards certain genres, but these biases are rarely 
symmetrical for any language pair” (Mauranen, 2005: 74). In addition, some widely translated text types 
may be hard to obtain, for obvious confidentiality reasons specific to translation projects carried out by 
translation agencies and freelance translators (e.g. legal texts or texts translated for internal use only). 
Finally, there are language pairs for which there are very few parallel texts available (cf., for example, 
Singh et al., 2000 on building an English-Punjabi parallel corpus). To compensate for data scarcity, there 
have been a number of initiatives since the early 2000s (Resnik & Smith, 2003) aiming to create mainly 
non-directional parallel corpora by crawling sites across the web (Chap. 15). 

Obtaining detailed metadata is another challenge facing anyone wishing to compile a parallel corpus. In 
this respect, parallel corpora are clearly lagging behind compared with other corpus types, such as 
learner corpora, which are more richly documented (Chap. 13). Ideally, the following metadata should 
be collected (this list is non-exhaustive): 

 Source text and target text: author(s)/translator(s), publisher, register, genre, text type, domain, 
format, mode, intended audience, communicative purpose, publication status, publication date, 
etc. 

 Translation direction, including SL and TL (and their varieties) 

 Translation directness: use of a pivot language or not 

 Translation directionality: L2>L1 translation, L1>L2 translation, L2>L2 translation, etc. 

 Translator: translator’s status (professional, volunteer/amateur, student, etc.), translator’s 
occupation, gender, nationality, country of residence, translation expertise (expert vs. novice), 
translation experience (which can be measured in many different ways, e.g. number of years’ 
experience), language background (native and foreign languages), etc. 

 Translation task: use of computer-aided translation tools (translation memories, terminological 
databases) and other tools and resources (dictionaries, forums, corpora, etc.), use of a translation 
brief (set of translation instructions, including, for instance, use of a specific style guide or in-
house terminology), fee per word/line/hour, deadline/time constraints, etc. 

 
7 Unsurprisingly, it is far from easy to obtain copyright clearance for texts to be included in parallel corpora. For 
this reason, many parallel corpora are not publicly available (e.g. ENPC, PLECI, Raf Salkie’s INTERSECT, P-
ACTRES, CroCo).  
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 Revision/editorial intervention: self- and other-revision, types of revision (e.g. copyediting, 
monolingual vs. bilingual revision), etc. 

It is also important to stress here that the concepts of source language and source text are becoming 
increasingly blurred. In today’s world, some “source” documents are simultaneously drafted in several 
languages. In multilingual translation projects, there are also cases where there is no single “source” 
text, as translators translate a given text while accessing some of its already available translations (e.g. 
when confronted with an ambiguous passage).  

Third, there is the issue of alignment, i.e. the process of matching corresponding segments in source and 
target texts (see Tiedemann, 2011). Software tools can be used to align parallel texts automatically at 
paragraph, sentence and word level (see, for instance, Hunalign, Varga et al., 2007; GIZA++, Och & 
Ney, 2003; fast_align, Dyer et al., 2013). Most directional corpora are aligned at sentence level. 
Different sources of information can be used to match sentences across parallel texts, such as sentence 
length (in words or characters, normalized by text length), word length, punctuation (e.g. quotation 
marks), and lexical anchors (e.g. cognates). Some aligners also rely on bilingual dictionaries. Sentence 
alignment is not a straightforward task, as translators often merge or split sentences when producing the 
target text. This is referred to as 2:1 and 1:2 alignment links, respectively (see examples in Table 12.1). 

Table 12.1 Splitting and merging source-text sentences in translation 

1:1 alignment Hachez les feuilles de coriandre et 
mélangez au gingembre.  

Chop the coriander leaves and mix 
with the ginger. 

Splitting 
(1:2 alignment) 

Hachez les feuilles de coriandre et 
mélangez au gingembre. 

Chop the coriander leaves.  
Mix with the ginger. 

Merging 
(2:1 alignment) 

Râpez le gingembre.  
Coupez les feuilles de coriandre et 
mélangez au gingembre. 

Grate the ginger, then chop the 
coriander leaves and mix with the 
ginger. 

 

As pointed out by Macken et al. (2011: 380), “[t]he performance of the individual alignment tools varies 
for different types of texts and language pairs and in order to guarantee high quality alignments, a manual 
verification step is needed”. A good option is to use a tool that combines automatic sentence alignment 
and manual post-alignment correction options, such as the open-source desktop application InterText 
editor (Vondřička, 2014) or the Hypal interface (Obrusnik, 2014). One way of reducing this manual 
editing step is to combine the output of several aligners, as done for the DPC, where the corpus compilers 
combined the output of three aligners. The alignment links that were present in the output of at least two 
aligners were considered as reliable alignment links. All the other links were then checked manually 
(this shows that manual editing of automatically aligned texts is essential, even when the output of 
several aligners is combined). Aligners typically generate the following types of XML output: (i) one 
source-text file, one target-text file and one link file (linking up the source- and target-text segments), 
(ii) one source-text file and one target-text file, containing the same number of segments, or (iii) a TMX 
(Translation Memory eXchange) file.  

Finally, yet another major challenge relating to the compilation of parallel corpora (or any other type  of 
multilingual corpus) is multilingual linguistic annotation (e.g. lemmatization, morphosyntactic 
annotation, syntactic parsing, semantic tagging; Chap. 2). Johansson (2007: 306) rightly argues that “[t]o 
go beyond surface forms, we need linguistically annotated corpora that allow more sophisticated 
studies”. However, multilingual annotation raises the following key questions, which echo the more 
general “universality vs. diversity” debate in linguistics (see, for example, Evans & Levinson, 2009):  
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If corpora are annotated independently for each language, to what extent is the analysis comparable? If 
they are provided with some kind of language-neutral annotation (for parts of speech, syntax, etc.), to 
what extent do we miss language-specific characteristics? (Johansson, 2007: 306) 

At present, no definite answers have been found to these questions. As a matter of fact, issues related to 
multilingual annotation (e.g. whether it should be language-specific or language-neutral, or, more 
generally, how cross-linguistic comparability can be achieved) have received relatively little attention 
in contrastive linguistics and translation studies (one notable exception is Neumann, 2013). The 
language-specific and language-neutral approaches are both used in parallel corpora, the former being 
more common. In the language-specific approach, researchers rely either on separate annotation tools 
(one per language involved) or on one single tool that is available for several languages, such as the 
TreeTagger (Schmid, 1994) or FreeLing (Padró & Stanilovsky, 2012) POS taggers. However, it is 
important to bear in mind that in these multilingual annotation tools, (i) the annotation systems are not 
designed to be cross-linguistically comparable: some tags are language-specific (e.g. the RP tag used 
for English adverbial particles) while, unsurprisingly, “shared” tags display language-specific features 
(e.g. the TreeTagger JJ tag used for English adjectives does not correspond fully to what the French 
ADJ tag covers), and (ii) precision and recall ratios (Chap. 2) differ across languages (e.g. for the 
TreeTagger, they tend to be higher for English than for French). These two factors can potentially 
jeopardize the contrastive comparability of annotated multilingual data. Great care should therefore be 
taken when analyzing annotated data in cross-linguistic research (see, for example, Neumann, 2013 and 
Evert & Neumann, 2017 on the English-German language pair). An interesting language-neutral 
approach, suggested in Rosen (2010), consists in using an abstract, interlingual hierarchy of linguistic 
categories mapped to language-specific tags. In the same vein, some researchers have proposed 
“universal” tagsets, which include tags that accommodate language-specific parts-of-speech (see, for 
example, Benko, 2016; the MULTEXT-East project8, with its harmonized morphosyntactic annotation 
system for sixteen languages; Erjavec’s SPOOK specifications9, with harmonized tagsets for English, 
French, German, Italian, and Slovenian).  

The multilingual annotation of existing parallel corpora is still very basic, being mostly limited to 
lemmatization and POS tagging. Syntactic annotation will probably become more standard in years to 
come, given recent advances in multilingual parsing (e.g. Bojar et al., 2012; Volk et al., 2015; 
Augustinus et al., 2016 on parallel treebanks; see also the Universal Dependencies project10). 

12.2.4.2 Issues and Challenges Specific to the Analysis of Parallel Corpora 

Clearly, compared with monolingual corpora, parallel corpora are lagging behind in terms of size 
(representativeness is also an issue, as small corpora tend to represent relatively few authors and 
translators/interpreters). Low-frequency linguistic phenomena may be hard to analyze on the basis of 
parallel corpora, for sheer lack of sufficient data that would allow reliable generalizations. Researchers 
in contrastive linguistics and translation studies are therefore often forced to combine several parallel 
corpora to extract a reasonable amount of data, but this approach raises a number of problems. One is 
that several confounding variables may be intertwined in the various corpora used, which in turn hinders 
the interpretability of the results. In Lefer & Grabar (2015), for instance, we relied on two parallel 
corpora, i.e. verbatim reports of parliamentary debates (Europarl) and interlingual subtitles of oral 
presentations (TED Talks), so as to investigate the translation of rather infrequent lexical items, namely 
evaluative prefixes (e.g. over- and super-). We found marked and seemingly insightful differences 

 
8 http://nl.ijs.si/ME/V4/msd/html/index.html  
9 http://nl.ijs.si/spook/msd/html-en/  
10 http://universaldependencies.org/  
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between the translation procedures used in Europarl and TED Talks but were forced to recognize that it 
was impossible to assess to what extent the observed differences were due to source-text genre 
(parliamentary debates vs. oral presentations), translation modality (written translation vs. subtitling) or 
translator expertise (professional translators vs. non-professional volunteers) or, for that matter, a 
combination of some or all of these factors.  

Another issue, also directly related to the interpretability of the results, is the cross-linguistic 
comparability (or lack thereof) of genres and text types in bidirectional parallel corpora (such as the 
ENPC, the DPC and CroCo) (see Neumann, 2013). Matching genres or text types cross-linguistically is 
“by no means straightforward” (Johansson, 2007: 12). We may indeed wonder whether the observed 
differences reflect genuine cross-linguistic contrasts and/or translation-specific features or whether they 
are due to fundamental cross-linguistic differences between supposedly similar genres or text types (e.g. 
research articles or newspaper opinion articles) (cf. Fløttum et al., 2013 on medical research articles in 
Norwegian). This question cannot be overlooked.   

It is also worth pointing out that most parallel corpora are poorly meta-documented (source and target 
texts and languages, translator, translation task, editorial intervention, etc.), which, unfortunately, can 
lead researchers to jump to hasty conclusions as regards both cross-linguistic contrasts (“this pattern is 
due to differences between the two language systems under scrutiny”) and features of translated 
language (“this is inherent in the translation process”).  

One final point to be made in this section is that parallel corpora (even those whose texts have all been 
translated by highly-skilled professionals) contain infelicities and even translation errors (to err is 
human, after all). Researchers may therefore feel uncomfortable with some of the data extracted from 
parallel corpora. Rather than sweeping erroneous items under the carpet, when in doubt it is probably 
safer to acknowledge these seemingly infelicitous or erroneous data explicitly. Moreover, looking on 
the bright side, these infelicities and errors can prove to be highly valuable in applied fields such as 
bilingual lexicography, foreign language teaching or translator training. In Granger & Lefer (2016), we 
suggest using them to devise corpus-based exercises, such as the detection and correction of erroneous 
translations or the translation of sentences containing error-prone items.  

Representative studies 

Dupont, Maïté, and Sandrine Zufferey. 2017. Methodological issues in the use of directional 
parallel corpora. A case study of English and French concessive connectives. International Journal 
of Corpus Linguistics 22(2): 270–297. 

In their study, Dupont & Zufferey make an important methodological contribution to the field of corpus-
based contrastive linguistics by examining three factors that can potentially affect the nature of the cross-
linguistic correspondences found in parallel corpora: register, translation direction and translator 
expertise. More specifically, they compare three registers (news, parliamentary proceedings, and TED 
Talks) in two translation directions (from English into French, and vice versa), examining three types 
of translator expertise (they compare professional, semi-professional and amateur translators). Their 
study is particularly innovative in that relatively few contrastive corpus studies to date have taken into 
consideration these influencing factors (especially translation direction and translator expertise), 
focusing almost exclusively on the source and target linguistic systems under scrutiny. By assuming that 
the correspondences extracted from parallel corpora are mainly (or solely) due to similarities and 
differences between the source and target languages, researchers fail to acknowledge the inherently 
multidimensional nature of translation. In this study, Dupont & Zufferey investigate the translation 
equivalences between English and French adverbial connectives expressing concession (e.g. yet, 
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however, nonetheless) across three parallel corpora (PLECI news, Europarl Direct and TED Talk 
Corpus). Their results indicate that translation choices (and hence, observed cross-linguistic 
correspondences) depend on the three factors investigated.  

Delaere, Isabelle, and Gert De Sutter. 2017. Variability of English Loanword Use in Belgian Dutch 
Translations: Measuring the Effect of Source Language, Register, and Editorial Intervention. In 
Empirical Translation Studies: New Methodological and Theoretical Traditions, eds. Gert De Sutter, 
Marie-Aude Lefer, and Isabelle Delaere, 81-112. Berlin/Boston: De Gruyter Mouton.  

Delaere & De Sutter’s study is situated in the field of corpus-based translation studies. The authors 
explore three factors that can impact on the linguistic traits of translated language, namely source-
language influence, register, and editorial intervention (i.e. revision). They do so through an analysis of 
English loanwords (vs. their endogenous variants) in translated and original Belgian Dutch (e.g. research 
& development vs. onderzoek en ontwikkeling). Loanword use is related to a widely investigated topic 
in translation studies, viz. the normalization hypothesis, which states that translated text is more standard 
than non-translated text. The starting-point hypothesis of Delaere & De Sutter’s study is that overall, 
translators make more use of endogenous lexemes (a conservative option compared with the use of 
loanwords), than do non-translators (writers). Relying on the Dutch Parallel Corpus, the authors 
combine two approaches in their study: monolingual comparable (Dutch translated from English and 
French, alongside original Dutch) and parallel (English to Dutch). As is often the case in corpus-based 
translation studies, parallel data are used with a view to identifying the source-text items/structures that 
have triggered the use of a given item/structure in the translations (in this case, the presence of a trigger 
term in the English source texts, such as unit, job, or team). The authors apply multivariate statistics 
(profile-based correspondence analysis and logistic regression analysis) to measure the effect of the 
three factors investigated on the variability of English loanword use. The logistic regression analysis 
reveals that the effect of register is so strong that it cancels out the effect of source language. Their study 
convincingly illustrates the need to adopt multifactorial research designs in corpus-based translation 
studies, as these make it possible to go beyond the monofactorial designs where, typically, only the 
“translation status” variable is considered (translated vs. non-translated).  

 

Representative corpora 

The Dutch Parallel Corpus (Macken et al., 2011) is a 10-million-word bidirectional Dutch-French and 
Dutch-English parallel corpus (Dutch being the central language). The DPC includes five text types: 
administrative texts (e.g. proceedings of parliamentary debates, minutes of meetings, and annual 
reports), instructive texts (e.g. manuals), literature (e.g. novels, essays, and biographies), journalistic 
texts (news reporting articles and comment articles) and texts for external communication purposes (e.g. 
press releases and scientific texts). The DPC also features rich metadata, such as publisher, translation 
direction, author or translator of the text, domain, keywords and intended audience. The corpus is fully 
aligned at sentence level and is lemmatized and part-of-speech tagged. Unlike many similar corpora, the 
DPC is available to the research community, thanks to its full copyright clearance.  

To date, Europarl (Koehn, 2005) is one of the few parallel corpora to have been used widely in both 
corpus-based contrastive/translation studies and natural language processing. It contains the proceedings 
(verbatim reports) of the European Parliament sessions in 21 languages. Its seventh version, released in 
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2012 by Koehn, includes data from 1996 to 201111 and amounts to 600+ million words. Europarl 
contains two types of European Parliament official reports, viz. written-up versions of spontaneous, 
impromptu speeches and edited versions of prepared (written-to-be-spoken) speeches. Europarl files 
contain some metadata tags, such as the speaker’s name and the language in which the speech was 
originally delivered12. The main problem, however, is that in part of the corpus, LANGUAGE tags are 
either missing or inconsistent across corpus files. To solve this problem, Cartoni & Meyer (2012) have 
homogenized LANGUAGE tags across all corpus files. Thanks to this approach, they have been able to 
extract directional Europarl subcorpora, i.e. subcorpora where the source and target languages are 
clearly identified (see <https://www.idiap.ch/dataset/europarl-direct>).  

 

12.3 Critical Assessment and Future Directions 

As shown above, anyone wishing to design and compile a directional parallel corpus faces a number of 
key issues, such as parallel text availability (especially in terms of text-type variety), access to source 
text-, translator- and translation task-related metadata, automatic sentence alignment, and linguistic 
annotation. Relying on existing parallel corpus resources poses its own challenges as well, as present-
day parallel corpora tend to be quite small and/or poorly meta-documented and typically cover relatively 
few text types. Notwithstanding these issues and challenges, parallel corpus research to date has yielded 
invaluable empirical insights into cross-linguistic contrasts and translation.          

There are many hopes and expectations for tomorrow’s parallel corpora. There are three ways in which 
headway can be made in the not too distant future. The first two are related to the design of new parallel 
corpora, while the third is concerned with a rapprochement between natural language processing and 
cross-linguistic studies.  

First, it is high time we started collecting richer metadata, notably in terms of SL/TL, source and target 
texts, translator, translation task, and editorial intervention. This will make it possible to adopt 
multifactorial research designs and use advanced quantitative methods in contrastive linguistics and 
translation studies much more systematically, thereby furthering our understanding of cross-linguistic 
contrasts and of the translation product in general.  

Second, whenever possible, we should go beyond the inclusion of translated novels, news, and 
international organizations’ legal and administrative texts, and strive for the inclusion of more genres 
and text types, especially those that are dominant in today’s translation market, to which corpus 
compilers have had limited access to date, for obvious reasons of confidentiality and/or copyright 
clearance. This also entails compiling corpora representing different translation modalities (e.g. 
audiovisual translation, interpreting) and translation methods, such as computer-aided translation and 
post-editing of machine-translated output, as translation from scratch is increasingly rarer today (one 

 
11 The practice of translating the European Parliament proceedings into all EU languages was ceased in the second 
half of 2011. The verbatim reports of the plenary sittings are still made available on the European Parliament 
website, but the written-up versions of the speeches are only published in the languages in which the speeches 
were delivered. 
12 In this respect, it is important to stress that English is increasingly used as a lingua franca at the European 
Parliament. In other words, some of the speeches originally delivered in English are in fact given by non-native 
speakers of English (the same holds, albeit to a lesser extent, for other languages, such as French). This is not a 
trivial issue, as recent research indicates that the use of English as a Lingua Franca can have a considerable impact 
on translators’ (and interpreters’) outputs (see Albl-Mikasa, 2017 for an overview of English as a Lingua Franca 
in translation and interpreting). 



16 
 

notable exception is literary translation). Including different versions of the same translation would also 
prove to be rewarding (e.g. draft, unedited, and edited versions of the translated text).  

Finally, we need to cross-fertilize insights from natural language processing and corpus-based cross-
linguistic studies. This “bridging the gap” can go both ways. On the one hand, cross-linguistic research 
should take full stock of recent advances in natural language processing, for tasks such as automatic 
alignment and multilingual annotation. Significant progress has been made in recent years in these areas, 
but parallel corpora, especially those compiled by research teams of corpus linguists, have not yet fully 
benefited from these new developments. At present, for instance, very few parallel corpora are 
syntactically parsed or semantically annotated. On the other hand, natural language processing 
researchers involved in parallel corpus compilation projects could try to document, whenever possible, 
meta-information that is of paramount importance to contrastive linguists and translation scholars, such 
as translation direction (from LX to LY, or vice versa) and directness (use of a pivot language or not). In 
turn, taking this meta-information into account may very well help significantly improve the overall 
performance of data-driven machine translation systems and other tools relying on data extracted from 
parallel corpora.  

Even though it is quite difficult to predict future developments with any certainty, especially in view of 
the fact that translation practices are changing dramatically (e.g. human post-editing of machine-
translated texts is increasingly common in the translation industry), it is safe to say that compiling and 
analyzing parallel corpora will prove to be an exciting and rewarding enterprise for many years to come.  

 

12.4 Tools and Resources 

Query tools 

Sketch Engine by Lexical Computing Ltd is undoubtedly the most powerful tool available to linguists, 
translation scholars, and lexicographers to analyze bilingual and multilingual parallel corpora. The 
Sketch Engine interface offers powerful functionality, such as bilingual Word Sketches and automatic 
bilingual terminology extraction. It contains several ready-to-use sentence-aligned, lemmatized, and 
POS-tagged parallel corpora, such as DGT-Translation Memory, Eur-Lex, Europarl7 and OPUS2. It is 
also possible to upload your own parallel corpora in various formats (including XML-based formats 
used in the translation industry, such as TMX Translation Memory eXchange and XLIFF XML 
Localization Interchange File Format), and exploit them in Sketch Engine. A free, simpler version of 
the tool, NoSketchEngine, is freely available to the research community 
(<https://nlp.fi.muni.cz/trac/noske>).  

There are also a number of multilingual parallel concordancers specifically designed for the extraction 
of data from parallel corpora, such as: 

 Anthony’s AntPConc (available from: <http://www.laurenceanthony.net/software/antpconc/>), 
a freely available parallel corpus analysis toolkit for concordancing and text analysis using line-
break aligned, UTF-8 encoded text files 

 Barlow’s ParaConc (<http://www.athel.com/para.html>), a multilingual concordancer with the 
following functionality: semi-automatic alignment of parallel texts, parallel searches, automatic 
identification of translation candidates (called Hot Words) and collocate extraction   

Resources 
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 OPUS project (Tiedemann, 2012 & 2016), a large collection of freely available parallel corpora: 
its current version covers 200 languages and language variants and contains over 28 billion 
tokens, and the collection is constantly growing, in terms of both coverage and size. Compared 
with other non-directional parallel corpora, OPUS has two major advantages: (i) rather than 
being restricted to administrative and legal texts (mainly EU and UN), it covers a relatively wide 
range of other genres and text types, such as user-contributed movie and TV show subtitles, 
software localization, and multilingual wikis; (ii) a number of poorly-resourced and non-EU 
language pairs are well represented (albeit often through an indirect translation relationship; e.g. 
in the LX-LY language pair, the two languages LX and LY are both translations from the source 
language LZ). <http://opus.nlpl.eu/> 

 ParaCrawl (Web-Scale Parallel Corpora for Official European Languages): parallel corpora for 
various languages paired with English, created by crawling  websites.  
<https://paracrawl.eu/index.html> 

 CLARIN’s Key Resource Families – parallel corpora (Fišer et al., 2018): many parallel corpora 
can be downloaded from the CLARIN webpage. <https://www.clarin.eu/resource-
families/parallel-corpora>  

Surveys of available parallel corpora 

A large number of parallel corpora have been mentioned or discussed in this chapter, but it was outside 
the scope of the present overview to list all available parallel corpora. As a matter of fact, there is as yet 
no up-to-date digital database documenting all existing parallel corpora (be they bilingual or 
multilingual, directional or non-directional, developed for cross-linguistic research and/or natural 
language processing). However, there are some promising initiatives in this direction, such as Mikhailov 
& Cooper’s (2016) survey, the “Universal Catalogue” of the European Language Resources Association 
(ELRA) (<http://www.elra.info/en/catalogues/universal-catalogue/>), CLARIN’s overview of parallel 
corpora (<https://www.clarin.eu/resource-families/parallel-corpora>), and the TransBank project 
(<https://transbank.info/>).  

12.5 References for Further Reading 

Johansson, Stig. 2007. Seeing through Multilingual Corpora. On the use of corpora in contrastive 
studies. Amsterdam/Philadelphia: John Benjamins.  

Johansson’s monograph is a must-read for anyone interested in corpus-based contrastive linguistics. The 
book provides a highly readable introduction to corpus design and use in contrastive linguistics. It also 
offers a range of exemplary case studies contrasting lexis, syntax, and discourse on the basis of parallel 
corpus data.  

Mikhailov, Mikhail, and Robert Cooper. 2016. Corpus Linguistics for Translation and Contrastive 
Studies. A guide for research. London/New York: Routledge. 

In this accessible guide for research, Mikhailov & Cooper provide detailed information on parallel 
corpus compilation and describe a wide range of search procedures that are commonly used in corpus-
based contrastive and translation studies. The book also offers a useful survey of some of the available 
parallel corpora.  

Zanettin, Federico. (2012). Translation-Driven Corpora. Corpus Resources for Descriptive and Applied 
Translation Studies. London/New York: Routledge.  
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Zanettin’s coursebook is a practical introduction to descriptive and applied corpus-based translation 
studies. In addition to providing clear background information on the study of translation features in the 
field, it offers a wealth of useful information on translation-driven (including parallel) corpus design, 
encoding, annotation, and analysis. Each chapter is enriched with insightful case studies and hands-on 
tasks. 
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