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Abstract

While the limitation of the entrainment ratio in supersonic ejectors is a well-known
phenomenon, there is still a need to gain insight on the choking phenomena at play
in on-design operation. In state-of-the-art simplified models of supersonic ejectors,
the secondary stream is assumed to reach sonic velocity in a hypothetical throat
(Fabri-choking). However, an alternative explanation of the entrainment limitation
known as the compound-choking theory states that a nozzle flow with two streams
at different stagnation pressures may be choked with a subsonic stream if the other
one is supersonic. In this paper, the compound-choking is highlighted in a supersonic
ejector through a thorough analysis of numerical simulations validated against exper-
imental data. In addition, comprehensive experimental data of supersonic ejectors
are used to assess the performance of the compound-choking theory to predict the
entrainment ratio in the on-design regime in various configurations. Most predic-
tions are in the ±10% range when compared to the experimental data. Compared to
state-of-the-art 1D models relying on the Fabri-choking assumption, the compound-
choking theory is shown to generally perform better regarding the prediction of the
on-design entrainment ratio. This study suggests that the compound-choking theory
is well suited to model the choking process in supersonic ejectors.
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NOMENCLATURE

A Cross-sectional area [m2]
Am Cross-sectional area of the mixing duct [m2]
At Cross-sectional area of the throat of the primary nozzle [m2]
ER Entrainment ratio [-]
H1 Height of the exit of the primary nozzle [m]
Hm Height of the mixing duct [m]
Ht Height of the throat of the primary nozzle [m]
M Mach number [-]
Meq Equivalent Mach number [-]
ṁ Mass flow rate [kg/s]
p Static pressure [bar]
p∗ Static pressure at sonic conditions [bar]
p∗eq Static pressure at compound-sonic conditions [bar]
R Specific gas constant [J/K/kg]
T Static temperature [K]
u Velocity vector field [m/s]
x Horizontal coordinate [m]
y Vertical coordinate [m]
z Span-wise coordinate [m]

Special characters
β Compound-flow indicator [m2]
γ Specific heat ratio [-]
µ Dynamic viscosity [Ns/m2]
ρ Density [kg/m3]
ω Specific turbulence dissipation rate [1/s]

Subscripts
ref Reference conditions
0 Reservoir conditions
1 Value associated to the primary stream
2 Value associated to the secondary stream
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1. Introduction

The fundamental role of a supersonic ejector consists in the compression of a
secondary (or entrained) fluid stream at a low stagnation pressure through exergy
exchanges with a primary (or motive) stream at a higher stagnation pressure. One of
the main advantages of the ejector lies in its geometrical simplicity (and the resulting
reliability), as it simply consists in a primary nozzle whose exit section is placed at
the entry of a secondary nozzle (see Fig. 1). In general, the external nozzle has an
elongated throat called the mixing duct (or mixing chamber), and the exit of the
primary nozzle lies in the converging part of the secondary nozzle.

mixing duct di↵userprimary nozzle

p(xb)
ṁ1

ṁ2

p01

p02

Figure 1: Typical layout of a supersonic ejector.

As reported in Zegenhagen and Ziegler (2015), the geometrical simplicity of a
supersonic ejector contrasts with the complex flow phenomena occurring within it,
such as choking, turbulent mixing and shock-wave boundary layer interactions to
name but a few (Fabri and Siestrunck (1958), Sriveerakul et al. (2007b), Rao and
Jagadeesh (2014), Lamberts et al. (2018)). Among all of these flow features, the
choking of the flow is of primary importance as it limits the performance of the
supersonic ejector (Chou et al. (2001)). Indeed, for fixed reservoir conditions, the
entrainment ratio, defined as ER = ṁ2/ṁ1, reaches a plateau once the back-pressure,
p(xb) in Fig. 1, falls below a critical value. Below this critical back-pressure, the
flow is choked within the ejector and the latter is said to operate in on-design (or
critical) conditions. The term ‘double-choking’ may also be found in the literature
to designate this mode of operation (Zegenhagen and Ziegler (2015), Croquer et al.
(2016c)).

While in rare instances the secondary stream is assumed to choke geometrically
(Galanis and Sorin (2016), Ameur et al. (2016)), the generally accepted theory for the
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choking process in supersonic ejectors is based on the early contribution of Fabri and
Siestrunck (1958) (Chunnanond and Aphornratana (2004a), Besagni et al. (2016)).
Based on wall pressure measurements and flow visualizations in a rectangular ejector,
they postulated that the secondary stream reaches sonic velocities a certain distance
downstream of the exit of the primary nozzle, in a sort of aerodynamic throat caused
by the pinching of the secondary stream between the primary jet and the ejector wall
(Fabri and Siestrunck (1958)). In the literature, this sonic section in the secondary
stream is also termed the critical section (del Valle et al. (2012)), the effective area
(Munday and Bagster (1977), Chunnanond and Aphornratana (2004b), Chou et al.
(2001)) or the hypothetical throat (Huang et al. (1999), He et al. (2009), Kong and
Kim (2015)). Even though Fabri and Siestrunck (1958) identified this phenomenology
of choking as the supersonic flow pattern, it is simply designated by the term Fabri-
choking in the present document, in accordance with other works in the literature
(Addy et al. (1981), Lear et al. (2000), Lamberts et al. (2018)).

At about the same time as Fabri and Siestrunck (1958), another theory emerged
in the propulsion field for the explanation of the entrainment limitation in supersonic
ejectors. Based on a wave velocity argument, Pearson et al. (1958) derived a choked
flow condition in the case of two perfect gases with different stagnation pressures
flowing through a cylindrical ejector. The obtained condition is such that the flow
with the greater total pressure is supersonic while the other is subsonic. An equivalent
result has been subsequently reported in Hoge and Segars (1965). In both studies,
the measurement of the static pressure at the wall is used to corroborate the fact
that the secondary stream remains subsonic as the pressure drop that it experiences
is not sufficient for the gas to reach sonic velocities. A few years later, based on
the same assumptions as Pearson et al. (1958), Bernstein et al. (1967) developed
what they called a one-dimensional compound-compressible nozzle flow theory for
analyzing the behavior of one or more gas streams flowing through a single nozzle.
The general conclusions of Bernstein et al. (1967) were consistent with the results
of Pearson et al. (1958). Note that Bernstein et al. (1967) introduced the term
compound-choking which is adopted in this study to designate the choking theory
presented in their work.

Even though references to the works of Pearson et al. (1958) or Bernstein et al.
(1967) are reported in some articles of the following decade related to ejectors (Hedges
and Hill (1974), Kurtz (1976)), the authors of the present article hardly found recent
studies referring to the compound-choking theory. Indeed, for an unknown reason,
the Fabri-choking model is used as the foundation of almost all state-of-the-art sim-
plified models of supersonic ejectors (Huang et al. (1999), Zhu et al. (2007), del
Valle et al. (2012), Chen et al. (2013), Zegenhagen and Ziegler (2015), Ma et al.
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(2017), Chen et al. (2017)). An in-depth analysis of these models shows that they
still have difficulty in predicting the entrainment ratio for on-design operating condi-
tions. Even when real gas effects are taken into account, the average deviation is close
to 8% in Zegenhagen and Ziegler (2015), even by using a fitting coefficient, whereas
del Valle et al. (2012), who used a perturbation procedure to model 2D features, re-
ported a maximum error of 17%. The same observation can be made in Chen et al.
(2017). Hence, despite the considerable effort put over the last decades to model
and analyze the flow in supersonic ejectors, there is still a lack of understanding of
the choking process in such devices (He et al. (2009), Ruangtrakoon et al. (2013),
Mazzelli et al. (2015), Besagni et al. (2016)). This difficulty partially explains why
there is no generally accepted methodology for the design of ejectors (Galanis and
Sorin (2016)).

The current limitations of 1D models and the development of computational
power has lead many research groups to use Computational Fluid Dynamics (CFD)
to predict the ejector performance under varying operating conditions and/or geome-
tries (Sriveerakul et al. (2007a), Hemidi et al. (2009a), Varga et al. (2009)). Although
the analysis of the numerical results at the local scale could serve the improvement of
simplified models, these two approaches have barely been compared (Croquer et al.
(2016c), Lamberts et al. (2018)). More interestingly, when focusing on the choking
phenomenology, the Fabri-choking has been observed in one study only (Lamberts
et al. (2018)). Indeed, in many works where the iso-contour of Mach number unity
is shown for on-design operating conditions, the latter is found to progressively ex-
pand from the exit of the primary nozzle towards the wall, with no apparent ‘sonic
section’ in the core of the secondary stream (Hemidi et al. (2009b), Ji et al. (2010),
Ruangtrakoon et al. (2013), Mazzelli and Milazzo (2015), Croquer et al. (2016b),
Croquer et al. (2016c)). Hence, based on numerous numerical simulations of the flow
in supersonic ejectors, it appears that the choking process does not necessarily cor-
responds to the Fabri-choking phenomenology. This issue has never been addressed
in the literature.

In the present work, it is shown that the compound-choking theory of Bernstein
et al. (1967) yields an explanation for both the absence of a sonic section in most
numerical results and the difficulties of state-of-the-art 1D models to predict the
on-design entrainment ratio. First, the flow within a rectangular supersonic ejector
is simulated through a well validated CFD model (Lamberts et al. (2018)). The
numerical results are thoroughly post-processed in order to highlight the choking
process at play in on-design operation. For the present ejector geometry and operat-
ing conditions, the secondary stream remains subsonic for some on-design operating
conditions and the choking phenomenology is properly described by the compound-
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choking theory. Secondly, based on the experimental data of Huang et al. (1999)
which often serve as a benchmark for simplified models, the compound-choking the-
ory in its simplest form is shown to generally perform better than more sophisticated
1D models regarding the prediction of the entrainment ratio in on-design conditions.

This article is structured as follows: the fundamentals of the compound-choking
theory are briefly exposed in Section 2, as well as the description of the numerical
setup including its experimental validation. Section 3 is split into two parts: the
post-processing of the numerical results for the investigation of the choking process
for fixed reservoir conditions is proposed in Section 3.1, whereas Section 3.2 is ded-
icated to the application of the compound-choking theory to predict the on-design
entrainment ratio of published experimental ejector configurations, as well as a com-
parison with state-of-the-art 1D models. The main conclusions and perspectives of
the present investigation are summarized at the end of the paper.

2. Material and methods

2.1. Compound-choking theory

2.1.1. Assumptions

The compound-choking theory has been derived in Bernstein et al. (1967) from
the concept of a one-dimensional compound-compressible nozzle flow, illustrated in
Fig. 2. This theory is based on the following assumptions:

1. the flow in each stream is one-dimensional, steady and isentropic;

2. the static pressure can vary only along the nozzle, implying that it cannot
change from stream-to-stream across the nozzle;

3. each fluid is a perfect gas with constant thermodynamic properties.

Note that mixing and real gas effects are thus ignored in the compound-choking the-
ory of Bernstein et al. (1967). Although less explicitly stated, the pioneering contri-
bution of Pearson et al. (1958) essentially relied on the aforementioned assumptions.
In what follows, in addition to these assumptions, all the streams are assumed to have
identical thermodynamic properties, namely equal specific heat ratios and specific
gas constants, noted γ and R, respectively. As a consequence, in the present study,
the streams differ from each other only with regard to their reservoir conditions. The
general case of perfect gases with different thermodynamic properties is presented in
Bernstein et al. (1967).
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êx

Figure 2: Schematic drawing of the compound-compressible nozzle flow (adapted from Bernstein
et al. (1967)).

2.1.2. Compound-choking condition

By deriving the velocity of a so-called compound wave, Bernstein et al. (1967)
arrived at the conclusion that the compound-flow indicator, β(x), defined as

β(x) =
n∑
i=1

Ai(x)

γ

(
1

M2
i (x)

− 1

)
, (1)

is the key indicator to determine the compound-flow regime, i.e. the nature of the
flow. In Eq. (1), Ai(x) and Mi(x) represent the local flow area and the local Mach
number of the ith stream, respectively. More precisely, it is shown in Bernstein
et al. (1967) that the velocity in the upstream direction of a compound wave must
always have the same sign as the compound flow indicator, β. Hence, β > 0, β = 0
and β < 0 corresponds to the so-called compound-subsonic, compound-sonic and
compound-supersonic regime, respectively. Actually, the compound-choking theory
of Bernstein et al. (1967) considers an aerodynamic-based choking just as Fabri and
Siestrunck (1958), but based on another criterion for the blockage of the pressure
waves. While the focus is put on the secondary stream only in the Fabri-choking
theory, the compound-choking theory takes both streams under consideration to
analyse the choking process, as the combination of the two streams may behave like
a sonic stream (Hoge and Segars (1965)).
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In addition, Bernstein et al. (1967) also demonstrated that the compound-choking
of the flow can only occur at the nozzle minimum area, i.e. at the location where
A(x) is minimum and equal to Athroat, for it is there only that β can equal zero. The
interested reader is referred to the original publication for more details in deriving
these results.

A closer inspection of Eq. (1) leads to the conclusion that, when a compound
flow is choked (β = 0), the individual stream Mach numbers at the throat will
not necessarily be equal to one (Bernstein et al. (1967)). More importantly, for
flows involving two streams at different stagnation pressures, one stream must be
supersonic, yielding 1/M2

i < 1 in Eq. (1), while the other must be subsonic, i.e.
1/M2

i > 1, to have β = 0. As the static pressure is assumed to be the same in both
streams, the supersonic stream will correspond to the fluid with the greater total
pressure.

As proposed in Hedges and Hill (1974), when all the streams have the same
thermodynamic properties, it is convenient to define an equivalent Mach number,
Meq(x), such that

Meq(x) =

(
γ
β(x)

A(x)
+ 1

)−1/2

, (2)

where A is the local total flow area (see Fig. 2). This equivalent Mach number offers
the advantage of being analogous with the Mach number in single-stream flows with
regard to its interpretation. Indeed, Meq will be unity for compound-sonic flow
(β = 0), less than unity for compound-subsonic flow (β > 0) and greater than unity
for compound-supersonic flow (β < 0) (Hedges and Hill (1974)).

2.1.3. Computational procedure for two-stream compound-compressible nozzle flows

Another achievement of the work of Bernstein et al. (1967) consists in proposing
a computational procedure in the case of two-stream convergent-divergent nozzles.
First, under the assumptions reported in Section 2.1.1, the mass flow rate of the ith
stream may be written as a function of the local pressure p(x) and the local flow
area Ai(x) only

ṁi =
Ai(x)p0i√

T0i

(
p(x)

p0i

) 1
γ

√√√√ 2

R

(
γ

γ − 1

)[
1−

(
p(x)

p0i

) γ−1
γ

]
(i = 1, 2). (3)

The derivation of this equality may be found in classical textbooks like Shapiro (1953)
or Zucker and Biblarz (2002). Hence, the geometrical compatibility condition, i.e.
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A1(x) + A2(x) = A(x), may be written at any point in the nozzle as1

ṁ2

ṁ1

√
T02
T01

=

A(x)

A∗
1

[(
2

γ − 1

)(
γ + 1

2

) γ+1
γ−1

]1/2
−
(
p01
p(x)

)1/γ
[

1−
(
p(x)

p01

) γ−1
γ

]−1/2


×

[
1−

(
p(x)

p02

) γ−1
γ

]1/2(
p02
p01

)(
p(x)

p02

)1/γ

, (4)

where

A∗
1 =

ṁ1

√
T01

p01

√
R

γ

(
γ + 1

2

) γ+1
γ−1

. (5)

Under choked flow conditions, a second equation arises from the fact that β,
defined in Eq. (1), must fall to zero at the nozzle geometric throat (compound-sonic
condition). By using the relation between the Mach number and the ratio of total
to static pressures of the ith stream for an isentropic flow, i.e.

Mi(x)2 =
2

γ − 1

[(
p0i
p(x)

) γ−1
γ

− 1

]
(i = 1, 2), (6)

the condition β = 0 may be rewritten as

ṁ2

ṁ1

√
T02
T01

=

(
p02
p01

) γ−1
γ

{
γ−1
2

[(
p∗eq
p01

) 1−γ
γ − 1

]−1

− 1

}[
1−

(
p∗eq
p02

) γ−1
γ

]1/2
{

1− γ−1
2

[(
p∗eq
p02

) 1−γ
γ − 1

]−1
}[

1−
(
p∗eq
p01

) γ−1
γ

]1/2 , (7)

where p∗eq represents the static pressure corresponding to the compound-sonic regime

(β = 0). The following dimensionless ratios ṁ2

√
T02/ṁ1

√
T01, p02/p01, Athroat/A

∗
1

and p∗eq/p02 are thus the fundamental dimensionless quantities in the compound-
choking theory. As explained in Bernstein et al. (1967), if two of these ratios are
known, solving Eqs. 4 and 7 will provide the value of the two others under choked
flow conditions, for any value of γ.

1Please note that the minus sign in the ‘-1/2’ exponent of the first line in Eq. (4) is missing in
the original paper of Bernstein et al. (1967), which is probably a mere oversight.
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2.1.4. Prediction of the entrainment ratio in supersonic ejectors with the compound-
choking theory

By identifying the flow in supersonic ejectors as a two-stream compound com-
pressible nozzle flow, the computational procedure described above may be used to
predict the on-design entrainment ratio for known reservoir conditions and a given
geometrical configuration. Indeed, if the flow is assumed to be isentropic in the pri-
mary nozzle, A∗

1 will be equal to the area of the throat of the primary nozzle, At.
In addition, the cross-section of the mixing duct of a supersonic ejector, Am, may
be identified as the geometrical throat of the compound-compressible nozzle flow
considered in Bernstein et al. (1967). Hence, for specified Am/At, p02/p01, T02/T01
and γ, the simultaneous resolution of Eqs. 4 and 7 provides a certain entrainment
ratio for choked conditions according to the compound-choking theory. The value of
p∗eq/p02 is the second output of the procedure.

2.2. Numerical method

The numerical method of the present CFD calculations has been thoroughly
documented in Lamberts et al. (2017). For the sake of brevity, only the principal
features of the numerical modelling are presented below.

2.2.1. Flow solver

The numerical simulations shown here have been performed with OpenFOAM,
which is an open-source software for CFD (Weller et al. (1998)). It uses a Finite
Volume method and may be applied both on structured or unstructured grids. The
numerical results have been obtained with an unsteady density-based compressible
flow solver relying on central-upwind schemes of Kurganov et al. (2001), described
in details in Greenshields et al. (2010) and named rhoCentralFoam. It solves the
compressible Reynolds-Averaged Navier-Stokes (RANS) equations with common ap-
proximations (Lamberts et al. (2017)).

For the present numerical results, the effects of turbulence are accounted for using
the wall-resolved k-ω-SST turbulence model with a turbulent Prandtl number, Prt,
set to 0.9 (Wilcox (2006)). This model has been found to yield the best agreement
with the experimental measurements concerning both global and local flow quantities
in many studies (Bartosiewicz et al. (2003), del Valle et al. (2015), Mazzelli et al.
(2015), Croquer et al. (2016a), Besagni and Inzoli (2017)).

As mentioned above, the solver serving for the CFD calculations is not a steady-
state solver. In the present study, the criterion that is used to assess the convergence
of each simulation is the relative difference between the mass flow rates at the inlet
and at the outlet of the computational domain. Once the latter is stabilized between
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± 0.05%, the solver is assumed to have reached the steady-state solution. The value
of the CFL number is set to 0.5 for all operating conditions. Finally, the working
fluid is assumed to be a perfect gas with R = 287.058 [J/(kg.K)] and γ = 1.4.

2.2.2. Ejector geometry

The ejector used in the present work has a rectangular cross section to avoid
optical distortion with front and back surfaces made of Plexiglas windows. The
primary nozzle has a converging-diverging geometry (see Fig. 3). At the throat of
the primary nozzle, the aspect ratio of the cross-section is close to 8, whereas the
nozzle exit is characterized by an aspect ratio slightly higher than 6. The aspect ratio
of the cross-section of the mixing duct is approximately equal to 1.8 and diminishes
towards the exit of the diffuser where it is close to 0.4. The mixing duct is 280.6
[mm] long and the aperture angle of the diffuser is 8 degrees.

B

B

422.01 280.6 738.38

13
.53

9.28

15
°

10
°

12.72

6.21°

2.99
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18.58

R3
8R38

1441

220.66

R38

24
.4

91.44

16
.9

4.69°

9.28

Figure 3: Dimensioned drawing of the ejector used for the experimental investigations and modeled
in the numerical simulations. Only one quarter of the entire geometry is shown. All dimensions are
in mm.

2.2.3. Computational domain

The rectangular ejector is modelled as a two-dimensional geometry. Due to the
relatively small aspect ratio of the diffuser, 3D effects may be important in the
off-design regime, but the errors for the prediction of the entrainment ratio are com-
parable for on-design operating conditions (Mazzelli et al. (2015)). As the focus of
this study is put on the choking phenomenology, the analysis is logically restricted
to on-design cases, making 2D simulations sufficient for the purpose of the present
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investigation. It should be noted that the flow is also modelled as symmetrical with
respect to the ejector centerline, which allows the simulation to be performed for
only half of the ejector.

The mesh used for the present numerical simulations has been generated via
GMSH (Geuzaine and Remacle (2009)). It is primarily comprised of rectangular cells
yielding a mainly structured grid, apart from the zone extending from the primary
nozzle exit up to the first quarter of the mixing duct (see Fig. 4). Even though the
cells used in this unstructured part of the mesh are irregular quadrilaterals, they have
angles of almost 90 degrees in order to preserve the orthogonal quality of the mesh.
In addition, in this region, the refinement is more important and the aspect ratio of
the cells is close to unity in order to correctly capture the supersonic structures at
the exit of the primary nozzle. The mesh is also refined in the vertical direction in
order to ensure that the centre of the cell adjacent to the wall is always at y+ ' 1.
In the unstructured zone, a structured layer is used close to the wall to conserve the
near-wall refinement all along the ejector (see Fig. 4). In the entire domain, changes
in cell volume between adjacent cells are kept relatively low. In total, the mesh is
composed of approximately 350,000 cells. For all the results referring to the ejector
geometry, note that the origin is fixed on the ejector centerline, at the entry of the
mixing duct.

Figure 4: Grid structure of the computational domain for the numerical simulations.

The independence of the numerical results from the computational grid is checked
in Fig. 5 by comparing the profile of the Mach number on the axis of the ejector
obtained with the mesh described above, referred to as normal in Fig. 5, and a
finer mesh. The latter was obtained by further refining the normal mesh in the axial
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direction, yielding a grid of approximately 535,000 cells. As may be seen in Fig. 5, the
differences between both simulations are negligible. With regard to the entrainment
ratio, the relative gap between both calculations is in the order of 0.01%. Hence, the
numerical simulations analyzed in this paper have been carried out on the normal
mesh which is fully appropriate.

x/Hm

0 10 20 30 40 50 60 70

M

0

0.5

1

1.5

2

2.5
mixing duct diffuser

normal mesh

finer mesh

Figure 5: Mach Number profile along the axis of the ejector for grid independence verification -
p02/p01 = 0.195 - p(xb)/p01 = 0.240.

2.2.4. Boundary conditions

Walls are all assumed adiabatic. The boundary conditions at both inlets and at
the outlet are based on experimental measurements. At both inlets, the pressure
and the temperature are specified as stagnation conditions. As mentioned in the
introduction, the stagnation conditions of the primary and the secondary streams are
indicated with the subscripts 01 and 02, respectively. While the total temperature is
approximately the same for both streams and close to the ambient temperature, their
stagnation pressures are logically different. In the present study, the selected value
of p01 is 5.00 [bar], whereas the stagnation pressure of the secondary stream is almost
equal to the atmoshperic pressure since it is directly taken from the atmosphere in
the experiment. Although small variations of the secondary stagnation pressure were
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observed in the experiment when changing the back-pressure in the off-design regime
(Mazzelli et al. (2015), Lamberts et al. (2018)), all the numerical results presented
here have been obtained with the same secondary stagnation pressure, whose value
corresponds to the experimental measurement in on-design operation, i.e. p02 = 0.974
[bar]. This assumption has little effect on the results (Mazzelli et al. (2015)) and
allows to highlight the sole impact of the back-pressure on the choking process.

At both inlets, the value of the turbulence intensity (5%) and a specific mixing
length are imposed as boundary conditions for the turbulent quantities k and ω,
respectively. For more information regarding these conditions, the reader is referred
to Lamberts et al. (2017).

As the flow is subsonic at the outlet, the sole variable that is specified is the
static pressure, p(xb). It should be noted that this boundary condition is actually
the only difference between all the numerical simulations presented in Section 3.1.
The boundary conditions of the different cases are summarized in Table 1.

Case p01 [bar] p02 [bar] p(xb) [bar]
A

5.00 0.974

1.20
B 1.60
C 1.70
D 1.80
E 1.85
F 1.90
G 1.95
H 2.00

Table 1: Boundary conditions used in the numerical simulations.

2.2.5. Verification and validation of the numerical method

It is common to validate the CFD model on the basis of one or several char-
acteristic curves (Sriveerakul et al. (2007a), Mazzelli et al. (2015), Croquer et al.
(2016a)). Here, the numerical results are validated with experimental data reported
in Mazzelli et al. (2015) and the comparison is shown in Fig. 6. As observed in this
figure, the entrainment ratio predicted by CFD seems to be in fairly good agree-
ment with experimental data in the on-design regime. Nevertheless, the value of
the critical back pressure seems to be overestimated by the numerical simulations,
thereby resulting in some discrepancies in off-design conditions. As mentioned in
Section 2.2.3, 3D simulations yield better agreement with the experimental data in
the off-design regime (Mazzelli et al. (2015)).
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For the ejector geometry and reservoir conditions considered here, the entrain-
ment ratio predicted by the compound-choking theory for on-design operation (with
the method described in Section 2.1.4) is 52.81%. Actually, it is almost equal to the
value obtained with the CFD model (53.07%). This provides a first argument sup-
porting the suitability of the compound-choking theory to model the choking process
at play here.
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Figure 6: Comparison of the experimental characteristic curve of the ejector with numerical results
- p02/p01 = 0.195.

As the focus is put on local flow phenomena, the numerical results are also val-
idated with experimental data at the local scale. More precisely, the shock reflec-
tion pattern at the exit of the primary nozzle has been visualized through schlieren
techniques and compared to a numerical pseudo-schlieren. As this study aims at
investigating the choking process, the flow structure within the ejector has been val-
idated in the on-design regime (case A in Fig. 6), in which case the flow is relatively
stable. The validation in the off-design regime is less straightforward because of flow
instabilities and is beyond the scope of the present paper.

Figure 7 shows the comparison between the experimental schlieren image and the
numerical pseudo-schlieren, which was generated by computing the vertical gradient
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of the density field to be consistent with the horizontal orientation of the knife-
edge in the experiment. Note that a no-flow picture has been substracted from the
raw image obtained in the presence of the flow in order to reduce the impact of
the inhomogeneities in the plexiglas. As shown in Fig. 7, the agreement between
the numerical results and the experimental schlieren image is very good, thereby
giving more credit to the numerical simulations for capturing local flow phenomena.
For the present ejector geometry and operating conditions, the expansion waves
emanating from the lip of the primary nozzle in Fig. 7 indicate that the motive flow
is underexpanded at the nozzle exit plane.

Figure 7: Vertical gradient of the density field: comparison of the experimental (top half) and the
numerical (bottom half) schlieren images - p(xb)/p01 = 0.240 (case A).

3. Results and discussion

3.1. Numerical evidence of the compound-choking

3.1.1. Sonic line and dividing streamline

In order to highlight the choking process, the analysis of the numerical results
is based on the method proposed in Lamberts et al. (2018). It essentially consists
in bringing out the region of the ejector where the secondary stream reaches sonic
velocities by constructing two fundamental lines in the ejector: the sonic line and
the dividing streamline. The interpretation of both lines is shown in Fig. 8. The sonic
line, defined as the iso-contour of Mach number unity, allows to make a distinction
between the subsonic and the supersonic regions of the flow (Bartosiewicz et al.
(2005), Hemidi et al. (2009b)), whereas the dividing streamline aims at separating
the primary and the secondary streams. This line is defined in Lamberts et al. (2017)
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as the streamline constructed from the velocity vector field and passing through the
point located just above the tip of the primary nozzle. For 2D flows, this streamline
actually represents the surface of a stream tube surrounding the primary stream.
Since, by construction, there is no average mass flux passing through the surface of
a stream tube, the dividing streamline may be interpreted as a virtual separation
between the primary and the secondary streams all along the ejector (Lamberts et al.
(2017)).

dividing streamline sonic line
ṁ1

ṁ2/2

ṁ2/2

subsonic flowsupersonic flow

A2(x)/2

A2(x)/2

A1(x)

Figure 8: Interpretation of the sonic line and the dividing streamline.

Figure 9 shows the sonic line and the dividing streamline for different values of the
back-pressure. The reader is reminded that all these results have been performed
with the same reservoir conditions (cfr. Section 2.2.4). For improved readability,
the ejector is depicted with a twofold stretching in the vertical direction in Fig. 9.
As may be observed in this figure, for on-design operating conditions, there is no
sudden transition from subsonic to supersonic velocities in the the secondary stream
as the sonic line does not abruptly penetrate it. For cases A and B, the sonic
line progressively deviates from the dividing streamline starting from the exit of
the primary nozzle and gets very close to the wall near the entry of the diffuser.
Hence, for these cases, the secondary stream gradually reaches supersonic velocities
by being accelerated through the shear layer. For case E, the ejector operates in the
off-design regime and the main portion of the secondary stream logically does not
reach supersonic velocities (see Fig. 9(e)).
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(a) p(xb)/p01 = 0.240 (case A) - on-design

(b) p(xb)/p01 = 0.320 (case B) - on-design

(c) p(xb)/p01 = 0.340 (case C) - on-design

(d) p(xb)/p01 = 0.360 (case D) - on-design

(e) p(xb)/p01 = 0.370 (case E) - off-design

Figure 9: Sonic line (in green) and dividing streamline (in red) in the ejector for different values of
the back pressure. The supersonic region is coloured in grey. The reservoir conditions are reported
in Section 2.2.4.
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More interestingly, for cases C and D, a significant part of the secondary stream
remains subsonic within the entire ejector, even though these operating conditions
lie in the on-design regime as indicated by the characteristic curve shown in Fig. 6.
The following analysis will give more insights into the choking process at play.

3.1.2. Wall static pressure

The profile of the static pressure at the wall between the nozzle exit plane and
the end of the mixing duct is shown in Fig. 10, for the five values of the back-pressure
considered above. The significant drop in the static pressure between the nozzle exit
and the entry of the mixing duct reflects the contraction and the related acceleration
of the secondary stream due to the expansion of the primary stream. Nevertheless,
apart from case A, the static pressure does not fall low enough for the secondary
stream to reach sonic velocities, at least through an isentropic process. Indeed,
the static pressure corresponding to sonic conditions in a 1D isentropic nozzle flow,
generally named the critical pressure and noted p∗ (to not be confused with the
critical back-pressure), is simply given by imposing M2 = 1 in Eq. (6), which yields

p∗

p02
=

(
1 +

(γ − 1)

2

)− γ
(γ−1)

. (8)

This expression takes a value close to 0.528 for γ = 1.4 and is highlighted by a dashed
horizontal line in Fig. 10. In contrast, for all the on-design cases, the pressure drop
experienced by the secondary stream is consistent with the compound-choking theory
as pwall reaches the theoretical value corresponding to the compound-sonic regime, i.e.
p∗eq calculated through the procedure described in Section 2.1.4 (see the dash-dotted
horizontal line in Fig. 10).

It clearly appears in Fig. 10 that the flow in the ejector is identical up to a
certain axial location for the four on-design configurations (cases A-D), although not
easily detected in Fig. 9. Indeed, the four curves corresponding to the cases A-D are
actually superimposed upstream of the mixing duct entry, and start deviating from
each other at different positions downstream in the mixing duct. This is consistent
with the fact that the flow is choked for these cases. For case D, which corresponds
to a back-pressure near the critical value, the pressure profile starts deviating from
the three other curves shortly after the entry of the mixing duct. Results shown
in Fig. 10 thus imply that the choking process, i.e. the blockage of the secondary
mass flow rate, takes place in the vicinity of the entry of the mixing duct, where the
secondary stream is almost entirely subsonic (see Fig. 9 (a) to (d)). Hence, in the
present situation, the sonic line is not a good criterion to assess if the flow is choked
within the ejector.
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Figure 10: Static pressure profile for different values of the back-pressure (the mixing duct extends
from x/Hm = 0 to x/Hm ' 20.75).

These observations are consistent with the compound-choking theory which states
that the flow may be choked with a subsonic secondary stream if the primary stream
is supersonic. To further confirm that the choking phenomenology is well described
by this theory, an equivalent Mach number is calculated all along the ejector by
post-processing the numerical results in the next section.

3.1.3. Equivalent Mach number

The equivalent Mach number is obtained through Eq. (2) by post-processing the
numerical results. For the calculation of β(x), Eq. (1) is used, where the local Mach
number of the ith stream is computed according to the definition of Lamberts et al.
(2018)

Mi(x) =
Ui(x)√
γRTi(x)

(i = 1, 2), (9)

with Ui(x) a mean velocity

Ui(x) =
ṁi∫∫

Ai(x)

ρ ds

(i = 1, 2), (10)
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and Ti(x) a mean temperature

Ti(x) =
1

Ai(x)

∫∫
Ai(x)

T̂ ds (i = 1, 2). (11)

In these equations, Ai(x) represents the cross-section of the ith stream, delimited by
the dividing streamline (see Fig. 8).

The profile of Meq(x) is shown in Fig. 11 for the five cases considered above, from
the exit of the primary nozzle to the entry of the diffuser. For all the on-design
cases (cases A-D), the equivalent Mach number reaches unity. In addition, the first
location where Meq = 1 consistently lies close to the entry of the mixing duct, in
the region of the flow that is common to the four cases. In contrast, the equivalent
Mach number remains lower than one for the case E which is off-design. Hence, the
profiles of the equivalent Mach number are consistent with the compound-choking
theory.
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Figure 11: Equivalent Mach number obtained in the post-processing phase of the CFD calculations
for different values of the back-pressure (the mixing duct extends from x/Hm = 0 to x/Hm ' 20.75).

Note that the position where the equivalent Mach number reaches unity for on-
design cases corresponds to x/Hm ' −0.26. It is thus not exactly located at the
geometrical throat of the ejector but rather a small distance upstream of the mixing
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duct entry. Yet the total flow area at x/Hm ' −0.26 is very close to the mixing
duct cross-section. The fact that Meq = 1 before the entry of the mixing duct
is probably due to non-isentropic effects which are not taken into account in the
compound-choking theory, as well as the assumption of a uniform pressure profile.

For the present ejector geometry and operating conditions, the phenomenology of
the choking thus closely corresponds to the compound-choking theory of Bernstein
et al. (1967). However, the Fabri-choking has been evidenced in Lamberts et al.
(2018) for the same ejector geometry but with other reservoirs conditions. At this
stage, it would be premature to provide explanations on what causes each choking
phenomenology to occur. As mentioned in the introduction, a sonic line pattern sim-
ilar to the one obtained here for case A may be found in numerous numerical studies
(Hemidi et al. (2009b), Ji et al. (2010), Ruangtrakoon et al. (2013), Mazzelli and
Milazzo (2015), Croquer et al. (2016b), Croquer et al. (2016c)). This would suggest
that the compound-choking is more representative of the choking phenomenology in
common supersonic ejectors. The following analysis will bring a second argument
in favour of the compound-choking as the prevailing choking process in supersonic
ejectors.

3.2. Comparison of the compound-choking theory with the experimental data of Huang
et al. (1999)

3.2.1. Prediction of the entrainment ratio for various ejector configurations

The experimental data of Huang et al. (1999) using R-141b as refrigerant of-
ten serve for the validation of simplified models (Zhu et al. (2007), del Valle et al.
(2012), Chen et al. (2017)). Huang et al. (1999) tested 11 axisymmetric ejectors
by combining two distinct primary nozzles with 8 different secondary nozzles. The
schematic diagram of the geometrical configuration of the different ejectors used in
their experimental investigations is shown in Fig. 12. The two primary nozzles dif-
fered from each other with regard to their throat and exit diameters (dt and d1,
respectively), whereas the geometrical differences between the secondary nozzles lay
in the diameter of the constant-area region and the inlet converging angle (dm and
θ, respectively). It should be noted that the distance between the nozzle exit plane
and the entry of the mixing duct, noted NXP in Fig. 12, was adjusted by Huang
et al. (1999) at each operating condition to obtain the best ejector performance. In
what follows, in line with Huang et al. (1999), the ejector geometry is characterized
by two capital letters, referring to the primary nozzle (A or E) and the secondary
nozzle (A to H), respectively. The interested reader is referred to the original article
for more information regarding the geometry of the different ejectors.

The reservoir conditions were also varied in the experiment of Huang et al. (1999):
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Figure 12: Schematic diagram of the geometrical configuration of the different ejectors used in the
experimental investigations of Huang et al. (1999).

the primary stagnation pressure was set to four different values, ranging from 4 to
6.04 [bar], combined with two distinct secondary stagnation pressures (0.4 and 0.47
[bar]). At both inlets, the stagnation temperature corresponded to the saturated
temperature of the respective stagnation pressure since the refrigerant was in a sat-
urated vapor state.

In total, Huang et al. (1999) reported 39 different configurations, specifying for
each case the on-design entrainment ratio as well as the critical back-pressure (by
means of the corresponding saturated vapor temperature). In their experimental
investigations, the entrainment ratio ranged from 18.59% to 74.12% while the critical
back-pressure varied between 0.75 and 1.5 [bar]. In the present study, only the
information regarding the entrainment ratio is used in order to assess the ability of the
compound-choking theory to predict the entrainment ratio in on-design conditions,
according to the method described in Section 2.1.4. As a reminder, the inputs of
the procedure simply consist in the four dimensionless quantities Am/At, p02/p01,
T02/T01 and γ. The specific heat ratio of R-141b is taken as γ = 1.135, in accordance
with Zhu et al. (2007) who used this value to test their model on the experimental
data of Huang et al. (1999).

The prediction of the entrainment ratio with the compound-choking theory is
reported in Table 2 (p. 25) for the 39 cases of Huang et al. (1999) and compared to the
experimental results. As may be noted from Table 2, the maximum relative deviation
of the model with respect to the experimental data regarding the entrainment ratio
is less than 15%. In addition, considering the 39 cases, the arithmetic mean of the
relative error is positive and close to 4%, implying that the compound-choking theory
tends to slightly overestimate the entrainment ratio. This may be partially due to
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real gas effects which are neglected by the model as the compound-choking theory is
currently limited to ideal gas. Accounting for real gas effects when the working fluid
is R141b generally tends to lower the predicted entrainment ratio (del Valle et al.
(2012)) and could thus further enhance the performance of the compound-choking
theory.

To ease the comparison between the model and the experiment, the entrainment
ratio predicted by the compound-choking theory is plotted against the experimental
data in Fig. 13. As can be seen, most predictions are in the ±10% range when
compared to the experimental data.

ER exp.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

E
R

m
o
d
el

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

+10%

−10%

Figure 13: Comparison of the compound-choking theory with the experimental data of Huang et al.
(1999).

3.2.2. Comparison with state-of-the-art simplified models

The good performances of the compound-choking theory for the prediction of the
entrainment ratio in on-design conditions may be further assessed through a com-
parison with state-of-the-art 1D models based on the Fabri-choking assumption. In
order to make the comparison possible, four models validated against the experi-
mental data of Huang et al. (1999) have been considered here: Huang et al. (1999),
Zhu et al. (2007), del Valle et al. (2012) and Chen et al. (2017). Note that these
models are more sophisticated than the procedure considered here. More precisely,
the model of del Valle et al. (2012) uses a perturbation procedure of linearized and
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Case Ejector Am/At p01 [bar] p02 [bar] ER (exp) ER (model) Error [%]
(Tsat[

oC]) (Tsat [oC])
1 EH 10.64 6.04 (95) 0.4 (8) 0.4377 0.4691 7.16
2 EF 9.83 6.04 (95) 0.4 (8) 0.3937 0.4103 4.21
3 AD 9.41 6.04 (95) 0.4 (8) 0.3457 0.3800 9.92
4 EE 9.17 6.04 (95) 0.4 (8) 0.3505 0.3628 3.50
5 AC 8.28 6.04 (95) 0.4 (8) 0.2814 0.2994 6.38
6 ED 8.25 6.04 (95) 0.4 (8) 0.2902 0.2972 2.43
7 EC 7.26 6.04 (95) 0.4 (8) 0.2273 0.2280 0.32
8 AG 7.73 6.04 (95) 0.4 (8) 0.2552 0.2607 2.15
9 EG 6.77 6.04 (95) 0.4 (8) 0.2043 0.1945 -4.80
10 AA 6.44 6.04 (95) 0.4 (8) 0.1859 0.1722 -7.35
11 AD 9.41 5.38 (90) 0.4 (8) 0.4446 0.4513 1.50
12 AC 8.28 5.38 (90) 0.4 (8) 0.3488 0.3604 3.32
13 AG 7.73 5.38 (90) 0.4 (8) 0.3040 0.3166 4.16
14 AB 6.99 5.38 (90) 0.4 (8) 0.2718 0.2586 -4.86
15 AA 6.44 5.38 (90) 0.4 (8) 0.2246 0.2162 -3.76
16 AD 9.41 4.65 (84) 0.4 (8) 0.5387 0.5545 2.93
17 AC 8.28 4.65 (84) 0.4 (8) 0.4241 0.4491 5.88
18 AG 7.73 4.65 (84) 0.4 (8) 0.3883 0.3982 2.55
19 AB 6.99 4.65 (84) 0.4 (8) 0.3117 0.3305 6.02
20 AA 6.44 4.65 (84) 0.4 (8) 0.2880 0.2808 -2.52
21 AD 9.41 4.00 (78) 0.4 (8) 0.6227 0.6788 9.01
22 AC 8.28 4.00 (78) 0.4 (8) 0.4889 0.5562 13.77
23 AG 7.73 4.00 (78) 0.4 (8) 0.4393 0.4970 13.13
24 AB 6.99 4.00 (78) 0.4 (8) 0.3922 0.4179 6.54
25 AA 6.44 4.00 (78) 0.4 (8) 0.3257 0.3596 10.42
26 EF 9.83 6.04 (95) 0.47 (12) 0.4989 0.5187 3.98
27 EE 9.17 6.04 (95) 0.47 (12) 0.4048 0.4626 14.28
28 AD 9.41 6.04 (95) 0.47 (12) 0.4541 0.4830 6.36
29 AG 7.73 6.04 (95) 0.47 (12) 0.3503 0.3416 -2.50
30 EC 7.26 6.04 (95) 0.47 (12) 0.3040 0.3026 -0.45
31 AA 6.44 6.04 (95) 0.47 (12) 0.2350 0.2357 0.32
32 AD 9.41 5.38 (90) 0.47 (12) 0.5422 0.5676 4.68
33 AG 7.73 5.38 (90) 0.47 (12) 0.4034 0.4085 1.26
34 AA 6.44 5.38 (90) 0.47 (12) 0.2946 0.2889 -1.95
35 AD 9.41 4.65 (84) 0.47 (12) 0.6350 0.6898 8.63
36 AG 7.73 4.65 (84) 0.47 (12) 0.4790 0.5056 5.56
37 AA 6.44 4.65 (84) 0.47 (12) 0.3398 0.3665 7.85
38 AD 9.41 4.00 (78) 0.47 (12) 0.7412 0.8366 12.87
39 AG 7.73 4.00 (78) 0.47 (12) 0.6132 0.6228 1.57

Table 2: Prediction of the entrainment ratio with the compound-choking theory for the 39 experi-
mental ejector configurations of Huang et al. (1999). Error=(model-exp)/exp.
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axisymmetric supersonic flow to model 2D effects, whereas the models of Huang
et al. (1999), Zhu et al. (2007) and Chen et al. (2017) rely on fitting coefficients.
Furthermore, real gas effects are taken into account in del Valle et al. (2012) and
Chen et al. (2017). The comparison, based on the error distribution of the different
models, is shown in Fig. 14.
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Figure 14: Comparison of the error distribution of the compound-choking theory with state-of-the-
art 1D models for the prediction of the entrainment ratio based on the experimental data of Huang
et al. (1999).

The model based on the compound-choking theory is found to yield the largest
number of cases with errors lower than 5% (22 cases out of 39). Furthermore, with
the model of Zhu et al. (2007), the present procedure is the sole whose maximum
error is lower than 15%; the other models obtaining errors in the range of 15-20%
or more. However, compared to Zhu et al. (2007), the compound-choking theory is
based on more robust physical arguments. Indeed, in the model of Zhu et al. (2007),
the secondary stream is assumed to reach sonic velocities with a static pressure equal
to its inlet pressure, which is not consistent with the fact that the secondary stream
is significantly accelerated in the suction chamber. Based on Fig. 14, it may be
concluded that the compound choking theory in its simplest form generally performs
better than more sophisticated 1D models (based on the Fabri-choking assumption)
to predict the entrainment ratio in the on-design regime.
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3.2.3. Limitations of the compound-choking theory

The final discussion of this work concerns the limitations of the compound-
choking theory for the prediction of the on-design entrainment ratio of supersonic
ejectors. Indeed, in certain conditions, the assumptions on which this theory is based
(cfr. Section 2.1.1) may be too strong to properly model the flow in the mixing cham-
ber of the ejector, thereby leading to some errors regarding the entrainment ratio. In
particular, the compound-choking theory postulates that the flow in each stream is
isentropic and one-dimensional. These assumptions may be not quite representative
of the flow physics at play between the nozzle exit plane and the choking position in
some specific conditions.

As mentioned in Section 2.1.1, the hypothesis of an isentropic process implies
that the compound-choking theory neglects the mixing. Of course, in real applica-
tions, transfers between the primary and the secondary streams occur through the
shear layer, starting from the nozzle exit plane. These transfers probably slightly
enhance the entrainment ratio of the ejector. This may cause the compound-choking
theory to underestimate the entrainment ratio, in particular when the latter is low.
This may be checked in Fig. 15 where the error of the compound-choking theory is
shown as a function of the experimental entrainment ratio. As may be observed, all
cases in which the theory underestimates the entrainment ratio (i.e. negative error)
correspond indeed to relatively low values of the entrainment ratio. The no-mixing
assumption is thus the most likely explanation as to why the theoretical prediction
of the entrainment ratio may underestimate the experimental value.

Another source of discrepancies between the theory and the experiment may be
related to a highly over- or underexpanded primary nozzle. Indeed, if there is a
significant mismatch between both streams in terms of static pressure at the nozzle
exit plane, large supersonic structures will appear in the core of the primary stream
(shock diamonds). In this case, both assumptions of isentropic and one-dimensional
flow are not appropriate to model the primary flow, since these shock diamonds are
intrinsically 2D and generate irreversibilities.

In order to assess the influence of the expansion level of the primary nozzle on the
error made by the compound-choking theory, the ratio between the static pressures
of the primary and the secondary streams at the nozzle exit plane, noted respectively
p1 and p2 in Fig. 12, has been determined with 1D calculations for the 39 cases of
Huang et al. (1999). More precisely, Eq. (3) has been used to obtain the static
pressure of each stream at the nozzle exit plane from its stagnation conditions, its
mass flow rate and its local flow area. The primary mass flow rate has been calculated
with Eq. (5) assuming that A∗

1 = At, and the secondary mass flow rate has been
subsequently derived from the experimental entrainment ratio. Note that the nozzle
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Figure 15: Error of the compound-choking theory as a function of the experimental entrainment
ratio based on the experimental data of Huang et al. (1999).

position (noted NXP in Fig. 12) is necessary to determine the cross-sectional area
at the nozzle exit plane. Unfortunately, in Huang et al. (1999), the precise value of
the NXP is not specified for each case separately. The authors only indicated that
its optimal value was found to be around 1.50 dm, where dm is the diameter of the
constant-area section (see Fig. 12). Hence, the NXP is assumed to be equal to 1.50
dm in the 1D calculations considered here.

Figure 16 shows the error of the compound-choking theory (regarding the pre-
diction of the entrainment ratio) as a function of p1/p2. It consistently appears that
the five cases with an error greater than 10 % all have a relatively highly overex-
panded nozzle (p1/p2 < 0.85). In addition, the 22 cases with an error lower than
5 % mainly correspond to a value of p1/p2 close to unity (18 cases out of 22 in the
range 0.87 < p1/p2 < 1.03). Finally, the error seems to increase when the nozzle is
markedly underexpanded, but further experimental investigations are necessary to
complete the picture as the maximum value of p1/p2 obtained here is around 1.15.

Finally, the compound-choking theory does not take into account the impact of
the nozzle exit position (NXP) on the on-design entrainment ratio. Unfortunately,
its influence may not be assessed based on the experimental data of Huang et al.
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Figure 16: Error of the compound-choking theory as a function of the ratio between the static pres-
sures of the primary and the secondary streams at the nozzle exit plane based on the experimental
data of Huang et al. (1999).

(1999) since the ratio NXP/dm was approximately the same for all the cases. One
may expect that the no-mixing hypothesis will gradually lose its validity as this ratio
increases. On the other hand, when it is close to zero, the NXP will have a significant
impact on the expansion level of the primary nozzle, and thereby on the validity of
the assumptions of an isentropic and one-dimensional flow in the primary stream.
Ultimately, for an ejector with a geometrical configuration such that the nozzle exit
is located in the mixing duct (sometimes referred to as constant-area mixing), the
performance of the compound-choking theory is likely to be more limited. Here
again, further experimental investigations are necessary.

4. Conclusion

In this paper, an in-depth analysis of the choking process in the post-processing
phase of numerical simulations has been performed for the same ejector geometry
than Lamberts et al. (2018) but with other reservoir conditions. Here, it was shown
that the secondary stream does not reach sonic conditions in a hypothetical throat
as postulated in Fabri and Siestrunck (1958). Moreover, a significant part of the
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secondary stream remains subsonic within the entire ejector for some operating con-
ditions lying in the on-design regime. Actually, for the present ejector geometry and
operating conditions, the choking process, i.e. the blockage of the secondary mass
flow rate, takes place close to the entry of the mixing duct, at a position that is
common to all on-design cases and where the secondary stream is almost entirely
subsonic. The observed choking phenomenology was found to be properly described
by a theory developed in the 1960’s and known as the compound-choking theory,
which states that a two-stream compound-compressible nozzle flow may be choked
with a subsonic stream if the other one is supersonic, as the combination of the two
streams may behave like a sonic stream. The profile of the equivalent Mach num-
ber further corroborated the adequacy of the compound-choking theory to yield a
physical explanation of the choking phenomenology highlighted with the numerical
results. Hence, the sonic line is not always a good criterion to assess if the flow is
choked within a supersonic ejector.

In order to determine the choking theory that is more adequate to describe the
choking process occurring in supersonic ejectors, the ability of the compound-choking
theory to predict the on-design entrainment ratio has been assessed on the experi-
mental data of Huang et al. (1999). This theory has been used in its simplest form
according to a methodology proposed by Bernstein et al. (1967), for known reser-
voir conditions and geometrical parameters. The computational procedure simply
consists in simultaneously solving two algebraic equations. Most predictions of the
compound-choking theory are in the ±10% range when compared to the experimen-
tal data of Huang et al. (1999). Moreover, based on these experimental results, the
compound-choking theory is shown to generally perform better than state-of-the-
art 1D models relying on the Fabri-choking assumption for the prediction of the
on-design entrainment ratio.

This work is the first study providing quantitative arguments based on i) nu-
merical simulations and ii) a comparison to comprehensive experimental results to
highlight the suitability of the compound-choking theory for modeling the choking
process in most supersonic ejectors. Ultimately, the use of the compound-choking
theory could lead to more efficient simplified models of supersonic ejectors.
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