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H. Grosshansa,∗, L. Villafañeb, A. Bankob, M.V. Papalexandrisc

aPhysikalisch-Technische Bundesanstalt (PTB), Bundesallee 100, 38116 Braunschweig, Germany
bDepartment of Mechanical Engineering, Stanford University, CA

cInstitute of Mechanics, Materials and Civil Engineering, Université catholique de Louvain, 1348 Louvain-la-Neuve,
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Abstract

Preferential concentration of inertial particles in wall-bounded turbulent flows is of paramount im-
portance and, thus, subject of fundamental research. In practical applications of confined particle-
laden flows the particles experience frequent collisions with the piping system which may result in
an unwanted electric charge separation through triboelectric effects. The consequential occurrence
of electrostatic forces alters the particle trajectories and, thus, impairs the general validity of the
measured results to an unknown extent. In this work the influence of triboelectric charging on the
preferential concentration of inertial particles in a fully developed turbulent duct flow was inves-
tigated by means of a combined numerical and experimental approach. The order of magnitude
of the potential charge accumulation was estimated and imposed in a parametric study to the par-
ticulate phase in the simulations. The simulations demonstrate that the concentration profiles are
for the most part independent of the prescribed charge. However, the peaks of the particle num-
ber density at the walls caused by turbophoresis are strongly reduced through the local increase
of repelling electrostatic forces. The comparison of numerical with experimental data indicates
that the particles in the experimental setup are affected by a surface charge density of the order of
40 µC/m2. The presented results aim to elucidate the impact of electrostatic forces in the particle
distribution in wall-bounded particle-laden flows.
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Introduction

Preferential concentration of inertial particles in fully-developed wall-bounded turbulent flows
is of relevance to many industrial applications, such as pneumatic powder conveying [1], pulver-
ized coal combustion [2] or particle-based solar receivers [3]. For this reason, this type of flows is
subject to experimental research since decades. Noteworthy classical works include those by Tsuji
and Morikawa [4], Tsuji et al. [5] who collected a large set of data concerning the mean velocity
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of powders in vertical and horizontal flows through circular pipes. This kind of experimental study
requires the usage of a long feed-line in order to obtain a fully-developed flow at the test section
and to ensure that the particles are independent of their initial conditions. However, as the parti-
cles are advected along the piping system they may experience frequent collisions with the walls
and between each other. If the powder and the piping system are of a different kind of material
their contact results in an electric charge separation through triboelectric effects [6]. Under those
circumstances a considerable amount of electric charge might be accumulated on the surface of
the particles or on the structural components of the facility.

One easily observable consequence is the deposition of particles on the surfaces of the test
section [7, 8, 9]. If no adequate measure is taken, such as the usage of an antistatic agent (as
done by Tsuji and Morikawa [4], Tsuji et al. [5]), particle deposition might alter near-wall particle
concentrations. Also, deposition layers may induce detrimental effects on the experiments, i.e.,
constrain optical access and light transmission. Another, less obvious, implication of electrostatic
forces is the modulation of the particle trajectories of airborne particles. In an experimental setting,
the exact influence of electrostatics on the measured particle concentration statistics is unknown.
Moreover, in an industrial context the formation of deposits can impair the functionality of the
facilities by reducing the effective cross-sectional area of pipes. Also, excessive local charge
accumulation can effectuate sparks which challenges the operational safety of a plant [10, 11, 12].

Experimental measurements in the near-wall region in particle-laden flows are challenging due
to the wall interference with optical measurement techniques, and also because of the temporal and
spatial resolution required to capture the small scales of the particle and flow structures of interest.
Limited data is available of gas and particle phase statistics near walls [13]. Measurements are
often restricted to a certain parameter range due to experimental limitations, i.e. relatively large
small flow scales to be able to measure all fluid fluctuations, or particle diameters larger than
the dominant near-wall eddies [14]. Conversely, numerical simulations have been extensively
used to study near wall phenomena. A remarkable early contribution was the ability of capturing
the accumulation of particles in the viscous sublayer through turbophoresis, i.e. the tendency of
particles to migrate in the direction of decreasing turbulent intensity, by means of direct numerical
simulations (DNS) [15, 16]. More recent examples include the explanation of the mechanisms for
particle transfer in the turbulent boundary layer by Marchioli and Soldati [17] and the computation
of the inertial migration of particles in laminar square duct flow by Tabaei Kazerooni et al. [18].
Nonetheless, simulations rarely consider the possible effect of arising electrostatic forces which
are expected in real particle-laden flows.

Previous numerical works proposing approaches to predict the charge build-up process of
solid-fluid mixtures incorporated different levels of simplifications. For example, the simulations
by Hogue et al. [19] described the charging of particles but neglected the influence of aerodynamic
forces on their trajectories. Watano et al. [20] included drag forces in the numerical framework
but they assumed the gaseous phase to follow a predefined velocity profile, i.e. the interaction be-
tween particle dynamics and turbulence was not accounted for. The same counts for the studies of
Kolniak and Kuczynski [21] and Tanoue et al. [22, 23] who solved the Reynolds-Averaged Navier-
Stokes equations for the turbulent gas flow. The fluid-particle interaction was computed through
large-eddy simulations (LES) by Lim et al. [24]. However, they focused on the influence of an
external electric field on already charged particles. The authors of the present paper implemented



dynamic models to predict the contact charging of particles when colliding with a solid surface or
with each other into a computational fluid dynamics solver. Employing this computational frame-
work generic geometries such as channel and pipe flows were studied while accounting by DNS
[25] or LES [26] for the turbulence of the carrier fluid. Albeit electrical forces were included in the
set of equations, the size of the flown-through vessels was small, i.e. the initial charge build-up was
evaluated. Therefore, the accumulated charge was rather low and did not significantly influence
particle dynamics.

To sum up, the influence of accumulated electrostatic charge on the preferential concentration
of particles in wall-bounded flows in large-scale facilities is not known to date. While experimen-
tal results may be affected by electrostatic forces, quantification of the precise impact is at present
lacking. In order to evaluate its contribution we investigated the influence of triboelectric charging
on inertial particles in a fully-developed, vertical, turbulent duct flow by comparison of numerical
and experimental results. In the following section of this paper the experimental facility is pre-
sented followed by an outline of the numerical methodology. Results are discussed in the fourth
section followed by the main conclusions from the present study.

Experimental methods

Experimental data was obtained in a square section duct flow facility at Stanford University,
see Villafañe et al. [27]. A 5.4 m long smooth aluminum duct with a 40 mm wide cross sec-
tion ensures a fully developed turbulent air flow at the glass test section where measurements are

(a) (b)

Figure 1: Experimental apparatus: (a) layout of the particle-laden duct flow facility, (b) laser sheet configurations used
for measurements of mean particle concentration [27].



reported. An schematic of the vertical rig is shown in figure 1(a). A variable speed centrifugal
pressure blower controls the inlet air flow to sustain a constant Reynolds number during the tests.
A volumetric screw feeder is used to feed the particles into a flow conditioning section with a cross
section 16 times larger than that of the main flow duct. Several grids placed downstream of the
particle injection help to laterally disperse the particles prior to the contraction between the flow
conditioning unit and the development duct section. The test section consist on a 425 mm long
borosilicate glass duct with a nominal internal cross-section of 40 mm × 40 mm, and 2 mm thick
walls. The test section was manufactured by extrusion to eliminate the presence of joints. The
manufacturing process is responsible for the 2 mm internal corner radii in the test section cross
section that limits the optical accessibility to the near wall region along the wall normal direction.
Figure 1(b) illustrates the test section cross section and the optical set-up configuration used to
measure particle concentration profiles in the vicinity to the wall. Downstream of the test section
the particles are separated from the air and collected at a cyclone, and the air flow is exhausted to
the atmosphere.

Planar measurements of mean particle concentration were performed at a Reynolds number
based in the duct width and bulk flow velocity of Re = 10 000 ± 0.7%. The nickel particles used
have a number-based mean diameter of 11.8 ± 0.5 µm. The particle-size distribution shown in
figure 3 is characterized by low probability tails covering a range from 6 µm to 20 µm. Particle
size distributions before and after the tests were measured by a Coulter Counter and confirmed that
particles were not selectively filtered by the rig. An average Stokes number of Stη = 5 corresponds
to the experimental particle and flow parameters. The average Stokes number is based on the
mean particle diameter and the Kolmogorov flow time scale derived from the channel-averaged
dissipation rate. A ratio of particle to gas mass loading of 0.01 was imposed in the experiments,
with a maximum uncertainty of 0.004.

Particle velocity and concentration measurements were performed using planar optical tech-
niques, i.e. a collimated laser sheet from a pulsed NdYag laser crossing the test section with a
constant thickness and width, and a high resolution CCD camera normal to it. A set of 4 cylin-
drical lenses were used to form a laser sheet with a 1/e2 Gaussian beam thickness of 1.6 mm
and a width of 25 mm. The angled laser sheet configuration shown in figure 1(b) was adopted to
measure the concentration distribution near the wall. The laser sheet is inclined 18◦ with respect
to the wall-normal and crosses the central plane of the test section at 10 mm from the wall. The
high resolution camera synchronized with the pulsed laser acquired time independent images of
the particles within the laser sheet. Image processing algorithms were used to identify individ-
ual particles in 2000 independent images, and extract the two-dimensional coordinates of particle
centroids that were used to compute concentration profiles.

Mathematical model and numerical methods

This section summarizes the CFD solver which was employed in the present study. This solver
utilizes a four-way coupled approach where the continuous gaseous phase is described in Eulerian
and the dispersed particulate phase in Lagrangian framework [28]. In the gaseous phase model
given by Grosshans and Papalexandris [26, 25] the flow is considered dilute so the volume fraction



of the gaseous phase can assumed to be unity. Thus, the mass and momentum balance laws are
given by the Navier-Stokes equations with constant diffusivities, namely

∇ · u = 0 (1a)

∂u
∂t

+ (u · ∇)u = −
1
ρ
∇p + ν∇2u + Fs + Ff . (1b)

In the above equations u denotes the gas velocity, p its pressure, ρ its density and ν its kinematic
viscosity. A source term, Fs, accounting for the momentum transfer from the particulate to the
gaseous phase is also introduced. The flow is forced in positive x-direction by adding a constant
pressure gradient, Ff .

The governing equations of LES are obtained by applying a spatial filter operator to equa-
tions (1a) and (1b). Thus, the large-scale turbulent motions are directly resolved on the compu-
tational grid. On the other hand, the small sub-filter scales, which exhibit universal characteris-
tics, are considered through an appropriate turbulence model. To this end, the implicit model by
Boris et al. [29] is applied. The above Eulerian equations are discretized by the Finite Differ-
ence Method (FDM). In particular, the convective terms are approximated by an up to fifth-order
Weighted Essentially Non Oscillatory (WENO) scheme [30]. The diffusive and pressure terms are
approximated by fourth-order central differences and the time derivatives by an implicit second-
order backward scheme. For further details concerning the numerical implementation the reader
is referred to Gullbrand et al. [31].

The particulate phase is treated according the numerical methodology proposed by Grosshans
and Papalexandris [32] and implemented by [33]. This methodology is extended to facilitate the
treatment of a large amount of particles as outlined in the following. In the current setting, the
particle probability density function is given by

ζ = ζ(up, rp,Qp; x, t) . (2)

This expression gives the probable number of particles having a velocity of up, a radius of rp

and carrying an electrical charge of Qp at a certain location, x, and time instance t. In order to
handle the large amount of particles the stochastic parcel method [34] is adopted to approximate ζ.
Accordingly, the above function is discretized in computational parcels, each parcel representing
ζ = 10 particles, which each is tracked in a Lagrangian framework.

The trajectory of a parcel is altered by accelerations due to aerodynamic, fad, collisional, fcoll,
gravitational, fg, and electric field, fel forces. As regards the aerodynamic acceleration the particle
drag coefficient is derived as a function of the particle Reynolds number following the classi-
cal correlation of Schiller and Naumann [35]. Furthermore, gravitation accelerates the particles
towards the positive x-direction.

With respect to acceleration during collisions, binary particle collisions and elastic reflection
of the particles off the walls is accounted for. To enhance computational efficiency, a statistical
technique that yields a collision frequency is employed [36]. More specifically, it is assumed that
the probability Pn that the particles of parcel n collide with the particles of parcel m during the
time increment dt follows a Poisson distribution, namely

Pn = 1 − e−ωnm dt . (3)



In this equation, the time-averaged collision frequency ωnm is defined as

ωnm = π
ζm

(
rp,n + rp,m

)2
|up,n − up,m|

(ex · δ)(ey · δ)(ez · δ)
(4)

where δ is a vector pointing from the location of one parcel to the other, ex, ey and ez denote the
unit vectors of the Cartesian coordinate system and · the scalar product.

As regards electrostatic forces, the specific force acting on a particle due to the electric field is
calculated as

fel =
QpE
mp

(5)

where mp is the mass of the particle. Concerning the computation of the electric field strength, E,
there are two different approaches available, namely Gauss’ and Coulomb’s law. In the present
study, a computational efficient and accurate hybrid scheme which combines both approaches
which was proposed by Grosshans and Papalexandris [32] is applied. Therein, the interaction of
an individual particle with the space charge, i.e. with the electric field originating from the particle
cloud, is calculated by Gauss’ law. Furthermore, the derivation of the forces between particles
located close to each other (here: present in the same grid cell) is based on Coulomb’s law.

According to Gauss’ law, the divergence of the electric field is related to the electric charge
density per unit volume, ρel, by

∇ · E =
ρel

ε
. (6)

In the above equation ε = 8.854 F/m denotes the electrical permittivity of the vacuum and ρel is
defined as

ρel =
(
(ex · υ)(ey · υ)(ez · υ)

)−1
∫
υ

ζQ dx (7)

where υ is the unit volume.
For the case of charged particles, alternatively Coulomb’s law can be used, i.e.

E(r) =
ζm Qm r
4 π ε |r|3

. (8)

Therein, E(r) is the electric field a particle is subjected to due to the presence of another parcel at
a distance of r consisting of ζm particles carrying the charge Q.

Whereas Gauss’ and Coulomb’s law are mathematically equivalent, the numerical methods
for solving them when dealing with a large number of particles may differ considerably in terms
of accuracy and computational costs. For the proof of their equivalence and a detailed discussion
concerning the advantages and disadvantages of each approach, the reader is referred to Grosshans
and Papalexandris [32].

As regards the numerical set-up, in streamwise direction, the computational domain extends
15 H. Further, periodic boundary conditions are chosen in streamwise direction in order to mimic
an infinite duct length and no-slip is assumed for the gaseous phase at the sidewalls. Consistent
to the experiments, a duct flow of Re = 10 000 was considered. Moreover, the particle size



distribution, which is detailed in the following section, replicates the utilized powder. The duct
is defined to be bounded and manufactured of a conductive material. This choice implies that
an electrical charge which might be brought to the ducts surface upon contact with a particle,
vanishes almost instantly towards ground. Nonetheless, a so-called image charge is accounted for
at the surface if a charged particle residing in its vicinity. Aiming to obtain efficiently results for
long averaging times, a rather coarse numerical grid was applied. Namely, the first grid point was
placed at a distance of y+ = 6 from the wall which results in a total number of 1.2 million points.

Results and discussion

Code validation
The above Eulerian-Lagrangian solver has been applied previously to simulate a wide range

of dispersed flows such as LES and DNS of pneumatic powder conveying [26, 37, 38, 39, 9,
25]. The mentioned references include a large amount of validation studies of various aspects
of the solver, realized e.g. through grid resolution studies and comparison with experiments. In
particular, the implementation of the dynamics of charged particles in the influence of an electric
field was validated in Ref. [32].

Specifically for the current set-up the implementation of the Eulerian solver for the fluid phase
has been validated by Grosshans [33] through comparison of the solution for a single-phase flow
with the DNS data of Zhu et al. [40] which was also performed for a duct flow of Re = 10 000 and
the empirical law of the wall [41] and log-law [42]. The profiles of the mean streamwise velocity
component, i.e. averaged in time and in the homogeneous streamwise direction and normalized to
the friction velocity uτ, compare very well with the earlier DNS and to an expected degree with
the empirical laws.

Further, the profiles of the root-mean-square (r.m.s.) fluctuations of the three velocity com-
ponents are plotted in figure 2. These and the following results are given in terms of wall units,
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y+ = uτ y/ν. In general, good agreement to the DNS data of Zhu et al. [40] is ascertained. However,
in comparison the turbulent fluctuations predicted by our simulations are of a lower amplitude.
This can be explained by the relative coarse grid employed for the computations which impedes
the resolution of the smallest flow scales in the viscous wall region (y+ < 50) where the production
of turbulent kinetic peaks [43]. Nevertheless, the curves agree sufficiently to provide qualitatively
reliable results.

Initial particle charge
The expected charge of the particles at the glass test section inlet is imposed as an initial con-

dition in the simulations and varied systematically. By doing so, the effect of electrostatic charge
accidentally aggregated by the particles on their preferential concentrations in the experimental ap-
paratus is evaluated. For this purpose first the order of magnitude of the potential amount of charge
carried by the particles when reaching the test section is estimated. This estimation serves as a ba-
sis for the decision on the parameter range to be investigated. With respect to the methodology for
the evaluation, we compare the maximum charge predicted by the charging model implemented by
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Grosshans and Papalexandris [25] with the outcome of the charge relaxation model by Matsuyama
[46].

As regards the former approach, it is assumed that the charge originates from triboelectric
effects during collisions of the particles with structural components such as the blower, feeder or
duct walls (cf. figure 1(a)) prior to the test section. Whereas the amount of collisions taking place
is unknown one can utilize the dynamic model implemented by Grosshans and Papalexandris [25]
to predict an order of magnitude of the maximum charge a particle can obtain. This charge value
is also termed equilibrium charge, since for further collisions the amount of pre-charge transferred
from the particle to the surface equals the triboelectric charge separation, i.e. the net charge transfer
is zero. Following this model, even though the total equilibrium charge depends on the particle
size, the equilibrium surface charge density, qeq is independent. More precisely, for a theoretically
infinite number of collisions the model predicts an asymptotic limit for q of

qeq =
εU
h

. (9)

In this equation U denotes the contact potential and h the particle-surface separation distance.
Consulting the well-known triboelectric series [e.g. 44] one may assume a value of the order of
1 V for the contact potential. Concerning h, a commonly used estimate relates to the order of the
range of repulsive molecular forces due to surface irregularities, namely h = 10−9m [45, 21, 26].
These assumptions lead to a maximum charge density of qeq = 8.85 × 10−3 C/m2.

Nonetheless, as recently discussed by Matsuyama [46] such a high value cannot be obtained
in reality since a charge relaxation takes place immediately after the particle-surface contact. This
relaxation occurs due to discharge at the contact gap when the potential difference equals the
gaseous breakdown limit potential. Thus, this mechanism limits the maximum charge a particle
can carry. Matsuyama [46] compared in his work the prediction of the breakdown limit potential
by Paschen’s law with their impact charging experiments of single particles [cf. 47, 48, 49]. The
compared data set indicate that a particle of the size of 12 µm, which corresponds to the mean
particle size in the present study, is able to carry a maximum charge of about 0.5 pC or, in other
words, a surface charge density of about q = 10 µC/m2.

Considering the discussion provided above, we assigned a constant charge density to the
particles during each simulation. First, for comparison purposes one simulation with an un-
charged particulate phase was ran. Further, four cases with different charge density values, namely
q = 10 µC/m2, q = 40 µC/m2 and q = 100 µC/m2, were computed. In other words, a parameter
space which includes uncharged particles, particles carrying a charge which corresponds to the
limit predicted by the charge relaxation model and up to ten times the respective value was ex-
plored. This choice aims to give an overview over the flow pattern to be expected in this type of
flows. However, it is noted that several underlying assumptions which may not coincide with the
realistic conveying situation. These include the assumption of homogeneously distributed charge
on the surface of each particle which might not be reachable considering the finite number of col-
lisions of the particle with the test rig. Further, the charge of particulate phase might be dependent
on the distance to the wall, i.e. a particle close to the wall is expected to accumulate more charge
than a particle in the bulk of the flow.



A consequence of the decision to assign a constant surface charge density is the dependence of
the total particle charge on its size. The particle size distribution measured before the experiment
and replicated in the simulations is plotted in figure 3. The resulting particle charge distributions
when applying the surface charge densities in the simulations are given in figure 4.

Particle concentrations
In the simulations an initially fully-developed turbulent flow field was considered. The parti-

cles were introduced at random positions whereas their initial velocity was assumed to equal the
local velocity of the surrounding fluid. The resulting mean concentration profiles along the laser
sheet centerline normalized by the mean concentration at y = 0.05 H are plotted for the near-wall
region in figure 5. Since the planar laser sheet was inclined by 18◦ with respect to the wall-normal
(cf. figure 1(b)) the z+ position varies with the y+ coordinate.

The differences in the presented numerical results reveal the potential influence of electrostatic
charges on preferential particle concentration. Apparently, the effect of the electrostatic charges on
the particle concentrations is most pronounced in the vicinity of the wall, i.e. in the region y+ < 15.
Comparing the different numerical data suggests that the case corresponding to q = 40 µC/m2

replicates the closest the experimental measurements. The proximity of both curves indicates that
the powder utilized in the experiment might be subjected to a charge of this respective order of
magnitude. However, a full compliance between experiments and simulations cannot be expected
from the present study. On the one hand this discrepancies can be attributed to inaccuracies in the
numerical methodology, namely the rather crude assumptions underlying the charge distribution
which have been discussed in the previous subsection and the limited resolution of the turbulent
flow scales in the simulations (cf. figure 2). Also the boundary conditions to the electric field
may play a role: while in the simulations the wall is considered to be conductive and grounded,
the corresponding components in the experimental facility consist of a mix of materials including
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grounded metal parts but also glass. On the other hand there are few differences in the data
acquisition. In the numerical post-processing procedure all particles are counted whose center
point resides within the thickness of the laser sheet. In contrast, the laser beam in the experiments
is of a Gaussian intensity profile which decreases the probability to detect small particles at the
beam flanks. Further, due to the laser thickness being much larger than the particle diameter,
particles may overlap and not be detected.

All the profiles presented in figure 5 indicate the effect of turbophoresis, i.e. particle accumu-
lation in the near wall region. Comparing the numerical data related to the uncharged case with
q = 40 µC/m2 and q = 100 µC/m2 shows that the peak at the wall reduces with increasing parti-
cle charges. This behavior was observed before [33] and attributed to the increasing electrostatic
forces between particles. These forces are most prominent in regions of a high particle number
density since there the average spacing between particles is the lowest. Consequently, particles
are pushed out of the near-wall region towards the bulk of the flow. In other words, electrostatic
charges tend to smoothen the particle concentration profiles.

Nonetheless, the profile related to q = 10 µC/m2 in figure 5 evolves contradictory to this
argumentation. Surprisingly, the concentration of this case peak at the wall higher than for the
uncharged particles. To get further insight the mean particle concentrations over the complete duct
cross-section are depicted in figure 6. On the whole, the particle accumulation close to the walls
can be observed for all cases. In particular, the distributions relating to the uncharged particles
(figure 6(a)) exhibit the strongest peaks at the four corners of the duct. Additional maxima are
formed at the centerlines of the four sidewalls. These characteristic peaks in the ducts corner and
sidewalls centerlines are qualitative agreement with the observations of Noorani et al. [50] and
Tabaei Kazerooni et al. [18].

When the charge density is increased to q = 10 µC/m2 (figure 6(b)) the particles are forced
to migrate from the regions of highest accumulation, i.e. the duct corners. Nevertheless, instead
of migrating to the bulk of the flow they travel along the sidewalls and feed the peaks at their
centerline. Since the profiles in figure 5 depict locations close to the sidewall centerlines, this
motion explains the rise of the particle concentration for q = 10 µC/m2. If the charge density is



further increased to q = 40 µC/m2 (figure 6(c)), the forces between the particles residing in these
regions becomes high and, thus, the peaks are smoothed out. Consequently, the maximum of the
related profile in figure 5 at the wall reduces. For a further increase to q = 100 µC/m2, the particle
behavior is qualitatively similar to the case of q = 40 µC/m2, but the electrostatic forces affect
an even stronger smoothing of the concentrations. Therefore, for q = 100 µC/m2 only a slight
particle accumulations is detectable in the region 0 < y+ < 10.

Conclusions

We examined the role of accidentally accumulated electrostatic charge in the mean particle
concentration distribution and in particular in the near wall increase of concentration due to tur-
bophoresis. Numerical simulations of particles of equal polarity in a fully developed duct flow
were performed considering a homogeneous charge density on the particles’ surface. Whereas
the simulations reproduced the particle size distribution measured in the experiments the charge
density was varied systematically. The resulting concentration profiles were compared to exper-
imental data for which the particle charge is unknown. The numerical parametric study reveals
that electrostatic charges play an important role in the particle redistribution, especially in the near
wall region. In general, the simulations corroborate that the electrical forces tend to smoothen the
particle concentration profiles, i.e. counteract particle accumulation through turbophoresis. The
numerical results for a surface charge density of 40 µC/m2 are the closest to the experimental data.
A future elaboration of this topic requires the simulation of the charge build-up process in order
to get a more realistic picture of the charge distribution of the powder, as well as higher resolution
of the small flow scales.
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