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Abstract. Due to their specific characteristics, palm leaf manuscripts provide new challenges for text line seg-
mentation tasks in document analysis. We investigated the performance of six text line segmentation methods
by conducting comparative experimental studies for the collection of palm leaf manuscript images. The image
corpus used in this study comes from the sample images of palm leaf manuscripts of three different Southeast
Asian scripts: Balinese script from Bali and Sundanese script from West Java, both from Indonesia, and Khmer
script from Cambodia. For the experiments, four text line segmentation methods that work on binary images are
tested: the adaptive partial projection line segmentation approach, the A* path planning approach, the shredding
method, and our proposed energy function for shredding method. Two other methods that can be directly applied
on grayscale images are also investigated: the adaptive local connectivity map method and the seam carving-
based method. The evaluation criteria and tool provided by ICDAR2013 Handwriting Segmentation Contest
were used in this experiment. © 2016 SPIE and IS&T [DOI: 10.1117/1.JEI.26.1.011011]
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1 Introduction
An important entity in a document image is a text line. A text
line is normally composed of words that are arranged in such
spatial position to represent the reading order of all words of
the document in the horizontal direction. The vertical posi-
tion of some text lines also gives important information
about a paragraph, representing the layout of the document.
Segmentation of the document image into physical spatial
entities such as text lines, words, and characters is often per-
formed prior to the recognition step of an optical character
recognition (OCR) system.1–7 The segmentation-based text
recognition method needs prior segmentation processing
of the document image into text line segments, word seg-
ments, or character segments. In this case, properly extract-
ing the text lines in a document will make the extraction of
smaller size entities of the document, such as the words or
the characters, easier. Consequently, the performance of the
OCR system is greatly influenced by the result of the seg-
mentation process.

Even though some of the text line segmentation methods
are already performed very well in a printed document, seg-
menting the text lines in a handwritten document is obvi-
ously challenging. In a handwritten document, the spatial
positions of the words and the characters that compose the

text lines are typically not in straight horizontal and vertical
positions. They are often arranged in a skewed medial axis,
and in some documents they form a curved baseline. These
irregular conditions of the medial axis and baselines directly
and greatly increase the challenge of detecting the separating
paths between the text lines in the text line segmentation
process. The size variation of the characters and the different
spaces between text lines further complicate the text line seg-
mentation task by presenting challenges of touching charac-
ters and oversized characters that cover two consecutive text
lines. For historical documents that were written in Asian-
type scripts, the existence of many diacritics or other smaller
sized characters that were written separately above or under
the main text line is another challenge. A new collection of
handwritten documents that attracts the attention of the
researcher in document analysis is the collection of palm
leaf manuscripts from Southeast Asia. Some preliminary
studies on these collections describe challenges in document
analysis for palm leaf manuscript images. This collection
includes the primary characteristics of degraded historical
documents, such as the low intensity and low contrast of the
document, the varying space between letters, and the varying
space between lines, the merges, fractures, and other defor-
mations ofcharacter shapes.

Many methods of text line segmentation for handwritten
document image have already been proposed.1,8–12 Some
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works deal directly with the text line and character segmen-
tation and recognition.2–4 But most of those methods basi-
cally still depend on the binary image of the document. Some
other methods use combined information from both binary
and grayscale images.2,3 In this case, a good initial binarization
process is required. Unfortunately, for some types of histori-
cal document images, e.g., the palm leaf manuscript images
from Southeast Asia, the binarization process to separate the
ancient text from the background is a challenge.13–15 A
review of the evaluation of optimal binarization techniques
for character segmentation in historical manuscripts was pre-
sented in Ref. 13. In our previous work,15 we experimented
and compared several alternative well-known binarization
algorithms on the palm leaf manuscript images. We showed
that those binarization methods do not give a good binary
image for palm leaf manuscript images. All methods extract
unrecognizable characters on palm leaf manuscripts with
noise. Consequently, the text line and character segmentation
methods that are based on the binary image will not provide
good results for this kind of document image. Some methods
for text line or character segmentation directly applied to
grayscale images have already been proposed.4,7,16,17 A sur-
vey of text line segmentation methods for historical docu-
ments is given in Ref. 18. In this paper, we investigated the
performance of six promising text line segmentation meth-
ods by conducting comparative experimental studies on the
collection of palm leaf manuscript images.

This paper is organized as follows: Sec. 2 gives a brief
description of the collection of palm leaf manuscripts, the
ground truthing process, and the challenges for text line seg-
mentation. Section 3 presents the detailed description of the
text line segmentation methods that are investigated in our
experimental studies. The results and evaluations of the
experimental studies are presented in Sec. 4. Conclusions
with some prospects for future works are given in Sec. 5.

2 Palm Leaf Manuscripts
This section describes the corpus collection of palm leaf
manuscript images that is used in our experimental studies,
the ground truth construction process, and the challenges in
text line segmentation tasks.

2.1 Collection of Palm Leaf Manuscript Images
Our corpus is comprised of sample images of palm leaf
manuscripts from three different scripts: Balinese script from
Bali, Sundanese script from West Java, both from Indonesia,
and Khmer script from Cambodia. For the collection from
Bali, to obtain a large variety of manuscript images, the
sample images have been collected from 23 different collec-
tions (contents), which come from five different locations
(regions): two museums and three private families. It consists
of ten randomly selected collections from Museum Gedong
Kertya, City of Singaraja, Regency of Buleleng, North Bali,
Indonesia, four collections from manuscript collections of
Museum Bali, City of Denpasar, South Bali, seven collec-
tions from the private family collection from Village of
Jagaraga, Regency of Buleleng, and two collections from
private family collections from Village of Susut, Regency of
Bangli, and Village of Rendang, Regency of Karangasem.
From those 23 collections, we selected 35 pages of palm leaf
manuscript. For the collection from West Java, 12 images
were randomly selected from a collection of 64 pages

manuscripts about the story of Ramayana, found in Situs
Kabuyutan Ciburuy, region of Garut. These manuscripts are
estimated to have been written in the 15th century. Most of
the manuscripts consist of four text lines. For the collection
from Cambodia, 43 original document images of palm leaf
manuscripts were randomly selected from Ecole française
d’Extrême-Orient database. A summary of the collection is
listed in Table 1. Figure 1 shows the sample images from
the three different palm leaf manuscripts.

2.2 Ground Truth Construction
For the manuscripts from West Java, the binary ground truth
images were manually generated using PixLabeler.19 The
text line segmentation ground truth data were then generated
by hand based on the binary ground truth images. For the
manuscripts from Bali, the binary ground truth images were
created with a semiautomatic scheme.14,15 It used a specific
semilocal binarization scheme to overcome the ground truth
creation difficulty on degraded and low quality palm leaf
manuscript images. This scheme is used as the initial binar-
ization process for the semiautomatic framework for the con-
struction of ground truth binarized images. This framework
is based on the one used to build the database in DIBCO
competition series.20 Figure 2 shows some samples of binary
ground truth images of our palm leaf manuscript collections.
The text line segmentation ground truth data were also gen-
erated by hand based on the binary ground truth images. For
the manuscript from Cambodia, a local thresholding method
is applied, and a median filter is used to remove noises
caused by isolated pixel. Then the resulted image is super-
imposed on the original image, and strokes are traced
manually one character at a time. A stylus with a pressure
sensitive tip is used to maintain the variation of width of each
stroke (Fig. 3). A semiautomatic tool is used to construct line
segmentation ground truths from the binary ground truth
images. A set of initial text line midpoints is generated and
positioned at the estimated locations on the binary images
(Fig. 4). Those points are then moved manually to separate
and assign connected components to their correct text lines.
Touching components that spreads over multiple lines are
marked, and the vertical cutting locations are also noted.

2.3 Challenges in Text Line Segmentation Tasks
Due to its specific characteristics, palm leaf manuscripts pro-
vide new challenges in document analysis. Usually, palm
leaf manuscripts are of poor quality since the documents
have degraded over time due to bad storage conditions.

Table 1 Summary of the palm leaf manuscript collection.

Collection
Number of
pages

Total number of
text lines

Collection from Bali, Indonesia 35 pages 140 text lines

Collection from Sunda,
West Java, Indonesia

12 pages 46 text lines

Collection from Cambodia 43 pages 191 text lines

Total 90 pages 377 text lines
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Natural materials from palm leaves certainly cannot fight
against time; therefore, the process of digitizing and indexing
palm leaf manuscripts is very important. In general, the palm
leaf manuscripts contain discolored parts and artifacts due to
aging and low intensity variations or poor contrast, random
noises, and fading.15 Several deformations in the character
shapes are visible due to the merges and fractures of the
characters, varying space between letters, and varying space
between lines. The palm leaf manuscripts contain some
obstacles for line segmentation, e.g., skewed and fluctuating

text lines and irregularity in geometrical properties of the
line, such as line width, height, and distance between lines.1

These characteristics provide a suitable challenge for text
line segmentation.

3 Methods Investigated
In this section, we describe six promising text line segmen-
tation methods that are used in our experimental studies. Two
methods work on the binary images: the adaptive partial pro-
jection (APP) line segmentation approach and the shredding

Fig. 2 From top to bottom: Ground truth binary images of palm leaf manuscript of Fig. 1.

Fig. 1 From top to bottom: Sample images of palm leaf manuscripts from Khmer, Sunda, and two images
from Bali.
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method. Two other methods can be directly applied on gray-
scale images: the adaptive local connectivity map (ALCM)
method and the seam carving-based method.

3.1 Adaptive Partial Projection Line Segmentation
Approach

The APP line segmentation approach was proposed by
Chamchong and Fung.21 It is an improved technique from
their previous work22 in which they adapted modified partial
projection and smoothed the histogram with recursion. The
technique first constructs the global horizontal projection of
the text image to determine the number and average positions
of text lines and the average distance between two adjacent
lines. These details will be used throughout as reference val-
ues. The whole image is then divided into vertical columns.
The column size is estimated to be “3*average_char_width”
as it is normally the size of a word. The average character
width and height are automatically calculated from con-
nected component analysis of each binary image of the
manuscript. The smoothed horizontal projection profile is
extracted from each column, and the valleys of the profile are
considered to be the baselines of that column. For each col-
umn, incorrect baselines are removed, and new baselines are
inserted based on the referenced values mentioned above.
The approach also deals with connected components that
spread over multiple lines by recursively dividing the column
in which those components belong into two and by travers-
ing up and down from the old baselines until it reaches a
more appropriate position. The baselines of all columns are
joined together to form separating lines (Fig. 5).

In our experiments, we first calculate the number of lines
based on the number of peaks of the global horizontal pro-
jection profile. To find the number of peaks, we smooth the
projection profile using a moving average filter to remove
spurious peaks. The window size of the filter depends on the

average height of all connected components in the page. For
Khmer and Balinese scripts, we used “avg_char_height/2” as
the window size. However, for Sundanese scripts, since they
contain lots of small connected components, we increase the
window size to “avg_char_height” to improve the result.

3.2 Shredding Method
The shredding method was proposed by Nicolaou and
Gatos.1 This technique tries to shred the image into text lines
from one side of the image to the other by following the
white-most and black-most paths. This approach considers
a topological assumption that for each text line, there exists
a path from one side of the image to the other that traverses
only one text line. The shredding method is applied on the
binary image.

In the preprocessing stage, the binary image is blurred
with a blurring filter that is based on the size of the estimated
letter height from all connected component heights on
the binary image of the manuscript. The most frequent letter
height found in all connected component heights on the
binary image of the manuscript is used. Let I be the binary
image, and LH be the estimated letter height. The width of
the blurring window is defined as BW ¼ LH � 8, and the
height of the blurring window is defined as BH ¼
LH � 0.8. The blurring image B is defined as

EQ-TARGET;temp:intralink-;sec3.2;326;274Bðx; yÞ ¼
Xi¼BW∕2

i¼−BW∕2

Xk¼BH∕2

k¼−BH∕2
Iðxþ i; yþ kÞ:

The size of BW and BH is defined in such a way that this
operation blurs out the intracharacter and intraword spaces
while keeping the spaces between text lines (Fig. 6). A recur-
sive tracer function Tr is finally applied on the blurred
image.

EQ-TARGET;temp:intralink-;sec3.2;63;139

Trk;Bð1Þ ¼ k;

Trk;Bðnþ 1Þ ¼

8><
>:

Trk;BðnÞ − 1 ⇒ if∶Bðn; Trk;BðnÞ þ BH∕2Þ > Bðn; Trk;BðnÞ − BH∕2Þ
Trk;BðnÞ ⇒ if∶Bðn; Trk;BðnÞ þ BH∕2Þ ¼ Bðn; Trk;BðnÞ − BH∕2Þ
Trk;BðnÞ þ 1 ⇒ if∶Bðn; Trk;BðnÞ þ BH∕2Þ < Bðn; Trk;BðnÞ − BH∕2Þ

:

Fig. 3 Example of binary ground truthing for the Khmer manuscripts.

Fig. 4 Example of line segmentation ground truthing.
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It results in the shredded text line areas (Fig. 7). The text
line areas that are smaller than LH2 were filtered out.
To detect the medial axis of text lines (Fig. 8), the same
recursive tracer function is applied on the inverted blurred
image—Bðx; yÞ. The next step consists of assigning each
connected component from the binary image input based
on the intersection with line areas and line centers or
medial axis.

3.3 Adaptive Local Connectivity Map Method
The ALCM method was proposed by Shi et al.7 This method
is considered a transform-based method and can be applied
directly on grayscale images. It consists of the following
steps. First, an ALCM map is generated from a grayscale
document using the following transform:7

EQ-TARGET;temp:intralink-;sec3.3;326;232

ALCM∶f → A

Aðx; yÞ ¼
Z
R
fðx; yÞGcðt − x; yÞdt

where

Gcðx; yÞ ¼
�
1 ⇒ if∶jxj < c

0 ⇒ otherwise
:

The ALCM transform computes the cumulative intensity by
adding up all the intensity values in a certain size of neigh-
borhood of each pixel. The ALCM transformed image is a
grayscale image that gives preliminary information about the
possible locations of text lines. The second step is the binar-
ization of the ALCM transformed image. It was considered

Fig. 5 Some results of the APP approach on Khmer, Balinese, and Sundanese manuscripts.

Fig. 6 From top to bottom: original image, binary ground truth image, and blurred image of the shredding
technique.
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that the binarization of the ALCM transformed image is
easier than the original grayscale image because it consists
of a clear bimodal pixel distribution. The ALCM trans-
formed image is more tolerable for the different binarization
algorithms.

After the binarization of the ALCM transformed image, a
procedure to filter out the small pieces area is performed. It is
based on the statistical size from all areaa in the binary image
of the ALCM. The full area of a text line is then generated by
filling the preliminary text line area based on their upper and
lower profile points. The binarization is finally performed by
locally focusing only on areas of text lines. The last step is
the connected component mapping and text line component
collection. All connected components found in the binarized
version of the document are mapped based on the locations
of text line areas to make up the text line segments.

In our experimental studies, we computed the cumulative
intensity in a neighborhood of size 2c, where c ¼ 100, as it
was suggested to approximate c by the value of three times
the average height of text. The scanning process to add up all

intensity values was done twice, from left to right and right to
left, and all cumulative intensities were rescaled to range
from 0 to 255 to produce a grayscale ALCM transformed
image. For the next step of binarization of the ALCM trans-
formed image, we found that it is still difficult to binarize the
ALCM transformed image from our manuscripts. The local
adaptive binarization method of Sauvola and Pietikäinen23

was applied with default values of k ¼ 0.1, R ¼ 128, and
block size ¼ 50 × 50. In most cases, the ascender and
descender parts of characters make it difficult to separate
two consecutive text line areas. Consequently, the prelimi-
nary position of text lines on the document was still hardly
extracted (Fig. 9). We finally filtered out the small areas
whose the height was less than 20 pixels (the half of the esti-
mated text height) or with a width less than 100 pixels (half
of the estimated word width). To make up the text line seg-
ments, we mapped all connected components found in the
binary ground truth image of the document, based on the
intersection of the text line areas. If a connected component
intersected more than one text line area, it was assigned to

Fig. 7 The shredded text line areas and the text line segments.

Fig. 8 The detected medial axis of text lines.
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the text line with the most intersection area. We did not
perform any further postprocessing task to investigate the
performance of ALCM transform.

3.4 Seam Carving-Based Method
The seam carving-based method determines the segmenta-
tion path based on a defined seam map that is generated
from a given energy function. Some schemes for text line
segmentation based on the seam carving method have
already been proposed.10,24–27 By using the same basic idea
for the seam carving method, the different schemes differ
only in the choice of the energy function and their proposed
preprocessing and postprocessing steps.

Saabni and El-Sana25 proposed a language-independent
text lines extraction using seam carving. Their method is
applied to the binary image. In the preprocessing step, they
calculated the average height of connected components and
classify them (according to their height) into four categories:
additional strokes, ordinary average components, large con-
nected components, and vertically touching components. In
this method, the seam carving concept is applied to find the
medial axis of the text lines. The signed distance transform is
used as energy function to compute the energy map. The
dynamic programming is finally used to compute the mini-
mal cost seam that passes from the left side of the image to
the right side. The collection of connected components is
then performed by applying some rules based on the position
of the extracted medial axis of the text lines.

A new approach for text line segmentation based on the
seam carving method that works directly on grayscale docu-
ment images has been also proposed.24,26 In this method,
two types of seams are calculated: the medial seams and
separating seams. Stoll et al.27 used the simple gradient
magnitude function as the energy function. Arvanitopoulos

and Susstrunk24 used the derivative image of the grayscale
manuscript as the energy function, as follows

EQ-TARGET;temp:intralink-;sec3.4;326;730Ei;j ¼
���� I

σ
i;jþ1 − Iσi;j−1

2

����þ
���� I

σ
iþ1;j − Iσi−1;j

2

����;
where Iσ is the smoothed grayscale image with Gaussian
filter of standard deviation σ. For both works, the seam
map is generated by the following function:
EQ-TARGET;temp:intralink-;sec3.4;326;652

Mði; 1Þ ¼ Eði; 1Þ

Mði; jÞ ¼ Eði; jÞ þmin

8><
>:

Mði − 1; j − 1Þ
Mði; j − 1Þ
Mðiþ 1; j − 1Þ

:

In the work of Asi et al.,26 the distance transform is
adopted as the energy function to generate the energy map.
In their case, the medial seams are determined by local mini-
mum points of the seam map, and the separating seams are
determined by maximum points. To generate an accurate
energy map and produce robust seams, they used different
weights for the horizontal and diagonal distances. The seam
map is generated by the following function:

EQ-TARGET;temp:intralink-;sec3.4;326;485Mði; jÞ ¼ 2 � Eði; jÞ þmin

8><
>:

1ffiffi
2

p �Mði − 1; j − 1Þ
1 �Mði; j − 1Þ
1ffiffi
2

p �Mðiþ 1; j − 1Þ
:

In our experimental studies, we first investigated the per-
formance of the basic seam carving scheme by minimalizing
the preprocessing and postprocessing steps. We tested the
seam carving method on binary image and grayscale image.
We followed the generic basic scheme for the seam carving
method, which consists of three steps: calculate the energy
map of the image by using an energy function, generate the
seam map, and trace the minimal path by following the min-
imal cost provided by the seam map.

The distance transform is used as the energy function.
The distance transform calculates the minimum distance
of each pixel on the image from the nearest background
pixel. In our experiments, to calculate the distance transform
for binary images, we used MATLAB® function bwdist with
the Euclidean distance metric, and for grayscale images, we
used MATLAB® function graydist with quasi-Euclidean dis-
tance metric. The seam map is generated by using different
weights for the horizontal and diagonal distances and by
using two passes from left to right and from right to left
as proposed by Asi et al.26 We then calculated the final
seam map from the average of two seam maps from two
directions. We generated the separating seam paths by trac-
ing the minimum seam cost from both directions. All sepa-
rating seam paths directly define the text line areas (Fig. 10).
We did not perform any further postprocessing task.

Second, as comparison with a more complete seam carv-
ing scheme, we also evaluated the seam carving method that
is implemented by Arvanitopoulos and Susstrunk.24 In their
implementation, the medial seams are first computed based
on the projection profile matching approach. The image is
divided into some slices of column, and the Sobel operator
is applied to compute the edge of image. For each slice
of image, the smoothed horizontal projection profiles are

Fig. 9 From top to bottom: original image, ALCM transformed image,
the binarized image of ALCM transformed image, the final binarized
image of ALCM transformed image after filtering process of small
areas, and the text line segmentation.
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calculated independently. The local maxima locations of the
profile in all slices are then detected and connected to create
piecewise linear seams that approximate the medial axis of
the text lines in the manuscript page. The separating seams
are then computed with these medial axis as the constraint.
The medial axis force the separating seam to pass between
two consecutive text lines. The energy map is calculated
from the derivative image of the grayscale image smoothed
with Gaussian filter (Fig. 11).

3.5 Energy Function for Shredding Method
After analyzing the jumping and the joining path problem on
the seam carving method, we have proposed an energy func-
tion that can still represent a high energy value in an empty
area within one text line. For each pixel, we define the energy
value as the number of text (foreground) pixels in an ellipse
area that is centered in that pixel. The sizes of the minor axis
and the major axis of the ellipse area are based on the
approximated average character height and width that are
calculated from the connected component analysis. The
minor axis of the ellipse area is set with the character height
to limit the transfer energy between two text lines, to avoid
the jumping and the joining path. The major axis of ellipse
area should be set large enough (n times of character width)
to be able to transfer the energy from one side to the other
side of a text line in an empty text line area.

Let I be a binary image of size (nbrow × nbcol) where
the foreground pixel is 1 and the background pixel is 0, and

rmajor and rminor be the size of the major axis and minor axis
of an ellipse area. The energy value of a pixel in row x and
column y is defined as

EQ-TARGET;temp:intralink-;sec3.5;326;719Eðx; yÞ ¼
Xnbrow
i¼1

Xnbcol
j¼1

Iði; jÞ:Ellipseði; j; rmin or; rmajor; x; yÞ;

where Ellipseði; j; rminor; rmajor; x; yÞ is a binary function to
check whether the pixel Iði; jÞ is inside the area of an ellipse
with minor axis rminor, major axis rmajor and is centered on
the coordinate (x; y), defined as
EQ-TARGET;temp:intralink-;sec3.5;326;624

Ellipseði; j; rminor; rmajor; x; yÞ

¼
8<
:

1; if

�
½absði−xÞ�2

r2
minor

þ ½absðj−yÞ�2
r2
major

�
≤ 1

0; if − not

:

After generating the image of the energy function, we
directly apply the recursive tracing function of the shredding
method (see Sec. 3.2). Figure 12 shows that the ellipse
energy function can transfer the energy to fill the empty
text line areas and then the recursive tracing function of the
shredding method can easily separate the text line areas. We
did not perform any further postprocessing task to investigate
the performance of our proposed energy function for the
shredding method.

In our experiments, we used rminor ¼ average character
height for the entire manuscript collection, rmajor ¼ 5 ×
average character width for the manuscript from Bali and
Sunda, and rmajor ¼ 8 × average character width for the
Khmer manuscript (Fig. 13). These values have been defined
empirically based on the existence of the empty text line area
width in the manuscript collection. Khmer manuscripts usu-
ally have a wider empty text line area than the manuscripts
from Bali and Sunda.

3.6 A* Path Planning Approach
The A*PP line segmentation approach has been proposed by
Surinta et al.28 The objective of path planning is to compute
the shortest path from a starting point to its destination avoid-
ing obstacles along the way. A* (called A star) is one of the
path planning algorithms that minimizes the travel costs
between states from the starting state s1 to the goal state
sn. To solve the line segmentation problem, paths separating
text lines need to be traced from the left side (starting state) to
right side (goal state) of the text, and the foreground (black)
pixels are viewed as obstacles. Due to some handwritten text
components from adjacent lines being touched or over-
lapped, the goal state can be unreachable. A modified A*
path-planning technique is proposed to allow the path to
pass through such components. The method now works as

Fig. 10 From top to bottom: original image, energy map, minimum
path, and text line segmentation result.

Fig. 11 The medial seams and the separating seams of the manuscript of Fig. 10
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follows. The position of the starting state and the goal state of
each path is computed from the valley points of the smoothed
y-projection profile histogram. Five cost functions are then
combined to determine the traveling cost between states:

• Foreground distance cost functions DðnÞ and DðnÞ2
control the path to stay along the gaps between fore-
ground pixels. The two functions are defined as

EQ-TARGET;temp:intralink-;sec3.6;326;752

DðnÞ ¼ 1

1þmin½dðn; nyuÞ; dðn; nydÞ�
;

DðnÞ2 ¼ 1

1þmin ½dðn; nyuÞ; dðn; nydÞ�2
;

where dðn; nyuÞ and dðn; nydÞ are the distances
between the state n and the closest foreground pixel in
the upward and downward directions, respectively.

• Map-obstacle cost function MðnÞ gives a penalty if the
path has to pass through foreground pixels. MðnÞ
returns 1 if the state n coincides with a foreground
pixel, and it returns 0 otherwise.

• Vertical cost function VðnÞ: prevents the path from
deviating from the y-position of the starting state and
the goal state. The function is defined as

EQ-TARGET;temp:intralink-;sec3.6;326;572VðnÞ ¼ jny − nstarty j;

where ny and nstarty are the y-position of the current state
n and the start state, respectively.

• Neighbor cost function Nðsi; sjÞ computes the shortest
path between the starting state and the goal state. Like
in the standard algorithm, this function returns 14 for
diagonal directions, and it returns 10 for other direc-
tions in the eight-directional movements.

The combined cost function Cðsi; sjÞ is defined as
follows:

EQ-TARGET;temp:intralink-;sec3.6;326;418Cðsi; sjÞ ¼ cdDðsiÞ þ cd2DðsiÞ2 þ cmMðsiÞ þ cvVðsiÞ
þ cnNðsi; sjÞ:

The parameters cd, cd2, cm, cv, and cn are tuned empirically.

Fig. 13 From top to bottom: Example of results: image of the energy function, the text line segmentation
path generated from shredding method, and the text line segmentation result.

Fig. 12 From top to bottom: Ellipse area in the empty text line area,
image of the energy function, and the text line segmentation path gen-
erated from the shredding method.
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There are two major drawbacks in this approach. The first
is that the method assumes the y positions of the starting state
and the goal state to be the same. Therefore, it does not work
well with documents containing curved or slanted text lines.
Another difficulty is caused by the tuning of the coefficient
parameters to find the most efficient values to compute the
final traveling cost Cðsi; sjÞ.

In our experiment, the position of the starting state and the
goal state are calculated separately to adapt to the skewness
of the text lines. The y-positions of the starting states and the
goal states are extracted from the y-projection histogram of
the first one-third of the document and the last one-third of
the document, respectively. The vertical cost function now
becomes

EQ-TARGET;temp:intralink-;sec3.6;326;462VðnÞ ¼
����ny −

��
1 −

nx
l

�
nstarty þ nx

l
ngoaly

	����;

where l ¼ ngoalx − nstartx and ðnx;nyÞ;ðnstartx ;nstarty Þ;ðngoalx ;ngoaly Þ
are the coordinates of the current state n, the starting state,
and the goal state, respectively. Normally, nstartx is 0 and ngoalx

correspond to the end of the document page, so l is equal to
the width of the document. The cost VðnÞ is now the vertical
distance from the current state at position ðnx; nyÞ to the
slanted line constructed from the two points ðnstartx ; nstarty Þ
and ðngoalx ; ngoaly Þ. To improve the execution time, only five
directional steps (S, SE, E, NE, E) are computed for the

Fig. 14 Example of results of A* path planning approach.

Fig. 15 ICDAR2013 handwriting segmentation contest—viewer and evaluator.
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Table 2 Result of performance evaluation.

Method Collection N M o2o DR (%) RA (%) FM (%)

APP (binary) Bali 140 168 100 71.42 59.52 64.93

Sunda 46 51 32 69.56 62.74 65.97

Khmer 191 207 164 85.86 79.22 82.41

All collection 377 426 296 78.51 69.48 73.72

Shredding (binary) Bali 140 167 123 87.85 73.65 80.13

Sunda 46 142 25 54.34 17.6 26.59

Khmer 191 185 91 47.64 49.18 48.4

All collection 377 494 239 63.39 48.38 54.87

Shredding with improved energy function (binary) Bali 140 178 128 91.42 71.91 80.5

Sunda 46 50 46 100 92 95.83

Khmer 191 190 181 94.76 95.26 95.01

All collection 377 418 355 94.16 84.92 89.3

Basic seam carving scheme (binary) Bali 140 820 73 52.14 8.9 15.2

Sunda 46 137 13 28.26 9.48 14.2

Khmer 191 205 0 0 0 0

All collection 377 1162 86 22.81 7.4 11.17

Basic seam carving scheme (grayscale) Bali 140 1087 80 57.14 7.35 13.03

Sunda 46 172 14 30.43 8.13 12.84

Khmer 191 214 1 0.52 0.46 0.49

All collection 377 1473 95 25.19 6.44 10.27

Complete seam carving scheme (binary) Bali 140 143 131 93.57 91.60 92.57

Sunda 46 46 46 100.0 100.0 100

Khmer 191 189 51 26.70 26.98 26.84

All collection 377 378 228 60.47 60.31 60.39

Complete seam carving scheme (grayscale) Bali 140 167 128 91.42 76.64 83.38

Sunda 46 43 36 78.26 83.72 80.89

Khmer 191 145 57 29.84 39.31 33.92

All collection 377 355 221 58.62 62.25 60.38

ALCM (grayscale) Bali 140 322 20 14.28 6.21 8.65

Sunda 46 66 4 8.69 6.06 7.14

Khmer 191 392 59 30.89 15.05 20.24

All collection 377 780 83 22.01 10.64 14.34

A* path planning (binary) Bali 140 141 137 97.85 97.16 97.5

Sunda 46 46 100 100 100 100

Khmer 191 190 182 95.28 95.78 95.53

All collection 377 377 365 96.81 96.81 96.81
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neighbor cost function Nðsi; sjÞ. The values of the parame-
ters used on all data sets are: cd ¼ 150, cd2 ¼ 0, cm ¼ 50,
cv ¼ 5, and cn ¼ 1 (Fig. 14).

4 Experiments: Evaluation and Results

4.1 Evaluation Metric and Tool
We use the evaluation criteria and tool provided by
ICDAR2013 Handwriting Segmentation Contest29 (Fig. 15).
First, the one-to-one (o2o) match score is computed for a
region pair based on the evaluator’s acceptance threshold.
In our experiments, we used 90% as the acceptance thresh-
old. Let N be the count of ground truth elements and M be
the count of result elements. With the o2o score, three met-
rics are calculated: detection rate (DR), recognition accuracy
(RA), and performance metric (FM).

4.2 Results
We performed the evaluation test for each collection of palm
leaf manuscripts in our corpus. Table 2 shows the results of
the performance evaluation of each method on each collec-
tion of manuscripts. We also calculated the performance of
each method on the total collection.

In general, the methods that are applied on binary images
achieved a good enough result. It is because we performed
our experiments on the binary ground truth image of the
manuscripts. These images are the ideal condition of the
binary images that we can expect from the original manu-
scripts. The performance of binary image-based methods
will be greatly influenced by the quality of the binary image.

In our experiments, without doing any postprocessing
task, the A* path planning approach achieves the best results
for all manuscript collection. Nevertheless, this approach
greatly depends on the result of binarization and projection

profile analysis in localizing the text line and the starting
state of each line. This approach did not perform well
when it failed to detect the starting points of lines because
the manuscript contains some short lines (Fig. 16).

The APP method performs better on the collection of
Khmer manuscripts because they often contain some spaces
between words or between shorter subtext lines. This char-
acteristic fits well with the APP method as it divided the
manuscripts into smaller vertical zones. But the APP appro-
ach greatly relies on information extracted from the global
horizontal projection profile at the beginning of the process
to extract some important referenced values, such as the
number of text lines, the average line position of each text
line, and the average height of text lines. Most of the rules
that are applied in the next step of the APP approach depend
on the spatial information of text lines provided by those ref-
erenced values. For example, the average height of text lines
is used to detect the baseline of the vowel, and the number of
text lines is used to check (to insert or delete) the correct
baseline to each column. If those values are incorrect, the
accuracy of the approach will drop significantly. It, therefore,
does not work well with document image with skewed and
curved or fluctuated text lines. The APP method did not
perform well on the collection of Balinese and Sundanese
manuscripts because the size of ascenders and descenders of
the character in Balinese and Sundanese scripts is almost the
same as the size of the character itself and it occupies the
space between two consecutive text lines. The APP approach
considers it as a new baseline (Fig. 17). The APP technique
also has some problems caused by the components that are
too far away from their main lines.

The shredding method achieved the best performance on
the Balinese manuscripts. The Balinese manuscripts have
normally a wider space between two consecutive text lines

Fig. 16 The A* path planning approach failed to determine the starting state of each line in some
manuscripts.

Fig. 17 The rules in the APP approach failed to determine the baseline of a Balinese manuscript.
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Fig. 18 The improved energy function for the shredding method. From top to bottom: original image of
manuscript, original blurring function, detected line areas, improved energy function, and improved
detected line areas.

Fig. 19 An example of the jumping and joining separating seam paths on Khmer manuscript.
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than the Sundanese and Khmer manuscripts, so the shred-
ding function more easily separates the intertext line areas.
The use of ellipse energy function significantly improves the
performance of the recursive tracing function from the shred-
ding method. For Khmer manuscripts, our proposed energy
function is optimal for forcing the energy transfer in one text
line while preventing the energy transfer between two text
lines (Fig. 18).

For the seam carving-based method, without any prepro-
cessing and postprocessing tasks, the performances of this
method are not optimal, especially on the collection of
Khmer manuscripts. The spaces between some shorter sub-
text lines greatly influence the minimum separating seam
path. By passing these spaces, the separating seam paths
jumped to other intratext lines area or joined together into a
single separating seam path (Fig. 19). This behavior makes
the seam carving method fail to separate the text lines. The
complete scheme of seam carving significantly improves
separating seam detection (Fig. 20). But it greatly depends
on the previous step of medial seam detection as a constraint
that is based on the projection profile matching approach.
If this first step failed to detect the correct medial axis of
textline, the separating seams will not be detected correctly
(Fig. 21).

5 Conclusions and Future Works
We investigated the performance of six text line segmenta-
tion methods by conducting the comparative experimental
studies for the collection of palm leaf manuscript images.
Four methods work on the binary image: the APP line segmen-
tation approach, the A* path planning approach, the shredding
method, and our proposed energy function for shredding
method. Two other methods can be directly applied on gray-
scale images: the ALCM method and the seam carving-

based method. The results show that each method performed
optimal on some specific characteristic of the manuscript
collection. The behavior of some methods is greatly influ-
enced by some challenges that are clearly present on each
collection of the Southeast Asian manuscripts. For future
works, a scheme to adopt and take into account all advan-
tages from each method should be proposed.
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