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Abstract

In this work we first replicate the results of fully parametric dynamic probit model

for forecasting US recessions from Kauppi and Saikkonen (2008) (which is in the spirit

of Estrella and Mishkin (1995, 1998) and Dueker (1997)) and then contrast them to

results from nonparametric local-likelihood dynamic choice model for the same data.

We then use expanded data to get some insights on whether these models could have

warned the public about the latest recession, associated with the global financial crisis.

Finally, we also apply both approaches to get some insights about 2018.
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1 Introduction

The goal of this article is three-fold. First, we start by replicating some of the results from the

parametric (linear) dynamic probit of Kauppi and Saikkonen (2008), who in turn followed

and refined the approach originated in the seminal works of Estrella and Mishkin (1995,

1998) and Dueker (1997), for forecasting the probability of US recessions.

Second, and more importantly, we want to do a nonparametric validation of their in-

teresting results—by checking how sensitive they are to the parametric assumption about

the linearity of the index function in their parametric probit model. Indeed, the parametric

methods in general, and probit or logit approaches in particular (whether in cross-section,

panel or time series context as ours), yield inconsistent estimates if the parametric assump-

tions are misspecified.

To do the nonparametric validation, one may use many alternatives proposed in the

literature and all have their own merits and limitations (e.g., see Henderson and Parmeter

(2015) for related discussions and references therein for key works in nonparametric esti-

mation). Here, we use (with some modification) the approach recently developed by Park

et al. (2017), who in turn generalized the nonparametric quasi-likelihood approach of Fan,

Heckman and Wand (1995) to a dynamic time series context. An important feature of

this approach is that it embraces the parametric dynamic probit approach of Kauppi and

Saikkonen (2008) as a special case, while requiring no parametric assumptions on the index

function. Our modification of Park et al. (2017) is related to the use of the discrete kernel

to handle the lagged dependent variable—they used a kernel in the spirit of Aitchison and

Aitken (1976), while we used a generalized version of it, where we combine a discrete ker-

nel with an adaptive continuous kernel of Li et al. (2016), which allows for the continuous

bandwidth to vary with the discrete variable.1

Third, we use these two approaches for an expanded data set that includes more recent

periods. Specifically, we try to get some insights on whether these models could have warned

about the latest recession, associated with the global financial crisis, if they were applied in

2007 and early 2008. Moreover, we also apply both approaches to get some insights about

2018.

1One could also use other kernels and bandwidths, including the non-geometric discrete kernels like the
discrete Epanechnikov kernel (see Chu, Henderson and Parmeter (2015)). The asymptotic theory from Park
et al. (2017), under their fairly mild assumptions, can be extended to encompass these and other cases.
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2 Some Background

In their influential paper, Kauppi and Saikkonen (2008), asked a very important question

that worries many people in the world: “What is the probability of a recession a month

ahead or a year ahead?” To tackle it, they revisited the approach originated by Estrella

and Mishkin (1995, 1998) and Dueker (1997) for forecasting recessions using parametric

probit model with only one continuous regressor (the spread) and one discrete regressor

(the lagged dependent variable). Specifically, their simple yet quite powerful model, the

random variable Yt takes on two values 1 and 0, representing such events as ‘recession’ and

‘no recession’ at time t, and is assumed to follow Bernoulli distribution with probability pt,

which in turn depends on past information on realizations of some explanatory variables and

the realization(s) of Yt available in a period s < t.

Formally, the focus of interest here is to estimate the conditional mean (which here is

also a conditional probability) of Yt to predict its realization in time period t, conditional on

some explanatory factors known in a period s < t, some continuous variables Xs and some

discrete variables Zs, i.e.,

ms(x, z) := E(Yt|Xs = x,Zs = z) = P (Yt = 1|Xs = x,Zs = z) = g−1(f(x, z)) (2.1)

where g is usually referred to as a link function and f(.) as an index function. Most studies,

and Kauppi and Saikkonen (2008) in particular, take the probit link for g and assume affine

functional form for f and relaxing the latter is the main focus of this paper.

While Kauppi and Saikkonen (2008) considered many variations, the best performing

models had only one continuous explanatory variable (lagged interest rate spread), similar

as in Estrella and Mishkin (1995, 1998), and one discrete variable representing realizations of

Yt with one lag (denoted by yt−1), which modeled the dynamics, as in Dueker (1997). They

also tried this model with different lags for the spread, which performed similarly well with

slight lead by the model where the spread is at lag two. The model with the fourth lag was

among the best and so they chose it as the benchmark case because of its ability to produce

longer forecasts than models with lower lags, and so we will focus on this particular version

here. To be precise, this benchmark parametric dynamic linear probit model was given by2

P (Yt = 1|Xt−4, Yt−1) = Φ(f(Xt−4, Yt−1)) = Φ(b0 + b1Xt−4 + b2Yt−1). (2.2)

2We use the following convention for the notation: capital letter (e.g., Yt) denotes an unobserved random
variable in the time period t, while the fixed values it can or do take or points at which we one want to
estimate are denoted with small letters (e.g., y or yt if the timing of the observation is to be emphasized).
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We therefore will focus on this parsimonious model. Besides replicating results for this

model, our main goal is to compare them to results from the nonparametric quasi-likelihood

approach, which was originated by Fan et al. (1995) and recently generalized further by

Park et al. (2017) to allow for the dynamic time series context where the lagged values of

the discrete dependent variable models the dynamics. Specifically, the nonparametric quasi-

likelihood function from Park et al. (2017) adapted to the model (2.2), and evaluated at a

point of interest (xo, yo), is given by

LT (β0, β1|xo, yo) =
1

(T − 4)

T∑
t=5

Q
(
g−1 (β0 + β1(xt−4 − xo)) , yt

)
wc(xt−4, xo)wd(yt−1, yo),

(2.3)

where Q(·, yt) is quasi-likelihood function that takes the role of the likelihood of the mean

when Yt = yt is observed and g is a known link function (strictly increasing) and wt
c(., .) and

wt
d(., .) are kernel weights for the continuous and discrete variables, respectively, where for

the latter we use the ‘complete smoothing’ approach as described in Li et al (2016).3

Because Y is binary, we have P (Yt = y|xt−4, yt−1) = m(xt−4, yt−1)
y[1−m(xt−4, yt−1)]

1−y,

for y = 0, 1 and so we can replace Q(µ, y) by

`(µ, y) = y log

(
µ

1− µ

)
+ log(1− µ). (2.4)

Here and below, we write m = mt−1 for simplicity. Furthermore, taking probit link g(t) =

Φ−1(t) where Φ denotes the cumulative distribution function of the standard normal distri-

bution, we get

LT (β0, β1|xo, yo) =
1

(T − 4)

T∑
t=5

[
yt log

(
Φ (β0 + β1(xt−4 − xo))

1− Φ (β0 + β1(xt−4 − xo))

)
(2.5)

+ log (1− Φ (β0 + β1(xt−4 − xo)))

]
wc(xt−4, xo)wd(yt−1, yo).

Maximization of (2.5) at a given point of interest (xo, yo) gives β̂0(xo, yo) that serves

as the estimator of f at (xo, yo), and also gives β̂1(xo, yo) that serves as the estimator of the

first partial derivatives of f at (xo, yo). The conditional mean function m(xo, yo) can then

3Specifically, we note that Q(·, yt) is defined by ∂Q(µ, yt)/∂µ = (yt − µ)/V (µ), where V is a chosen
function for the working conditional variance model; see Park et al. (2017) and Li et al (2016) for more of
the technical details for the methodology used in this paper.
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be estimated by inverting the link function evaluated at β̂0(xo, yo), i.e., g−1(β̂0(xo, yo)).
4

In a nutshell, the main benefit of the nonparametric approach is that it allows much

greater flexibility because instead of assuming a linear or any other particular parametric

form for f , we approximate f locally in the direction of the continuous covariates and

constant in the direction of the discrete covariates. As a result, we note that unlike in

the parametric linear probit, β̂1(xo, yo) generally can vary with (xo, yo) and thus is able to

identify different impacts of explanatory variables onto the response variable. Why is this

important in the context of forecasting recessions with the spread? As was also pointed out

by Kauppi and Saikkonen (2008): “the interest rate spread can be regarded as a measure of

the stance of monetary policy, while there is evidence that the impact of monetary policy on

the real economy may be different during recessions and expansions.” Continuing this line of

thought, we note that the impact does not have to be the same (as in the linear model) even

within one type of regime, be it ‘recession’ or ‘expansion’. Indeed, in the last few decades,

the society has been witnessing very different recessions and very different expansions and

these differences may translate into different impacts of monetary policy, i.e., different values

of the coefficient of x for different values of x.5 The nonparametric approach allows that.

Indeed, the main value of the nonparametric approach is that it allows for the variation in

the degree of influence of the explanatory variable onto the response variable not just at

different regimes (‘recession’ vs. ‘expansion’), but at any point. Through the kernels and

optimally selected bandwidths, it gives greater weight to the nearest observations, fitting

the data in a way that minimizes the trade-off between the bias and variance, and without

imposing a particular parametric form on the impact. The primary goal of this article is

therefore to see if this method can improve upon the exiting parametric approach.

3 Replication and Nonparametric Validation

We collected the data from the sources cited in Kauppi and Saikkonen (2008) for the same

period as in their study: from 1955:Q4 to 2005:Q4. The dates of the peaks and troughs are

according to NBER’s Business Cycle Dating Committee, hereafter NBER.6 The information

about the interest rates was sourced from the Federal Reserve Bank.7

4Here it is also worth noting that although the implementation requires the choice of the link function
(e.g., probit), the theory in Park et al. (2017) suggests that the asymptotic properties of the estimators are
largely independent on the choice of g as long as it is sufficiently smooth and strictly increasing, because the
estimation is performed locally.

5E.g., see a nice survey on related discussion by see Florio (2004).
6See http://www.nber.org/cycles/ .
7See http://www.federalreserve.gov/releases/h15/data.htm
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It is important to note that different definitions of what is recession and what is the

spread have been used in the literature to construct variables from this same data set and

some of these differences produce difference in results. Here we try to follow exactly the def-

initions of Kauppi and Saikkonen (2008). Specifically, the dependent variable is constructed

by setting yt = 1 if ‘US economy is considered as in recession’ in the quarter t and 0 other-

wise. Specifically, a given quarter is defined as the first quarter of a recession period if its

first month or the preceding quarter’s second or third month is classified by the NBER as the

‘business cycle peak’; A given quarter is defined as the last quarter of a recession period if

its second or third month or the subsequent quarter’s first month is classified by the NBER

as the ‘business cycle trough’. The first and the last quarters define a recession period,

during which all quarters are recession quarters (where yt = 1). All the quarters that are

not included in a recession period are called expansion quarters (where yt = 0). Meanwhile,

the spread variable is constructed as the difference between the 10-year US Treasury bond

rate and the 3-month US Treasury bill rate.

The full sample here consists of 201 quarterly observations on US recessions and on the

spread. Using this data, the parametric linear dynamic probit gave: b̂0 = −1.15, b̂1 = −0.46,

b̂2 = 1.88 and Pseudo − R2 = 0.42—these are very similar as the estimates in Kauppi and

Saikkonen (2008), b̂1 = −0.55 and b̂2 = 1.79 and Pseudo−R2 = 0.41. (The small difference

could be due to different optimization routines or/and slight differences in the data on

recessions or on the spread.)
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Figure 1: Recessions in US Example, for 1955:Q4 to 2005:Q4. Left panel, estimates of the
index function f(x, 0) and f(x, 1), and right panel, estimates of the probabilities evaluated at
observed points, as function of xt−4. The two levels correspond to the realizations of either
yt−1 = 1 (recession years, higher level) or yt−1 = 0 (no recessions years, lower level).

To perform the nonparametric estimation, we first need to obtain optimal bandwidths.
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For this we use the leave-one-out maximum likelihood cross-validation criterion to maximize

it numerically over 3 dimensions. Here, recall that we use an adaptive bandwidth for the

continuous variable which allows the bandwidth to be different according to the values of

yt−1. Intuitively, this means that we allow more flexibility in fitting the curvatures under the

two regimes, i.e., allowing for very different non-linearities in the response function under

recession and expansions. As we mentioned above, allowing for such flexibility is important

for this context because the responsiveness of the real economy to the monetary policy

(where the spread is the quintessence) was noticed to be usually different during recessions

and expansions (see Florio (2004) and references therein). The resulting optimal value

of the bandwidth for the discrete regressor was λ = 2.2/105, confirming the importance

of the lagged dependent variable yt−1 among explanatory variables in the index function.

Importance of this variable can also be seen from the fact that the two optimal bandwidths

for the continuous variable are very different: h0 = 1.092 when yt−1 = 0, and h1 = 381.263

when yt−1 = 1, suggesting about very different curvatures in the two regimes, as can be seen

in Figure 1.

More specifically, from the Figure 1, one can see that for the group of data where

economy was in expansion in t − 1 (i.e., yt−1 = 0), the nonparametric estimator of the

index function displays a clear curvature (left panel of Figure 1).8 For the other case, the

effect of the spread is roughly linear. The curvature appears again in the nonparametric

probit probabilities (right panel of Figure 1). This interesting finding confirms the claims

and other evidence in the literature about the asymmetry of monetary policy effectiveness

under different regimes (Florio (2004)). Such a difference in the impact is not apparent from

the dynamic linear probit approach results.

To compare the parametric and nonparametric fits, we follow Kauppi and Saikkonen

(2008) and use the Pseudo-R2 of Estrella (1998), which is a monotone transformation of the

likelihood derived from some desired properties: we get 0.4187 for the parametric and 0.4426

for the nonparametric cases. Figure 2 confirms the global quality of the in-sample fit for

both parametric and nonparametric approaches.

We now proceed to the out-of-sample forecasts to make predictions of the recession one-

period and two-periods ahead, where for the latter we follow the indirect iterative approach

of Kauppi and Saikkonen (2008) and its nonparametric version.

We start with a sub-sample for 1955:Q4-2000:Q4 as the estimation sample and make

one-period ahead and two-periods ahead forecasts, for 2001:Q1 and 2001:Q2 respectively.

8As correctly pointed out by a referee, the observed curvature could also be due to estimation uncertainty
and so the statistical testing (yet to be developed in this framework) is needed to confirm or reject it with
greater certainty.
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Figure 2: Recessions in US for data as in Kauppi and Saikkonen (2008). In sample forecasts
from the linear dynamic probit (dot-dash line) and its nonparametric analogue (solid line).
The •’s are the realizations of Yt (1 if recession and 0 otherwise).

Table 1: Goodness of fit for the out-of-sample forecasts.

Parametric Probit Nonparametric Probit
Pseudo−R2

Estrella for 1 period ahead forecast 0.4075 0.4404
Pseudo−R2

Estrella for 2 periods ahead forecast 0.2624 0.3163
Pseudo−R2

Efron for 1 period ahead forecast 0.4488 0.4621
Pseudo−R2

Efron for 2 periods ahead forecast 0.2028 0.2464

Notes: The out-of-sample forecasts used in the goodness of fit measures were obtained
for forecasts using samples from 1955:Q4 to 1999:Q4+t for t=0,1,2...

We then expand the sample by adding the next quarter (2001:Q1) to the estimation sample

to produce new one-period ahead and two-periods ahead forecasts, for 2001:Q2 and 2001:Q3

respectively and so on until we get the forecasts for the last observations in the sample

(2005:Q3 and 2005:Q4).9 The results are then contrasted to the actual realizations and

presented in Figure 3.

Interestingly, note that the linear probit and the nonparametric approach give fairly

similar results for both types of out-of-sample predictions, especially with the one period

ahead forecasts. In particular, we note that the recession of the early 2000’s are almost

identically warned by both models, as were most of non-recessions.

The overall performance in the out-of-sample forecasts is also summarized in Table 1

via two goodness of fit measures, Pseudo-R2 due to Estrella (1998) and Pseudo-R2 due to

9Here, the new optimal bandwidths were re-estimated with each addition to the sample, to account for
the new information and for the new sample size.
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Figure 3: Recessions in US for data as in Kauppi and Saikkonen (2008). One-period and
two-periods ahead forecasts on top and bottom panel, respectively, were obtained for samples
from 1955:Q4 to 1999:Q4+t for t=0,1,2... . The •’s are the actual realizations of Yt (1 if
recession and 0 otherwise).

Efron (1978). Both measures confirm very similar performance of the two approaches, with

the nonparametric approach giving slightly better forecasts, especially for the two-periods

ahead forecasts (by a factor of about 1.2).10

Overall, we can conclude that our nonparametric approach generally validates and

supports (in terms of robustness of conclusions) the parametric approach used earlier by

Kauppi and Saikkonen (2008), for this particular model and this data set.

4 Some Insights with Updated Data

In this section we summarize some insights that we are able to get with expanded data set:

we include the most recent periods as well as 6 earlier quarters, i.e., now we start from

1954:Q2 rather than 1955:Q4 and finish at 2017:Q4.

4.1 Could the GFC be warned earlier?

What would the two approaches have told us if we had tried them say in mid October

2007—would they have warned us about the looming Global Financial Crisis (GFC) and

the related recession, often referred to as the ‘Great Recession’?11 We try to answer this

10Clearly, these values generally depend on the cut-off between the estimation sub-sample and the forecast-
validation and so we also varied the cut-off point and confirmed the general conclusion is robust, with the
similarity increasing when the estimation sample is decreasing.

11E.g., see Temin (2010) for discussions about this period.
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question in this sub-section.

By mid October 2007, the public already knew the spread for 2007:Q3 and, since this

variable enters the model with 4-lags, one could use its actual values to get predictions for up

to 2008:Q3 using one-period ahead forecast. Here, recall that 2008:Q3 was the quarter when

one of the biggest stock market crushes in recent history happened, on 15 September 2008,

triggered by the collapse of one of top five investment banks, Lehman Brothers, and rooted in

the problems in the sub-prime mortgage market. Many people casually associate the Great

Recession with this particular quarter and this crush of the stock market and what followed

after it. On the other hand, officially (according to the NBER approach), the peak of the

U.S. economic activity was reached in 2007:Q4 (in December), meaning that the recessionary

period started already from 2008Q1. It is very important to clarify, however, that NBER

announced that this was the case only as late as December 2008, i.e., a few months after

the notorious market crush, and up to that point the public still wondered whether the

U.S. economy was in recession or not. While a few individuals have been warning about

the looming crush and recession already since 2007 (and some did so for years prior to it),

the mainstream economists at that time, before 2008:Q3, appear to have had no definite

anticipation of it.12

Given this background, the forecasts for 2007:Q4-2008Q3 are particularly interesting

and answering the question whether any of the two approaches could have given any warn-

ing about the recession before the NBER’s ex post announcement (in December 2008) and

especially before the market crush of 15 September 2008.

The practical difficulty of applying the dynamic approach here is the substantial delay

with which NBER announces their decisions on dating the recessions and expansions. As a

result, in 2007:Q3, the information on realizations of Yt was known with certainty only till

November 2001—the latest turning point (trough) happened before 2007:Q3, and announced

by NBER as late as July 2003. Therefore, while in 2007:Q3 the public knew the expansion

started after November 2001 (i.e., from 2002:Q1 we have Yt switching to 0 from 1), there

was still uncertainty for how long that expansionary period would go.

Note that Kauppi and Saikkonen (2008) faced the same problem when performing

their forecasting exercise in September 2006. To resolve the problem they essentially relied

on the expert judgement, stating that “[they] are confident (and the public is) that the U.S.

economy was still in expansion in the last quarter of 2005...” (p.783.) and so they proceeded

by setting Yt = 1 from 2002:Q2 till 2005:Q4.

12For example, the warnings about the looming crisis from Nouriel Roubini are often referred to September
2006, yet it appears they were not taken seriously by many until essentially the collapse of Lehman Brothers.
E.g., see the article “Dr. Doom”, by S. Mihm in New York Times Magazine (15 August 2008).
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Here, we use a different approach to deal with this practical problem: we use our

nonparametric approach to forecast the unknown realizations of Yt, iteratively, from actual

information known up to 2002:Q1 (the latest non-recessionary period known to the public).

Specifically, we use the actual data for 1954:Q2-2002:Q1 for estimating via our nonparametric

approach and then use our one-period ahead forecasts about probability of recession in

2002Q2 to decide and impute the unknown value of the recession variable Yt in 2002Q2 to

be 1 if the forecasted probability is greater or equal to 0.5, and set it to 0 otherwise.13Such

forecasting exercise is then repeated to forecast 2002:Q3 with the data from 1954:Q2 to

2002Q2 where the unknown realization of Yt in 2002Q2 is replaced with our forecast obtained

in the previous step. We roll forward such forecasting iterations till 2008:Q3, i.e., till the last

actual observation on the most important predictor, the spread (with lag 4) for 2007:Q3,

known to the public by mid October 2007.14
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Figure 4: One-period and two-periods ahead forecasts of US recessions on left and right
panels, respectively, were obtained for samples from 1954:Q2 to 2001:Q1+t for t=0,1,2... .
The •’s are the actual realizations of Yt (1 if recession and 0 otherwise).

The figures for the in-sample fit are very similar to those presented in pervious section

(despite larger sample) and so we do not present them, and rather focus on the out-of-

sample forecasts. Such results are presented in Figure 4, which suggest that, as most of the

mainstream economists, both approaches could not definitely predict the Great Recession,

though they did give a useful warning. Indeed, starting from 2006, the estimated probability

13In principle, one can also use the two-periods ahead forecasts as those discussed in previous section
(and we did so and obtained the same conclusion), or construct k-periods ahead forecasts, or a combination
of these approaches with various weight, or try different thresholds besides 0.5—the many possible exercises
we leave for future explorations.

14The new optimal bandwidths were re-estimated at each iteration to account for the new information
and for the new sample size.
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of recession sharply risen from nearly zero—the level sustained for all quarters since the

expansion started—to 0.05-0.1 about 1.5 years prior to the recession, with a further rise to

0.15-0.25 a few quarters before the recession.15 By the time NBER announced the economy

had been in the recession for about 1 year, these estimated probabilities roughly halved,

though still remained substantially above zero.

Looking at the previous recessions (e.g., see Figure 2), one can see that a similar

phenomenon (a jump in estimated probabilities from nearly zero to 0.10-0.20) also happened

before several previous recessions (although also happened at other times). This suggests

that the threshold for an alert of ‘substantial odds’ of a recession when considering these

probability forecasting models perhaps should be set at much more conservative (lower) level

than 0.5, which we used above. For example, one may search for an optimal (e.g., based on

mean squared error criterion) threshold that historically was the best in correctly predicting

recessions in out-of-sample forecasts—we leave this to be explored in future studies.

4.2 Some Insights about 2018

Here, we do the same type of exercise as in the previous sub-section with the aim to see

what the two approaches forecast about 2018.

Again, note that when we started this exercise (mid January 2018), the information

on realizations of Yt was known with certainty only till 2009:Q3—because the latest decision

by NBER (announced in September 2010) was that the U.S. economy reached a trough in

June 2009, which in turn defined the next quarters as expansionary periods. 16Therefore,

while we know the expansion started after June 2009 (and so 2009:Q3 is definitely counted as

‘non-recession’), there is still uncertainty for how long this expansionary period would last.

Strictly speaking, until the NBER announces the time of the next peak, we cannot be 100%

sure about the status of quarters after 2009:Q3, especially about the most recent quarters

to date, though it is very likely that most of them till somewhere in 2016-2017 would be

counted as expansionary. 17

Again, one approach to resolve this practical challenge is to use expert judgement

(similar as in Kauppi and Saikkonen (2008), as quoted above) and another is to use a model

15Interestingly, note that the two-periods ahead forecasts gave stronger warnings about the looming
recession than the one-period ahead forecasts, as well as did so earlier.

16It might be also worth noting here that the NBER’s Business Cycle Dating Committee also met in
April 2010 but without a decision, concluding: “Although most indicators have turned up, the committee
decided that the determination of the trough date on the basis of current data would be premature...”.

17On average, NBER’s decisions came with about 11 months delay (if counting since 1979 when they
started the formal announcements of business cycle turning points). The longest delays, 20 and 19 months,
were to announce the troughs of 1991 and 2001, yet there is no guarantee, that the NBER does not take
longer delay to announce the new peak that ends the latest expansion.
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like ours to iteratively forecast the values from 2009:Q4, as we did in the previous sub-section

and also do here.
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Figure 5: One-period and two-periods ahead forecasts of US recessions on left and right
panels, respectively, were obtained for samples from 1954:Q2 to 2009:Q3+t for t=0,1,2... .
The •’s are the actual realizations of Yt (1 if recession and 0 otherwise).

While we used substantially expanded sample, the figures for the in-sample fit are fairly

similar to those we presented for the smaller sample in Section 3, and so we do not present

them here and focus our discussion on the out-of-sample forecast.

Figure 5 presents the one-period and two-periods ahead forecasts from both approaches,

all showing very low estimated probability of recession (according to definition of NBER)

up to 2018:Q4. Does this mean recession in 2018 is very unlikely? Here it is worth recalling

remark of Kauppi and Saikkonen (2008) who pointed out that the recent U.S. recessions

were harder to predict than the previous ones, as we can also see from our results and this

prediction seems to have become even more challenging for the 2008-2009 recession, as we

have seen in the previous section, and probably even more so for the next recession.

The lesson from the previous sub-section also suggests that both approaches were able

to warn about the looming latest recession only though a sharp yet still small rise in the

estimated probability—from nearly zero (which was stable for a long time) to 0.05-0.1 about

1.5 years prior to the recession; with further rise to 0.15-0.25 a few quarters before the

recession. A similar phenomenon occurred before several other recessions too.

Thus, what Figure 5 may hint us about is that we might be at the beginning of observing

a similar pre-recession phenomenon now, at the beginning of 2018: a small yet sharp rise

from nearly zero to about 0.05 in the estimated probabilities of observing a recession later

in 2018. This is the largest jump since the end of the last recession (June 2009), with two

other smaller jumps happening in 2013 and 2017. It might be therefore worth to be on alert
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in the next quarters, monitoring if the estimated probability continues to rise as it did in

2008.

5 Concluding Remarks

The goal of this article was three-fold. Firstly, we wanted to replicate some of the results

from the parametric (linear) dynamic probit of Kauppi and Saikkonen (2008) for forecasting

the probability of US recessions. And, secondly, we want to do a nonparametric validation of

their interesting results. By achieving these two goals we conclude that the results of Kauppi

and Saikkonen (2008) are successfully replicated and, more interestingly, the nonparametric

approach gave slightly better in-sample and out-of-sample fit. This is especially the case for

the two-period ahead forecasts, where for both approaches the accuracy of the forecasts fell

substantially relative to the one-period-ahead forecasts, but fell more so for the parametric

approach, with the difference in terms of the pseudo-R2 measures reaching a factor of about

1.2.18

On the other hand, it would be also fair to conclude that the parametric dynamic linear

probit approach of Kauppi and Saikkonen (2008) gave fairly good approximation of what

a more computationally demanding nonparametric version would give for the same data,

especially for the in-sample fit and for the one-period ahead forecast (where the difference

was within 10%). This conclusion is particularly important since the asymptotics for the

inference for the nonparametric approach of Park et al. (2017) is yet to be developed.19

Our third goal was a task inspired by one of the referees—to use both approaches for

an expanded data to get insights on whether these approaches could have warned about

the recession associated with the global financial crisis, if they were applied in 2007 and

early 2008, as well as any insights about 2018. Our conclusion from this task is that both

approaches were able to warn the latest recession only through a sharp yet still relatively

small rise in the estimated probabilities of recession—from nearly zero to 0.05-0.1 about 1.5

years prior to the recession and with later rise to 0.15-0.25 closer to the recession. A similar

phenomenon also occurred before several earlier recessions and appears to happen now in

2018. Considering this together with the fact that the latest non-recessionary period, nearly

18As correctly pointed out by the referee, rigorous comparisons of the two approaches should also consider
the measures of random variation and accuracy of estimates, which are yet to be developed for this framework.

19In principle, one can use Theorem 3.1 of Park et al. (2017) to construct a point-wise confidence intervals.
However, this requires the estimation of more complex functions such as the second derivatives of the index
function. Instead, one may apply a bootstrap method to construct confidence bands, though one also need
to check whether the bootstrap method works theoretically and how good it performs in small samples.
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nine years, is one of the longest expansions of the U.S. economy since 1854,20it seems it

would not be unreasonable to expect the next recession occurring within the next 2 years,

unless the government implements substantial measures to mitigate it. All in all, further

monitoring and a more thorough study of the probability of a recession, well beyond the

modest goals of this paper, seems to be highly warranted in the near future.
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