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Abstract

For centuries, bacterial cells have been one of the major causes of human
diseases, and are still responsible for several millions of deaths every year.
Rapid detection and identification of pathogens in clinical, food or water
samples is an important prerequisite step to establish a diagnosis and
prevent the disease propagation. This thesis investigates how capacitive
biosensors can be used for rapid, selective and sensitive pathogen detec-
tion in various biological buffers. Their integration with microfluidics,
electrokinetics and CMOS technology is provided towards miniaturized
and affordable lab-on-chips for point-of-care diagnosis tools.

The first part of the thesis studies the capacitive transduction, based
on Al/Al2O3 interdigitated microelectrodes (IDEs). Real-time detection
of Staphylococcus epidermidis in low-conductive solutions is experimen-
tally shown, and explained by a comprehensive analytical model of the
transducer. An innovative selectivity principle using lytic enzymes is
then presented and shown to selectively detect of S. epidermidis among
Enterococcus faecium cells in synthetic urine. Thanks to numerical sim-
ulations using Poisson-Nernst-Planck equations, the capacitive biosensor
parameters are eventually optimized towards the maximal sensitivity.

The second part of the thesis investigates the use of electrokinetic ef-
fects to attract bacterial cells on the surface of capacitive biosensors. By
using an annular-ring macroelectrode encompassing the IDEs, short and
long-range trapping of S. epidermidis were observed and attributed to
contactless dielectrophoresis and electrothermal flow, respectively. At
63 MHz precisely, a resonance effect related to device connectors was
found to dramatically increase the trapping of S. epidermidis lowering
the detection limit by two orders of magnitude. Analytical models and
numerical simulations are provided to explain the observed phenomena.

The last part of the thesis focuses on the design of two analog circuits
to interface on-chip capacitive biosensors in a 0.25-µm CMOS technol-
ogy. The first is a capacitance-to-frequency converter working up to 575
MHz which demonstrates sensitivity to bacterial cells in high-conductive
solutions. The second is a 16 × 16 capacitive biosensor array featuring
micrometer-sized pixels to lower the absolute number of detectable bac-
teria to ca. 7. The innovative pixel architecture uses a capacitance-to-
voltage converter followed by a gain stage to boost the sensitivity.



iv Abstract

In conclusion, capacitive biosensors towards bacteria detection have
extensively been studied in this thesis, first starting from the transduc-
tion principles and then integrating them into advanced electrokinetic
and electronic systems. The innovations provided in this thesis offer
interesting perspectives for the next generations of capacitive biosensors
targeting point-of-care diagnosis of bacterial cells.
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Introduction

Context

For centuries, bacterial cells have been one of the major causes of human
diseases. They are still responsible for several millions of deaths every
year. A subset of the main harmful bacterial infections includes pneu-
monia, tetanus, meningitis, tuberculosis, cholera, syphilis, anthrax and
botulism. To cure such infections, it is critical to identify the responsible
pathogen prior to elaborate a therapeutic answer with appropriate an-
tibiotics [1]. Detecting the presence of pathogens in food [2], recreational
water [3], hospitals [4], etc. is also critical to prevent the propagation
of diseases [5]. Nowadays however, conventional methods to identify
pathogens require the isolation of a single bacterial colony, obtained af-
ter a time-consuming culturing step lasting several days [6]. Detrimental
impacts on the health care system can result from this long delay [1, 5]:

• When hesitating between diagnoses of bacterial or viral infections,
doctors are tempted to prescribe antibiotics. Indeed, failure to do
so can possibly threaten the patient life in case of bacterial infec-
tion. However, antibiotics are useless for viral infections and thus
favour the proliferation of resistant strains, that could strongly
impact the patient immunity and healthcare costs in future years.

• In case of sepsis (bacterial infection in blood) or meningitis (bac-
terial infection in brain), death can occur within hours so that an
immediate response is required. Broad-spectrum antibiotics are
thus typically given in the early stage of the disease, destroying
the gut flora and enhancing the development of resistant bacteria.

• Epidemics cannot be efficiently struggled from the beginning. Be-
sides the human disasters of potential pandemics, the associated
costs can often achieve several percent of a state GDP.

When not exterminated, pathogens can further group together into
clusters surrounded by a polymer substance to form a biofilm, which
protects them from external aggressions [7].

For all these reasons, recent developments have focused towards rapid
detection of pathogen bacteria directly in the original matrix, thus by-
passing the time-consuming culturing step [6, 8–10]. These diagnosis
platforms are called biosensors and combine a transduction system (op-
tical, electrochemical, acoustic, etc.) with selective bioreceptors (anti-
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Figure 1 – The different steps involved in a biosensing chain.

bodies, enzymes, etc.) at the milli, micro or even nanometer level to
target the detection of a specific bacterial species. Besides their ini-
tial objective to reduce the analysis time, biosensors also intend to be
portable, miniaturized and low-cost. Based on such biochips, point-of-
care tests (PoCT) could be deployed [1] and potentially revolutionize the
health care system, and more particularly the personalized medicine.

Because they combine biology with electronics, biosensors are com-
plex systems involving several steps (see Fig. 1) which all need to be
optimized with regards to each others:

1. The biological sample, also called thematrix, is the original infected
body fluid (blood, urine, saliva, etc.).

2. The pre-treatment steps are performed on the biological sample to
get rid of parasitic biospecies such as cells or proteins, and concen-
trate bacteria in a smaller volume, thus increasing their apparent
concentration. It is certainly the most important step to enhance
selectivity and sensitivity in the biosensing chain [11, 12].

3. The bioreceptors, such as antibodies, enzymes, etc., provide the
biosensor with the ability to detect specific bacteria, which is
called the selectivity. Bioreceptors are either grafted on the sensor
surface [13] or dispensed through the sample volume [14]. Their
optimization is critical to increase the sensitivity and avoid false
positives and false negatives.

4. The transducer, also called the sensor, converts a physical param-
eter related to the presence of bacteria, such as the weight, emit-
ted light, dielectric properties or charges, into an electrical output



3

quantity, such as voltage, current, capacitance or resistance. Its
optimization is usually directed towards the maximal sensitivity.

5. The electrical readout interface amplifies the transducer output
and convert it into a readable analog or digital signal for further
processing by computing units. Especially complex when inter-
facing multiple biosensors disposed in an array, this block is very
important regarding the signal amplification and noise reduction.

6. The signal processing consists in analyzing the output data to es-
tablish a diagnostics. Used to compare the output with negative
and positive controls, different techniques can further reduce the
limit of detection and the risk of false positive and negatives [15].

Thesis objectives

As previously explained, biosensors seem to be the most appropriate
devices to address point-of-care detection of bacterial cells. Biosens-
ing systems can be very diversified, as each box in Fig. 1 features
dozens of possibilities depending on the chosen application. This thesis
will focus on capacitive biosensors, mainly because of their scalability
and straightforward integration with the Complementary Metal-Oxide-
Semiconductor (CMOS) technology, which provides routes towards mass
deployment of low-cost biochips. As such biosensors have already shown
promising results for bacterial detection, this thesis will aim at extend-
ing and optimizing their use in liquid buffers. The overall goal aims
at designing a device able to specifically sense small concentrations of
bacteria in complex and real media, such as urine. The main scientific
challenges addressed in this thesis can be formulated as follows:

How to specifically sense bacteria at concentration of 106 CFU/mL
with capacitive biosensors in less than 30 min?

How to accurately model and simulate capacitive biosensors
with bacteria towards their optimization?

How to combine capacitive biosensors with electrokinetic phe-
nomena for efficient bacterial volume trapping?

How to sense bacteria in physiological buffers featuring elec-
trical conductivity larger than 1 S/m?
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How to detect of a single adherent bacterial cell?

Used as a general model for bacteria in this thesis, Staphylococcus
species were chosen because of the urgent need for efficient detectors to
struggle nosocomial infections [16] and because our lab has previously
demonstrated expertise with these bacteria [17]. Their spherical shapes
also facilitate models and simulations. The thesis is divided into 5 chap-
ters, each one proposing innovative solutions to the above mentioned
challenges related to the capacitive detection of bacteria in solution:

• The Chapter 1 first establishes a general state of the art, reviewing
the fundamentals of bacteriology, the conventional methods and
existing biosensors for bacterial detection.

• The Chapter 2 studies the transduction properties of capacitive
biosensors in simple electrolytes with and without bacterial cells.
An extensive analysis comprises and compares analytical models,
numerical simulations and experimental data. The achieved per-
formance are finally compared to the literature. This chapter pro-
poses four innovative solutions to the four following challenges:

1. Real-time sensing of bacteria in low-conductive electrolytes:
experimental results with capacitive biosensors have high-
lighted an innovative detection principle based on changes
of the medium capacitance [18].

2. Avoiding effects of non-specific bindings in complex matrixes:
an innovative method using lytic enzymes at the volume level
has been proposed and demonstrated for selective detection of
S. epidermidis in urine buffer, also containing E. faecium [18].

3. Modeling the frequency-dependent complex sensor impedance:
a complete model based on cutoff frequencies has been devel-
oped for the capacitive biosensor without and with bacte-
ria [19], providing a detailed physical understanding.

4. Estimation of the maximal sensitivity in different conditions:
numerical simulations based on the Poisson-Nernst-Planck
equations have been implemented to optimize different key
parameters in the biosensing system [19, 20].

• The Chapter 3 investigates how the detection limit of the capaci-
tive biosensor used in Chapter 2 can be improved by two orders of
magnitudes using electrokinetic forces. The achieved performances
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are compared to the literature and further discussed with regards
to analytical models and numerical simulations. With regards to
the literature, this chapter proposes two innovative solutions to
the following challenges:

1. Decreasing the detection limits of capacitive biosensors:
an innovative macroelectrode design encompassing the capac-
itive biosensor described in Chapter 2 enables the attraction
of whole-cell bacteria on the sensing surface thanks to three
combined electrokinetic effects [21]:

– surface trapping by contactless-dielectrophoresis,
– volume trapping by Joule-heating electrothermal effect,
– electromagnetic resonance effect induced by the device.

2. Understanding the impact of the insulator on electrokinetics:
innovative analytical models and numerical simulations, based
on the Maxwell Stress Tensor, have been developed to under-
stand the impact of the insulator on bacterial attraction speed
and electrokinetic forces, versus the applied frequency [21].

• The Chapter 4 studies CMOS analog circuits to interface capac-
itive biosensors used in Chapters 2 and 3. More particularly,
the readout interfaces aim at bringing additional functionalities,
hardly achievable without using CMOS: sensing in high-conductive
buffers and sensing few bacteria. Experimental results are com-
pared to analytical models, numerical simulations and state of art.
Three innovations are proposed to solve the three following issues:

1. Sensing of bacterial cells in high-conductive solutions:
impedance spectroscopy at frequencies larger than 100 MHz
has been performed thanks to a CMOS capacitance-to-frequency
converter with on-chip capacitive sensors, and demonstrates
sensitive detection of bacteria in physiological buffers [22].

2. Lowering the absolute number of detectable bacteria:
a 16× 16 CMOS capacitive biosensor array with small sens-
ing area (∼ 14 µm × 16 µm) has been implemented and
demonstrated for real-time detection of bacterial cells, with
a detection limit of ca. 7 bacterial cells per pixel [23].

3. Optimizing interfaces of capacitive biosensor inside pixels:
an innovative architecture based on the charge sharing prin-
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ciple followed by a subthreshold gain stage has been proposed
to interface capacitive biosensors within tiny pixels [23].

• Eventually, the Chapter 4.4 summarizes the main conclusions and
results obtained in this thesis, and investigates the most interesting
prospects for future research directions and applications.



CHAPTER1
State of the art of bacterial

detection

1.1 Fundamentals of bacteriology

1.1.1 Definitions and implications

Belonging to prokaryotic microorganisms, bacterial cells are unicellular
microorganisms without nuclei. With sizes not exceeding few microme-
ters, they can be found in soil, water, plants and animals. While most of
them are beneficial to the human life (e.g. probiotics) or harmless, some
can cause infectious diseases and are thus qualified as pathogenic. The
term virulent refers to a high degree of severity for the disease [24]. Being
summarized for the human body in Fig. 1.1, infectious diseases represent
approximately 40% of the worldwide infections [25]. The most known
infections include pneumonia, tetanus, meningitis, tuberculosis, cholera,
syphilis, anthrax and botulism and originate from the presence of Strep-
tococcus pneumoniae, Clostridium tetani, Neisseria meningitidis, My-
cobacterium tuberculosis, Vibrio cholerae, Treponema pallidum, Bacillus
anthracis and Clostridium botulinum, respectively. On the other hand,
the bacteria which are mostly involved in the food industry are Es-
cherichia, Listeria and Salmonella spp. [2]. Some pathogens, such as
Bacillus anthracis, Brucella melitensis and Yersinia pestis [25], are also
considered as biological warfare agents (BWA) due to their virulence
and resistance in various environments.

1.1.2 Bacterial morphology

Bacteria are diversified microorganisms presenting various characteris-
tics at different levels. In this section, the shapes, structures, interactions
with environment and physical properties of bacteria are described.

Shapes: the cocci, bacilli, vibrio, spirilla and spirochaetes bacteria
denotes spherical, rod-shaped, comma-shaped, spiral-shaped and coiled-
shaped bacteria, respectively. The bacteria size is typically comprised
between 0.5 and 5 µm.
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Figure 1.1 – Main bacterial infections in the human body [26].

Structures: the main component of the bacterial cell is the cyto-
plasm, which contains the nucleoid carrying genetic information. It
is surrounded by the plasma membrane, acting as a barrier to regu-
late nutrients, proteins, and other biological species. For Gram-positive
bacteria presenting a violet coloration under Gram staining, the outer
shell is a thick layer of peptidoglycan, called the cell wall. For Gram-
negative bacteria presenting a pink coloring, the cell wall is thinner and
is englobed in an additional outer membrane.

Interactions with environment: external structures such as Flag-
ella, Fimbriae and Glycocalyx provide motility, attachment to surfaces
and protection against aggressions. Bacterial cells are further able to
form clusters on solid surfaces and secrete extracellular polymeric sub-
stances (EPS), called the slime, to facilitate their interactions, bindings
and protection against external aggressions [27]. The combination of
bacterial cluster with EPS matrix is called a biofilm, which is responsi-
ble for many chronic infections in hospitals.
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Physical properties: most bacteria feature an isoelectric point (IP)
between pH 0.7 and pH 4.7 [28], which corresponds to the pH where the
bacterial charge is zero. They are thus typically negatively charged in
physiological buffers of pH 7.4. Gram-positive and -negative bacteria are
typically modelled by spherical or rod-like particles surrounded by two
or three shells, each layer having different conductivity and permittivity
[29, 30]. Composed mostly of water, the mass density of bacteria is ca.
1200 kg/m3, given a slow sedimentation speed of ca. 100 nm/s.

1.1.3 Growth and reproduction

Under optimal conditions of temperature, oxygen and nutriments, bac-
terial cells can divide themselves into two clone daughter cells, achieving
division rates down to 10 min [31]. Four phases characterize the bac-
terial growth. First, bacteria experiences a lag phase for several hours,
adapting themselves to the nutrient medium. Afterwards, the exponen-
tial phase denotes the bacterial division at the highest possible growth
rate. When available nutriments limit the fast growth, bacterial cells
undergo a stress state known as the stationary phase. Eventually, the
death phase occurs when bacteria cannot sustain in the medium empty
of nutriments.

To quantify the number of viable bacteria in a liquid volume, diluted
amounts of the sample are seed on Petri dishes and cultured overnight.
The number of culture colonies is then estimated on the most readable
Petri dish and converted in colony forming unit (CFU) per mL, accord-
ing to the dilution factor and seed volume. To compare with fM-pM-nM
concentrations involved for biomolecule detection, 106 CFU/mL corre-
sponds to a concentration of 1.6 fM, assuming that one mole of bacteria
is constituted by 6.022 · 1023 individual bacteria.

1.1.4 Immune mechanisms against bacteria

When infected by pathogen bacteria, the human body can deployed sev-
eral protection mechanisms to eliminate the threat. The most common
means involved recognition and destruction of pathogens by white blood
cells, presenting specific detection sites called antibodies. Other identifi-
cation and destruction units exist, such as lytic enzymes, bacteriophages
and microbial peptides. External action through antibiotics, the major
medicine against bacterial infections, is also possible. A brief description
of these agents is provided hereafter.
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Antibodies (Ab) enable immune cells to bind pathogens in a specific
way. They are secreted by plasma cells, a type of white blood cells,
and can be found either in soluble form or bound on B-cells membranes.
Two kinds of antibodies can be identified according to their selectivity.
Monoclonal antibodies (MAb) confer a high level of selectivity by recog-
nising a specific antigen or epitope, but are very expensive. In contrast,
polyclonal antibodies (PAb) are more affordable but recognize multiple
epitopes localized on the same antigens, thus having a less pronounced
selectivity [13]. Produced from animals, antibodies can be used to di-
agnose diseases because their presence in body liquids is an indicator of
the body fight against the involved disease.

Lytic enzymes have the ability to lyse bacterial cells by destroying
their outer shells, either in specific way or not. Found in saliva, tears and
breast milk, lysozymes are the first kind of lytic enzymes that kill most
bacteria unspecifically. A second type is bacteriophage lytic enzymes,
also called endolysins or lysins, that selectively break bonds in the thick
cross-linked peptidoglycan of the bacterial outer shell [32]. Produced by
bacteria itself, autolysins are the third category of lytic enzymes which
are tightly controlled by bacteria for cell wall rearrangements during cell
division. Finally, in some cases, evolution has driven bacteria to develop
lytic enzymes to eliminate species competing for a specific environmen-
tal niche. This is notably the case for Staphylococcus simulans, which
produces lysostaphin, a peptidoglycan hydrolase active against almost
all Staphylococcus species. Lytic enzymes have regain interest in the
struggle against multidrug-resistant strains of bacteria [32].

Bacteriophages are viruses that specifically infect target bacteria by
injecting their genetic material in their host, after destroying their cell
wall using endolysins. They are found in various locations of the human
body such as the mouth and skin and also in food eaten by humans. In
some cases, they are used as an alternative to antibiotics.

Antimicrobial peptides are biomolecules able to kill Gram-negative
and -positive bacteria, but preferably bind on negatively charged organ-
isms [33]. It is considered as a substitute to antibiotics, since bacterial
resistance against antimicrobial peptides is almost inexistent [33].

Antibiotics are synthetic or natural biomolecules that typically block
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the bacterial growth, either by preventing the cell wall formation (e.g.
Penicillin) or by inhibiting the synthesis of nucleic acids (e.g. mito-
mycin). Other more complex mechanisms exist.

1.1.5 Staphylococcus spp.

Staphyloccus spp. are anaerobic Gram-positive bacteria which are mainly
known for their implication in nosocomial infections, i.e. infections in-
directly acquired during hospitalisation.

Staphylococcus aureus is the most pathogenic form and is consid-
ered as one of the eight pathogens of public health importance in Eu-
ropean Union (EU) [34]. Responsible for many severe infections such
as skin infections, pneumonia, endocarditis and sepsis, S. aureus typi-
cally inhabits nasal cavities, has a gold aspect, forms "bunch of grapes"
clusters and can be resistant to most antibiotics, as observed for the
Methicilin-resistant Staphylococcus aureus (MRSA). Most S. aureus are
coagulase-positive, i.e. their surfaces are coated by coagulase reacting
with blood to form a fibrin protection. By the secretion of staphylo-
coccal enterotoxins [35], S. aureus is also known to be responsible for
staphylococcal food-poisoning outbreaks, which is the second source of
foodborne diseases in France with ca. 2000 cases between 2001 and
2003 [36]. It is considered that 30 to 50% of the population has carried
S. aureus one time in their live, while 20% are long term carriers [37]. In
USA, half million people are yearly infected by S. aureus, among which
a fifth by the MRSA [37]. Similarly in EU, 18% of the S. aureus carriers
presents the MRSA form in 2013, ranging from 0% (Iceland) to 65%
(Romania) [34]. As recently pointed out [34], the MRSA percentage has
decreased between 2010 and 2013 in several EU countries despite the
increase of other antibiotic-resistance species, such as Escherichia coli,
Klebsiella pneumoniae, Pseudodomonas aeruginosa and Acinetobacter.

Another opportunistic pathogenic form is Staphylococcus epidermidis,
a negative-coagulase Staphylococcus sp., that presents a white colour
contrasting with the gold colour of S. aureus. Naturally found on the
skin, S. epidermidis was previously considered as a non-pathogenic con-
taminant in blood samples from hospitalized patients [4, 16]. How-
ever, S. epidermidis is now considered as a major source of nosocomial
bloodstream infection due to its ability to colonize and form early stage
biofilms in vascular catheters, cerebrospinal shunts, prosthetic joints and
prosthetic cardiac valves [4, 38]. The extensive use of broad-spectrum
antibiotics also promotes the rise of multidrug-resistant S. epidermidis.



12 State of the art of bacterial detection

Table 1.1 – Detection levels required for pathogens in various matrix.

Matrix Physical
state Involved bacteria Infection

threshold Ref.

Blood Liquid S. aureus & E. coli < 1 CFU/mL [39]
Cheese Solid S. aureus 104 CFU/g [40]
Drinking water Liquid E. coli 1 CFU/100 mL [41]
General food Solid S. aureus 105 CFU/g [36]
Mastitis Liquid S. aureus 103 CFU/mL [42]
Raw milk Liquid S. aureus 2·103 CFU/mL [40]
Urine Liquid E. coli (50%), S. aureus 105 CFU/mL [43]

Table 1.2 – Conventional methods for the detection of bacterial cells.

Culture ELISA PCR MALDI-TOF

Complexity Very low High Very high Very high
Cumbersomness Very low Low High High
Cost Very low High Very high High
LoD 1 CFU/mL 105−6 CFU/mL 101−2 CFU/mL 105−6 CFU/mL
Analysis time > 2 days > 1 day 1-2 h 10 min
Selectivity Very high High Very high High
Reference [6] [6] [6] [44]

1.2 Traditional methods for pathogen detection

The rapid identification of responsible pathogens is considered as a key
step to cure diseases, as it can reduce the patient mortality, healthcare
costs and the proliferation of multidrug-resistant bacteria [1]. Diagno-
sis affects more than 60% of treatment decisions, while it accounts for
only 2% of healthcare costs [1]. Research in pathogen detection mostly
focuses on the food industry (38%), the clinical area (18%) and the
water and environment system (16%), where involved pathogens are
Salmonella (33%), Escherichia coli (27%), Listeria (14%), Campylobac-
ter (11%) and Legionella (7%) [6]. The typical infection thresholds for
various matrixes are summarized in Table 1.1.

For all these reasons, several methods have been developed to iden-
tify responsible pathogens in clinical, food and environmental samples
(Fig. 1.2). The four prominent methods are the culture, enzyme-
linked immunosorbent assay (ELISA), polymerase chain reaction (PCR)
and Matrix-assisted laser desorption ionization time-of-flight mass spec-
troscopy (MALDI-TOF MS). Their advantages and drawbacks are de-
tailed hereafter, and summarized in Table 1.2.
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Figure 1.2 – Schematic representation of four conventional techniques for identifica-
tion of bacterial cells.

1.2.1 Culture

Considered as the gold standard since the 19th century [40], the culture
is the oldest method used for bacterial identification. It is based on the
transfer of microorganisms from their initial medium to a solid or liq-
uid culture medium to favour their growth, lasting from one day (e.g.
Staphylococci and Escherichia species) to nine or fifteen days (Campy-
lobacter and Tuberculosis) in optimal conditions of temperature, oxygen
and nutriments [6]. For direct bacterial identification, growth media can
be selective such as the Xylose lysine deoxycholate (XLD) agar where
only Salmonella spp. can develop. When using non-selective growth me-
dia such as Lysogeny broth (LB) or Tryptic Soy Broth (TSB), additional
optical screening methods such as colorimetry is required to identify the
involved bacteria based on a single colony [45]. Despite the long analysis
time, this method provides the best sensitivity, selectivity and screening
for viability and resistance to antibiotics.

1.2.2 ELISA

The enzyme-linked immunosorbent assay (ELISA) uses interactions be-
tween antigens on a bacterial surface and related antibodies [6], in sand-
wich, direct and competitive ways. The sandwich ELISA is the most
common method and starts by a bacterial incubation of more than two
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hours on a surface functionalized with primary antibodies. Afterwards,
the surface is extensively washed and incubated ca. two hours with
secondary antibodies labeled with fluorophores, e.g. cyanine dyes Cy5,
or colorimeter dies, e.g. horseradish peroxidase (HRP). The fluores-
cence or colorimetric level is then measured to quantify the presence of
target bacteria. When dealing with samples of bacterial load < 105−6

CFU/mL [6], a one-day pre-enrichment step is often required.

1.2.3 PCR

The polymerase chain reaction (PCR) is based on the nucleic acid ampli-
fication of the bacterial DNA, contained in the cytoplasm and obtained
after cell lysis. The DNA amplification is obtained after successive cy-
cles, each consisting in denaturation, annealing and extension in this
order. These three procedures require different temperatures, whose
cooling steps explains the typical assay duration of 2 h. Once DNA
concentration in the sample is sufficient, the bacterial identification is
typically performed by gel electrophoresis. To avoid this additional step,
real-time PCR directly identifies the fluorescence intensity from specific
dyes attached to replicated DNA during the exponential amplification.
Since cross-contamination must be avoided, the purity of the sample is
a key requirement and requires qualified personnels [25, 40].

1.2.4 MALDI-TOF MS

Commercialized in the early 1990s, matrix-assisted laser desorption ion-
ization time-of-flight mass spectroscopy (MALDI-TOF MS) is a fast,
relatively-expensive and largely adopted technique for rapid bacterial
identification. The mass fingerprint of the ions comprised in target bac-
teria are compared to a reference database and enables the accurate
identification of bacterial strains found in the sample [46]. When start-
ing from bacterial colonies of 104−6 CFU [44] decomposed by acidic
MALDI matrix into proteins and peptides [47], only 5 to 15 minutes are
required for the simultaneous identification of 16 to 384 samples [44].
One drawback of MALDI-TOF MS is the inefficient distinction between
Gram-positive bacteria [46], mostly between Streptococci and Staphylo-
cocci [48]. For relatively-simple matrixes such as urine, the analysis can
be directly performed on the pellets resulting from the direct centrifu-
gation of the sample [44]. In this case, the total analysis time is strongly
reduced thanks to the avoidance of the culturing step.
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1.3 Biosensors for pathogen detection

As previously described, most methods for identification of bacteria in
liquid samples require time-consuming steps such as pre-enrichment or
DNA amplification. Analysis time would benefit from getting rid of these
steps and detecting bacterial cells directly in their initial samples. The
use of micro and nanotechnology goes in this direction, and promises
the development of sensitive, selective and compact biosensors that can
revolutionize the personalized medicine [1].

A biosensor can be defined as "a compact analytical device incorpo-
rating a biological or biologically-derived sensing element (such as an en-
zyme, antibody, microbe or DNA) either integrated within or intimately
associated with a physicochemical transducer" [49]. This broad definition
highlights that biosensors can be distinguished on their kind of trans-
ducer, recognition element, sample handling and readout interface. Next
sections described each category with regards to bacterial detection.

1.3.1 Transducers

The transducer converts the presence of bacteria atop the sensor into
a physical signal, typically proportional to their number. The electro-
chemical, optical and acoustic transducers are the three most popular
transducers for bacteria sensing [25]. Their performances are compared
in Table 1.3, especially for the detection of S. aureus.

Electrochemical transducers

Electrochemical transducers consist of electrodes applying electrical stim-
uli to the liquid sample to monitor its electrochemical answer. The
electrical response can be promoted by electrochemical reactions of ad-
ditional redox mediators. Depending on signals, electrochemical trans-
ducers can be categorized into four categories [64]:

• Potentiometry measures the DC voltage between an indicator and
a reference electrode [65], whose value depends on electrochemical
reactions produced by the applied DC current. The measured po-
tential is typically proportional to the logarithm of the ion activity,
but hardly achieves a steady-state value and strongly depends on
the electrolyte ionic strength. A detection limit of 8 ·102 CFU/mL
of S. aureus after only 20 min was achieved thanks to covalent
functionalization of carbon nanotubes with aptamers [50].
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Table 1.3 – Comparison between several kinds of biosensors for bacterial detection.

Method Medium Bacteria Selectivity LoD Time Ref.

E
le

ct
ro

ch
em

ic
al

Potent. PBS S. aureus Aptamers 8·102 CFU/mL 20 min [50]
Voltam. milk S. aureus RbIgG 4·102 CFU/mL 90 min [51]
Voltam. milk S. aureus Ab-ELISA 1 CFU/g 18 h [52]
Voltam. GM. S. aureus Antibiotics 7·102 CFU/mL 3 h [53]
EIS PBS S. aureus Ab-SAM 102 CFU/mL 2 h [54]
EIS PBS S. aureus Ab-SAM 10 CFU/mL NA [55]
EIS PBS MRSA PCR 10 nM ∼ 2 h [56]
EIS PBS S. aureus Ab 102 CFU/mL NA [57]
ISFET NaCl Salmonella Ab 100 CFU/mL 1h [58]

O
p
ti

ca
l SPR PBS S. aureus Ab 105 CFU/mL NA [59]

SPR PBS MRSA Bacterioph. 103 CFU/mL 20 min [60]
Colorim. CS MRSA PCR+NP 500 ng amplic. NA [61]
Fluoresc. SELEX S. aureus Ap.+MP+NP 1 CFU/mL 1.5 h [37]

A
c. SAW PBS wc E. coli Ab-SAM 106 CFU/mL 1 h [62]

SPQC Milk S. aureus Ap. 41 CFU/mL 1 h [63]

GM: growth medium; NP: nanoparticle; MP: magnetic particle; Ap.: aptamers; NA: not available

Ac.: Acoustic; CS: Clinical samples; amplic.: amplicon; SELEX buffer: see [37].

• Voltammetry measures a DC current generated after applying a
DC potential on an electrochemical cell comprising working, aux-
iliary and reference electrodes, thanks to a potentiostat [65]. In
linear sweep voltammetry (LSV), a potential that linearly increases
with time is applied on the working electrode while cyclic voltam-
metry (CV) denotes the same potential function but in a cyclic
way. The CV method is the most popular electrochemical tech-
nique, because of its reproducibility and ability to perform simulta-
neous observation of the oxidation and reduction peaks [65]. Am-
perometry is a fixed-potential voltammetry, with an applied volt-
age larger than the redox potential. With screen-printed electrodes
featuring covalent immobilization of RbIgG, a detection limit of
3.7 · 102 CFU/mL was obtained for S. aureus, with a total de-
tection time of ca. 90 min and a limited dynamic range of ca.
35 dB [51]. Indirect detection of 1 CFU/g of S. aureus in milk
samples and after 18 hours was performed by amperometry mon-
itoring O2 released after the addition of hydrogen peroxide on a
sandwich-ELISA assay [52]. Another indirect detection of S. au-
reus based on glucose consumption and antibiotic screening was
reported by flow-injected amperometric measurements, showing a
detection limit of 6.5 · 102 CFU/mL after 3 hours [53].
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• Electrochemical impedance spectroscopy measures the AC impedance
of the electrochemical cell, by applying a frequency-dependent AC
voltage or current of small amplitude [65]. The mass transport
and reaction kinetics can be estimated at low frequency, the elec-
trical double layer (DL) at medium frequency, the ohmic resistance
at high frequency and solution capacitance at very-high frequency.
Conductimetry is a particular case of impedance spectroscopy aim-
ing at measuring the conductance, which is impacted by ion release
following an enzymatic reaction or a bacterial ion exchange. The
largest sensitivity is obtained with differential measurements [64].
For Staphylococcus species, Rct analysis in the low frequency range
was shown to achieve a detection limit of 101−2 CFU/mL S. au-
reus after ca. 2 hours thanks to self-assembled monolayers (SAM)
with anti-S. aureus antibodies [54, 55]. Strategies can also encom-
pass bacterial lysis for subsequent PCR analysis [56] or increased
number of fragments binding to the biofunctionalized surface [57].

• Charge sensing with ion-sensitive field-effect transistors (ISFET),
which can sense analyte charges and more generally the local pH
[64]. Detection limit of 100 CFU/mL of whole-cell Salmonella was
achieved in one hour using carbon nanotube FET [58]. However,
most works with ISFET focus on the detection of specific DNA
strands obtained after bacteria lysis [66] and on the sequencing
capability using sensor arrays such as the ion torrent technology
[67] that has demonstrated genome sequencing of E. coli. The use
of such array for detection of whole-cell bacteria remain challenging
because of trapped charges mismatch on the FET floating gates
that introduce fixed-pattern noise (FPN) between pixels [68, 69].

Optical transducers

Optical biosensors are the most widespread biosensors. They measure
the light intensity emitted from labels or bacteria themself, and exist in
various forms depending on the emitted spectrum and physical principle:

• Surface plasmon resonance (SPR) consists in measuring minute
changes of the biolayer refractive index or thickness, thanks to
excitation of surface plasmons [59], when bacterial cells bind on
the surface. The main challenges for detection of whole-cell bac-
teria are the exponential decaying of the electromagnetic field in
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the solution and the background noise induced by the change in
temperature and sample composition. SPR sensors can employ
prism couplers, grating couplers, optical fibers and integrated op-
tical waveguides [59]. A detection limit of 107 CFU/mL of S.
aureus in PBS was achieved in direct assay, while 105 CFU/mL
was obtained in sandwich assay [59]. When combined with bacte-
riophage, a detection limit of 103 CFU/mL was reached after 20
min of incubation for MRSA detection [60].

• Colorimetry is based on the colorimetric reaction induced by an
indirect physical parameter related to the bacterial concentration.
For instance, colorimetric pH indicator slightly changes its colour
when CO2 is released during the growth of bacterial cells [25]. In
this case, the selectivity depends exclusively on the growth medium
selectivity. A recent work has demonstrated that combining PCR
with gold nanoparticles enables a direct colorimetric identification
of MRSA, with detection limits expressed in term of amplicon mass
comparable to the state of the art, but with one day less [61].

• Fluorescence spectroscopy consists in measuring the light intensity
emitted from fluorescent labels bound to target bacteria. Fluo-
rophores, quantum dots and gold nanoparticles (NP) are the most
used labels. NP are typically preferred because they are brighter,
do not photobleach and enable a ratiometric readout [70]. For
detection of Staphylococcus spp., nanoparticles, magnetic particles
and aptamers can be combined in a clever way to amplify by three
orders of magnitude the fluorescence intensity of a given S. aureus
concentration, achieving single cell detection within 1.5 h [37].

• Fourier Transform Infrared (FTIR) spectroscopy, also known as vi-
brational spectroscopy [71], is a fingerprinting method that can use
to identify intact bacteria from a single colony [72]. The technique
can also be used during growth to estimate the number of viable
bacteria present in a sample [73]. From the FTIR database and
the use of Raman spectroscopy, it is possible to discriminate the
involved bacterial sp. [40]. It is a simple, compact and affordable
technique, but requires a pre-enrichment step [72].

• Bioluminescence relies on the ability of certain enzymes to emit
photons as the result of their chemical reaction [25]. Two tech-
niques using bacteriophages were reported for bacterial detection.
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The first aims at infecting bacteria with pre-encoding luciferase
bacteriophages to confer them light emission. The second method
specifically lyses bacteria with bacteriophages to observe the ATP
bioluminescence provided by the ionic cytoplasm content [25]. For
both methods, high selectivity and distinction between viable and
non-viable bacteria are guaranteed, but the detection time exceed
several hours for a detection limit of 104−5 CFU/mL.

Acoustic transducers

The converse piezoelectric effect, i.e. the generation of an acoustic wave
when a piezoelectric material is stimulated by an electric field, is the
foundation of acoustic transducers [74]. They can be described as very
high sensitive balance, weighting biological cells through the measured
frequency shift. However, acoustic biosensors face extreme sensitivity to
all kinds of perturbation on the electric field path, and also face electric
field attenuation when working in liquid [74]. Depending on the wave
travelling direction, two main principles can be identified: the surface
acoustic wave (SAW) and the transverse shear mode (TSM), also called
quartz crystal microbalance (QCM). Selectivity is typically provided by
immobilizing receptors on the sensor surface.

For QCM, the stimuli frequency is generally limited between 5 and
30 MHz [74] owing to the propagation through the material volume.
For detection of Staphylococcus spp., most QCM transducers are nucleic
acid biosensors requiring an initial bacterial lysis [75] but whole-cell
detectors were also reported by coating the surface with antibodies [76]
or indirectly by monitoring the infected milk coagulation [77], achieving
∼ 2 · 102 CFU/mL in 6 hours.

Thanks to the wave propagation in surface, SAW transducers fea-
ture larger operating frequencies between 30 and 500 MHz, justifying
their broader used [74, 78]. To the best knowledge of the author, no
SAW sensor were reported for the detection of whole-cell Staphylococcus
spp., but detection limit of 106 CFU/mL within 1 hour was reported for
whole-cell E. coli [62]. A recent work combining aptamers and graphene
atop gold electrodes connected in series with piezoelectric quartz crys-
tal (SPQC) demonstrates detection of 41 CFU/mL of S. aureus in one
hour [63].
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1.3.2 Sample handling

The way to deliver and handle the bacterial sample to the biosensor is
often a key feature to reach high performance. For bacterial detection,
the sample load can be as small as 10 CFU/mL while the volume above
microsensors can be smaller than 1 µL, making binding events very hypo-
thetical. For this reason, preconcentration steps and delivering methods
are extremely important, as detailed hereafter.

Preconcentration steps

• Centrifugation enables to concentrate most bacterial cells con-
tained in a liquid sample on the form of a solid pellet at the
bottom of the centrifugation tube, after 5 min at around 5000
g. The remaining liquid above the pellet is called the supernatant,
and is typically replaced by a simpler medium having a smaller
volume (e.g. 100 µL instead of 1 mL). The new mix thus features
a larger effective bacterial concentration. In addition, the resus-
pension medium is typically chosen with regards to the sensor op-
erating regions [79]. Unfortunately, the centrifugation method is
not selective.

• Immunomagnetic separation also forms a bacterial pellet by apply-
ing a magnetic field across the solution to attract magnetic beads
conjugated to bacteria [80, 81]. It is also possible to use integrated
coils to attract conjugates directly on the sensor [82]. Unlike cen-
trifugation that requires moving parts, immunomagnetic separa-
tion is relatively simple, can be miniaturized and can further serve
as a selectivity means when magnetic beads are functionnalized.

• Electrokinetic forces are forces exerted on bacterial cells when the
sample is subject to DC or AC voltages [83]. They can be used
to attract bacteria on a region of interest, which is typically the
sensing part [84, 85] or a separate microfluidic channel [86]. As
they strongly depend on the dielectric properties of the bacteria
and electrolyte, their optimization is notably more complex than
centrifugation and immunomagnetic separation, but the concen-
tration factors can achieve two to three orders of magnitude [84].
Electrodes can be avoided by inserting insulating beads in the
sample to attract bacterial cells thanks to the generated electric
field gradients [87], which is called the DC insulator-based dielec-
trophoresis (iDEP).
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• Droplet confinement enables the isolation and manipulation of sin-
gle bacterial cell in nanoliter droplets thanks to digital microflu-
idics, improving the apparent concentration by several orders of
magnitudes [88]. More information is provided in the next sec-
tion.

Sample-delivering methods

• Reservoir tanks generally have an open side in contact with air,
and can take various forms: a large volume (> 300 mL) beaker
where impedance biosensors are immersed [89], wells of a 96-well
plate each containing a sensor [90], Eppendorf tubes with external
optical transducer [61], miniaturized tanks with mixing capabili-
ties [91] and aperture atop the sensing part of a chip defined either
with epoxy resist [92] or with a mounted tube [93]. Single drops
of several thousands µL can also be dispensed directly on the sen-
sor surface [94], but including preferably a closable lid to prevent
evaporation [79] and the subsequent change of the analyte concen-
tration. It is therefore preferable to perform a single measurement
just after immersing the sensor and avoid real-time monitoring.

• Continuous-flow microfluidics deals with the manipulation of small
volume samples, including mixing, pumping and separation in flow
cells. The micrometer size gives rise to high surface-to-volume ra-
tios, laminar flow and high transport rates for heat and mass [95].
Furthermore, the evaporation is almost inexistent in a closed mi-
crofluidic system and shear forces are better controlled. Most
transducers can be integrated in a pL-nL microfluidic chamber,
whose dimensions should be optimized with regards to convective
and diffusive flows to trap most bacteria in the channel volume [96].
It is possible to perform wafer-scaled electrical measurements with
a mobile microfluidic setup, called microfluidic probe, to automate
biosensors measurements [97]. Many studies involving detection of
Staphylococcus spp. use continuous-flow microfluidics [54, 78, 89].

• Digital microfluidics, also called droplet-based microfluidics, en-
ables the manipulation and control of individual pL-µL droplets
thanks to the electrowetting-on-dielectric (EWD) method [98, 99].
Compared to continuous-flow microfluidics, digital microfluidics
enables huge miniaturization, fast heat and reaction transfer rates,
integration capability, reusability, synchronization, individual droplet
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control, evaporation control and energy efficient droplet actuation
without undesirable capillary flows, moving parts (e.g. valves,
pumps, etc.), patterned channels and reagent wasting. For S. au-
reus detection, fluorescence detection of 2 · 105 CFU/mL in 1-nL
droplets of growth medium has been achieved after 2.8 hours of
incubation, which was faster by 1.5 hours compared to the use
of 1-mL droplets [88]. Digital microfluidics with 1-nL drops has
also been implemented on sensor arrays including single-photon
avalanche diodes (SPADs) to perform quantitative polymerase chain
reaction (qPCR) on a 364-base sequence of S. aureus [100].

1.3.3 Selectivity means

Despite that the transducer transforms the presence of adherent bacteria
into a physical signal, it has no ability to distinguish one sp. from an-
other. Biological recognition elements, such as antibodies, lytic enzymes,
bacteriophages, microbial peptides and DNA strands (see Section 1.1.4),
must be added in the biosensing system to provide selectivity to a target
bacterial cell. The example of sepsis, involving blood samples containing
1 CFU/mL of S. aureus (cfr Table 1.1) among more than ca. 109 red
blood cells/mL, illustrates the extreme difficulty of the task. Selectivity
can be provided to the sensor either through a surface or volume-based
method, as described hereafter.

Surface-based methods

In surface-based methods, the transducer is covered by bioreceptors,
also called probes or the affinity-based layer, so that only target bac-
teria can theoretically bind the sensor surface. As a result, the sensor
signal is necessarily attributed to them. However, several drawbacks
can be identified. First, the capture percentage is relatively low since
only bacteria in close vicinity to the surface bind to the affinity-based
layer [96]. Second, the imperfect bioreceptor selectivity and coverage
result in bindings of undesirable biological cells, which are called non-
specific adsorptions or background noise [101]. Despite differential mea-
surements, antifouling agents or blocking agents such as bovine serum
albumin (BSA) [102, 103], this effect still increases the number of false
positives. In microfluidics, non-specific adsorption is further magnified
by the high surface-to-volume ratio [102]. Third, the affinity-based layer
typically suffers from low stability over time, low reproducibility and
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low robustness to shear forces produced by the pipetting or microfluidic
flow [104]. In microfluidics, it is recommended to functionnalize the sen-
sor surface before the encapsulation, otherwise the entire channel (not
only the sensor) would be covered by bioreceptors which strongly de-
creases the sensitivity. However, bioreceptors can be denatured by the
annealing step, which is typically required to seal the fluidic package.
Multiplexed biosensors using the microarray technology can be defined
by patterning spots with specific bioreceptors thanks to a spotter. To
graft bioreceptors such as antibodies or enzymes on a sensor surface, two
main methods are used for bacterial sensing:

• Physical adsorption, also called physisorption, denotes the incuba-
tion of bioreceptors directly on the naked sensor surface. Demon-
strating good detection levels with antibodies for S. aureus in dry
condition [17] and Escherichia coli in low-conductive buffers [105],
this method yet suffers from antibody denaturation and poor cov-
erage, uniformity, reproducibility and robustness to wash [102].

• Self-assembled monolayers (SAM) is the building of chemical groups,
called cross-linkers, on the naked sensor surface to provide a cova-
lent link with chemical terminations of bioreceptors [106, 107]. For
instance, impedimetric biosensors use antibody-terminated SAM
to enhance sensitivity and selectivity, e.g. towards S. aureus detec-
tion [57, 108]. It is also possible to covalently immobilize bacterio-
phages on an electrode surface thanks to EDC chemical processing
of the surface [109], to subsequently capture and digest E. coli in
a selective way that releases ion in the outer medium.

The same principles stand for called aptamers, which are DNA or
RNA molecules synthetically produced to provide high specificity to tar-
get bacteria (pico or nanomolar affinity) [37, 110]. Other methods such
as Layer-by-layer (LbL) assembly [111] or polymer coating [104] exist.

Volume-based methods

In contrast to surface-based selectivity, bioreceptors are spread through
the whole sample volume and thus increase the number of interactions.
If the transducer is not able to quantify the number of bioreceptor-
bacteria conjugates in the whole volume, e.g. through UV-vis spec-
trophotometer evaluating the global colorimetric intensity [61], conju-
gates are concentrated on the sensor surface thanks to magnetic Ab-
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nanoparticles [79, 94]. It is also possible to use lytic enzymes and bac-
teriophages for high-selective impedimetric detection of bacteria [112].
In the first case, the bacterial growth is inhibited in a media containing
bacteriophages, which decreases the ion release sensed by conductime-
try [113]. In the second case, lytic enzymes such as lysostaphin have
also been used to fragment S. aureus cells into small pieces to increase
the biomass binding on the sensor surface [57].

1.3.4 Readout interfaces

The type of readout interface strongly depends on the transducer. For
optical transducers, cumbersome and costly setup are required since
both microscopes and high-resolution lenses must be included with a
CMOS or CDD image sensor. The setup can be miniaturized, but lenses
and alignment settings are still required [114].

For electrochemical transducers, bulky analyzers or potentiostats are
typically used in research but miniaturized electronic circuits smaller
than few mm2 have recently been reported for commercial applications,
on the same chip [115, 116] or not [117] as the sensor.

The measurement of acoustic sensors can be performed using os-
cillators, vector voltmeters or network analyzers [78]. Because vector
voltmeters are 10 to 100 times less sensitive than other techniques and
oscillators do not provide information about the voltage amplitude and
can present distortion, the best method is the use of network analyzers
giving a complete characterization of the device impedance.

1.3.5 Figures of merit

To compare different kinds of biosensors, it is crucial to quantify their
performances based on various figures of merit (FoM), characterizing
many key aspects of biosensing such as sensitivity, detection time and
selectivity. An exhaustive list of FoM is provided hereafter and classified
into three distinct categories: the transducer performance, the biorecep-
tor performance and the portability/implantability performance.

Transducer performance:

• The limit of detection (LoD), also sometimes incorrectly called
the sensitivity, is the minimal detectable concentration of bacterial
cells, contained in the initial sample and expressed in CFU/mL.
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Figure 1.3 – Schematic representation of the sensor output shift versus the bacterial
concentration, highlighting the limit of detection (LoD), the limit of quantitation
(LoQ), the highest detectable level (HDL), the noise floor (σn), the saturation signal
(Sat.), the dynamic range (DR), the maximal signal-to-noise ratio (SNRmax), the
sensitivity (S) and the resolution (Res).

This critical concentration corresponds to a shift of the electri-
cal output larger than the noise by a factor 5 [118], which con-
curs to a signal-to-noise ratio (SNR) of 14 dB. The output shift
is the difference between output and blank signals, the last ob-
tained preferably from sample containing other bacteria than the
target one [103]. For surface-based biosensors, this thesis defines
an intrinsic limit of detection (iLoD) which denotes the minimal
surface coverage, given in % or in number of bacteria per mm2,
or minimal physical quantity required for detection, given in F for
instance in the case of capacitive biosensors.

The limit of quantization (LoQ), used sporadically, is the minimal
quantifiable concentration of bacterial cells and corresponds by
definition to an output electrical shift 10 times larger than the
noise [118, 119], which is equivalent to a SNR of 20 dB.

• The sensitivity (S) is the change of the sensor output per unit
variation of the bacterial concentration or the number of adher-
ent bacteria, thus expressed in F/(CFU/mL) or F/(# bacteria)
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for capacitive biosensors. It corresponds to the slope of the sensor
output characteristics (Fig. 1.3). This thesis also defines an in-
trinsic sensitivity (iS) quantifying the change of the sensor output
per unit variation of the sensor physical input, e.g., expressed in
V/F in the case of a capacitance-to-voltage conversion.

• The dynamic range (DR) is the range of detectable bacterial con-
centrations spanning from the LoD to the highest detectable level
(HDL), often defined as the bacterial concentration saturating
bioreceptors [103]: DR , 20 · log10(HDLLOD ) [dB]. The DR is impor-
tant in applications requiring the quantification of the bacterial
concentration. The sensor output corresponding to the HDL is
the saturation level (Sat. in Fig. 1.3).

• The detection time, also called steady-state response time and tran-
sient response time [64], is the analysis time needed to obtain a
stable biosensor output starting from the initial collection of the
biological sample. It encompasses the durations of sample con-
ditioning, pre-concentration steps and the response time of the
transducer itself. The biosensor can be used either in endpoint or
real-time modes. The first involves the steady state, defined as
the time needed to achieve 90% of the stable biosensor value [64].
In opposite, real-time monitoring is faster thanks to averaging ca-
pabilities and can further provide useful kinetic information. The
detection time is also strongly impacted by the kind of detection,
direct [94, 108, 120] or growth-based [89, 121, 122].

• The resolution (Res), also called the precision, is the minimal
error expressed in CFU/mL on the bacterial concentration, which
is associated to the sensor noise σn resulting from electrical and
biological noise sources [123].

• The maximal signal-to-noise ratio (SNRmax) is the ratio between
saturation and noise levels at the sensor output: SNRmax , 20 ·
log10(Sat.σn

) [dB]. This figure of merit is occasionally used, especially
when optimizing the sensor parameters [123, 124].

• In this thesis, two figures of merit (FoM) have been introduced:
FoM1 , LoD·Vsample and FoM2 , LoD·Vsample·tincub, where LoD
is the limit of detection, Vsample the sample volume and tincub the
incubation time. FoM1 denotes the minimal detectable number of
bacteria in CFU contained in the sample (whatever its volume).
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To account for the incubation time, FoM2 is the multiplication of
FoM1 by the incubation time, and is expressed in CFU.min.

Bioreceptor performance

• Selectivity, often preferred to the specificity term [125], is the sen-
sor ability to detect a target bacterial cell in a sample containing
many background components such as proteins, viruses and other
bacteria. Typically provided by biological species such as antibod-
ies, enzymes or DNA (see Section 1.1.4), selectivity is very chal-
lenging as already explained in Section 1.3.3. Closely linked to
the selectivity, the matrix complexicity also limits biosensing per-
formance [45] and depends on the matrix physical nature (liquid,
solid or semisolid), chemical properties (ionic strength, permittiv-
ities, ion composition, etc.), microbial and parasitic compositions
(red blood cells, proteins, etc.). Another related terminology is
the biosensor reproducibility, which denotes the sensor-to-sensor
variability typically dominated by the random binding of biolog-
ical species on random positioned bioreceptors at the sensor sur-
face [123].

• Labeling consists in grafting fluorophores [25], magnetic beads [81]
or enzymes [61] on the surface of target bacteria to improve the
biosensor sensitivity and selectivity [103]. However, it is at the
expense of larger detection time, cost and complexity in sample
handling. Label-free biosensors do not use such bacteria labeling.

• The robustness and stability under flow of the bioreceptor layer is
very important in microfluidic applications and in systems requir-
ing intense washing procedures, such as ELISA. In most biosensing
applications, the sensor is used few minutes and then discarded so
that the affinity-based layer typically withstands biofouling and
keeps biological reaction kinetics identical [64].

• Multiplexing is the ability to detect several bacterial spp. within
a sample by using a single biochip. It is typically achieved by
dividing the chip area into several biosensing regions that are dif-
ferently functionnalized [116], to form a microarray or biosensor
array. Multiplexing can provide tremendously decreased cost and
sample volume, especially important for point-of-care bacterial de-
tection [1].
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• The distinction between viable and non-viable bacteria is criti-
cal for pathogen detection since non-viable bacterial cells are not
pathogen. Dealing with viable bacteria only, the culturing step can
be combined with impedance-based measurements to estimate the
viable concentration of bacteria [81, 122]. Other techniques using
dielectrophoresis [126] or aptamers [110] also enable the separation
or direct detection of viable bacteria.

Portability and implantability performance

• The biochip power consumption, expressed in W, is critical in
portable and implantable biosensing applications [127]. It is gener-
ally dominated by the transducer and the readout interface, which
must be designed accordingly.

• The biostability and the lifetime of the biochip, which are closely
related to the robustness and stability under flow previously de-
scribed, are crucial for long-term applications where the sensor
surface must withstand biological liquids during hours or days.
Electrochemical corrosion of the surface material including the
affinity-based layer must be sufficiently slow compared to the ex-
pected operating time of the biosensor.

• The biocompatibility denotes the biosensor ability to keep the bi-
ological sample clean and unaltered [64], avoiding the release of
pollutants by the sensor itself. It is particularly important for in-
vivo applications where inappropriate biocompatibility can pro-
mote toxicity, mutagenecity, carcinogenecity, thrombogenecity or
immunogenecity [64].

• The integration and miniaturization capabilities have important
consequences on the biosensor size, portability and cost. The inte-
gration is related to the inclusion of signal processing and readout
units around the biosensor, by using e.g. microcontrollers and
wireless modules. Both integration and miniaturization are dras-
tically enhanced by using the CMOS technology, delivering multi-
plexed and < 1 cm2 biochip including the integrated readout [67].
Such technology also offers dramatic cost reduction for high pro-
duction volumes. Finally, the biochip miniaturization also strongly
reduces sampling (e.g. blood) and reagent (e.g. antibodies) vol-
umes, decreasing cost and improving the simplicity and easiness
of the diagnosis test.
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• The sample preparation and all other steps requiring manipula-
tion must be discarded or automated for achieving portable or
implantable devices. For detection of pathogens, most biosensors
either perform DNA detection after cell lysis, requiring on-chip
heating. The detection of whole-cell bacteria, also called intact
bacteria [72], is much simpler to integrate.

• Single-usability, opposite to reusability, denotes the fact that the
biosensor must be discarded after a single use [64]. For point-of-
care diagnosis tools, most applications present single-use biosen-
sors, assimilated to consumables, mounted on a reusable readout
instrument such as glucometers commercially available [128]. Im-
plants are also single use to avoid contamination and technical
failures.

1.4 Summary

In this first chapter, we have reviewed the main issues related to detec-
tion of pathogen bacteria, focusing on the case of Staphylococcus species.
The four main conventional detection techniques (culture, ELISA, PCR
and MALDI-TOF MS) have been described and compared to biosensors,
which are attractive bio-devices combining a transducer with a biological
recognition element and targeting faster bacterial detection.

Among those biosensors, electrochemical transducers using impedance
spectroscopy have the unique advantage of enabling label-free techniques,
extreme miniaturization and system integration, while keeping compet-
itive performances (see Table 1.3). In most cases, these devices can be
considered as capacitive biosensors, since either the recognition or insu-
lating layer atop metal electrodes makes the impedance mostly capac-
itive. In the next chapter, a complete analysis of capacitive biosensors
towards bacterial detection is thus proposed.





CHAPTER2
Capacitive and label-free

detection of bacterial cells
In this chapter, the capacitive transduction involving bacteria atop pas-
sivated interdigitated microelectrodes (IDEs) is studied. In Section 2.1,
a review of impedance spectroscopy for bacterial detection is provided.
In Section 2.2, measurements of the fabricated IDEs in electrolytes with
and without bacterial cells are analyzed with regards to an established
analytical model [18, 19]. In Section 2.3, an innovative selectivity prin-
ciple using lytic enzymes is experimentally demonstrated [18]. Finally
in Section 2.4, numerical simulations are implemented to optimize the
sensor parameters towards maximal bacterial sensitivity [19, 20].

2.1 Impedance spectroscopy

2.1.1 Principle

Impedance spectroscopy consists in applying an AC voltage of ampli-
tude V0 and frequency f on one electrode and reading at the other the
generated AC current characterized by an amplitude I0, phase θ and
fundamental frequency f . Because the system can be assumed perfectly
linear when V0 � Ut [129], where Ut = kBT

q ' 26 mV is the thermal
voltage, the complex impedance in phasorial form between electrodes is:

Z(ω) ,
V0 · ejωt

I0(ω) · ejωt+θ(ω)
=

V0

I0(ω)
· e−jθ(ω) (2.1)

where ω , 2πf is the angular frequency. In biosensing applications,
minute changes of the complex impedance Z(ω) are monitored when
biological species bind between electrodes, and two transduction mecha-
nisms must be distinguished. The first is the electrochemical impedance
spectroscopy (EIS) benefiting from electrochemical reactions between bi-
ological species and the electrolyte medium, which are often amplified by
redox probes [130] such as [Fe(CN)6]3−/4− [131], also called electroactive
species. In this case, the electron transfer through faradaic electrodes is
quantified through the charge transfer resistance Rct [131].
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Figure 2.1 – Representation of the complex impedance Z(ω) for a 1-kΩ resistance
R, a 10-nF capacitance C and the parallel association of both: (a)(b) Bode plots of
the impedance modulus ‖Z‖ and phase θZ versus the applied frequency f and (c)
Nyquist plot of the opposite imaginary part of Z(ω) versus its real part.

When no electron transfer occurs at solid-electrolyte interface, the
electrodes are called non-faradaic and the sensing information is mainly
contained in the dielectric properties of the system. This electrical
impedance spectroscopy, also called electrochemical capacitance spectroscopy
(ECS) [131], thus involves no electrochemical reactions.

2.1.2 Impedance representation

Two graphical representations of the complex impedance Z(ω) are typ-
ically used and come from two possible decompositions of Z(ω):

Z(ω) = ‖Z(ω)‖ · ejθZ(ω) (2.2)
= R{Z(ω)}+ jI{Z(ω)} (2.3)

Based on Eq. 2.2, Bode plots represent the impedance modulus ‖Z(ω)‖
and phase θZ(ω) in function of the frequency f (Figs. 2.1(a) and 2.1(b)).
The Nyquist plot, also called the Cole-Cole plot, is based on Eq. 2.3 and
represents the opposite imaginary part −I{Z(ω)} of Z(ω) in function of
its real part R{Z(ω)} (Fig. 2.1(c)). Although the spectral information
provided by Bode plots is more consistent, Nyquist plots better represent
time constants and are suitable for frequency-independent parameters
such as Rct in EIS using redox probes [94].

In biosensing applications, minute changes of Z(ω) occur so that
the logarithmic representation of ‖Z(ω)‖ is not very practical. Because
capacitive biosensors mostly exhibit capacitive behaviors, it is more
suitable to represent the normalized admittance modulus ‖Y (ω)/ω‖ ex-
pressed in F instead of ‖Z(ω)‖, where the complex admittance is de-
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fined as Y (ω) , 1/Z(ω). The phase analysis remains essential to attest
the dominant behavior, either resistive as θZ> −45◦ or capacitive as
θZ< −45◦.

2.1.3 Electrochemical cells

To perform impedance measurements, three key components are re-
quired: an electrochemical cell, an impedance analyzer and optionally a
potentiostat. For EIS involving electrochemical reactions, it is critical to
control the electrolyte potential to have reproducible results [132]. The
impedance is measured between a counter (CE) and a working electrode
(WE), while a reference electrode (RE) maintains a constant potential
in the electrolyte thanks to a potentiostat [57, 121, 130, 133–136]. In
the case of non-faradaic electrodes, the solution potential does not nec-
essarily need to be controlled since no electrochemical reactions occur.
As a result, a two electrode system is sufficient to probe the system
impedance [54, 79, 84, 86, 89, 94, 120, 137–141].

2.1.4 Electrode designs

Most systems use miniaturized planar electrodes, that provide better
performance than large-scale electrodes such as 3D centimeter-scaled
glassy electrodes [142]. Interdigitated electrodes (IDEs), also called inter-
digitated array microelectrodes (IDAM) or interdigital capacitors (IDCs),
are two large sets of electrodes disposed in a comb fashion. Fabri-
cated by standard microfabrication techniques [103], IDEs have typi-
cally micrometer- [108] or nanometer- [143, 144] scale width and gap,
thus benefiting from large capacitance values and active area. With cir-
cular [89, 139] or rectangular [120, 138] shapes, IDEs have been widely
used for bacterial detection [79, 89, 90, 94, 108, 120, 145]. Screen-printed
electrodes are another notable electrode design for EIS and typically
comprise a centimeter scale disk WE surrounding by a circular ring CE
and by a small RE [146].

2.1.5 Electrode materials

Electrodes are typically made in noble metals such as gold (Au) [57,
79, 89, 94, 108, 120, 122, 134, 135, 138, 140, 147–149] and platinum
(Pt) [84, 86, 137], because of their inertness and biocompatibility in
solution [92]. Other resistant materials such as chromium (Cr) [105, 150]
can also be used. Thanks to its conductivity, transparency, stability and
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polarizability, indium-tin oxide (ITO) is also an attractive material to
build electrodes [130, 133]. Carbon electrodes are interesting as well to
easily build chemical organic links with biomolecules [109, 110, 142, 146].
However, most of these materials cannot straightforwardly be used in
standard CMOS process since they are considered as contaminant [151]
or highly expensive. Despite complexity and cost, post-process steps can
still be used to pattern gold electrodes atop CMOS chips [92, 139].

In opposite, the last CMOS metal layer in aluminum can be used
for patterning electrodes, but then requires a passivation layer grown by
microfabrication (SiO2 [82, 152], Si3N4 [153, 154], Al2O3 [155], Ta2O5

[156], TiO2 [157], TiO2/ZrO2 [157], etc.) to act as protective coating
against electrochemical corrosion of the underneath aluminum [158]. In
particular, the passivation by a thin biocompatible [159] Al2O3 layer
has shown to fulfil capacitive biosensing of bacteria [17] or proteins [160]
in dry conditions. Since Al2O3 withstands corrosion in water during
several days [161], Al2O3 passivated biosensors can be used in short
analysis time [162–165].

2.1.6 Surface- versus volume-based impedimetry

Impedance detection can target suspended bacterial cells in the elec-
trolyte (i.e. volume-based) or captured bacterial cells at the sensor sur-
face (i.e. surface-based).

The volume-based method is called impedance flow cytometry (IFC),
and enables an accurate counting and statistical size analyzis of a large
number of cells (> 10.000 in less than 2 min [166]) flowing through
two planar electrodes patterned at the top and bottom of the channel
[167–169]. Mostly used for large cells [170], IFC can be extended for
bacterial cells by scaling down the microfluidic channel to ' 10 µm [166],
by sheathing the sample with oil [171] or by using resonance effects
[169]. Its main disadvantage is the inability to selectively distinguish one
bacteria from another, despite some promising works that show slight
differences of the dielectric footprints [169, 172].

The surface-based method uses planar electrodes designed atop a
solid substrate, in order to detect bacterial cells that progressively ad-
here the sensor surface thanks to the microfluidic flow [145]. The main
disadvantage of this method is that many cells flowing atop the sensor
are lost. However, selectivity can be easily obtained by functionalizing
the sensor surface, e.g. with antibodies.
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2.1.7 Performance comparison

An exhaustive comparison of significant works on impedance detection
of bacterial cells in solution is provided in Table 2.1. As explained in
Section 2.1.6, only surface-based methods can be used for selective de-
tection of bacterial cells. Therefore, this section deals only with this kind
of sensors. The detection limit (LoD) must be compared by considering
the detection time and the incubated bacterial volume. Extremely small
bacterial loads of 1-100 CFU/mL are generally obtained at the expense of
large detection time and/or incubated volumes [54, 57, 122, 134, 150]. In
this case, growth-based methods can further provide screening between
viable and non-viable bacterial cells [89, 122, 137]. Surface functional-
ization and electrokinetic effects can also improve the LoD, at a given
volume and detection time. The way the bacterial sample is delivered
to the sensor, e.g. immersion, microfluidic flow, pipetting, agitation,
etc., is also an important factor to improve the bacterial binding on the
sensor surface.

Most impedance biosensors use two-electrode systems without re-
dox mediators (see Table 2.1). In high-conductive buffers such as pure
PBS (σsol ∼ 1.8 S/m), the impedance analysis mainly relies on minute
changes of the double layer capacitance CDL [89, 120] or charge-transfer
resistance Rct [57, 110, 130, 133, 135, 146], when the electrolyte com-
prises redox probes Fe(CN)3/4−6 . In low-conductive buffers such as 0.1 M
mannitol solution characterized by an electrical conductivity σsol ∼ 100
µS/m, the solution resistance Rsol is typically used for bacterial sens-
ing [79, 84, 86, 94, 105, 122, 137, 138, 150]. This thesis reports innovative
bacterial sensing using both Rsol and the medium capacitance Csol, in
low-conductive [18, 21] and high-conductive buffers [22].

Selectivity is typically provided by antibodies grafted on the sensor
surface either by physisorption [105, 120, 130, 135, 146] or atop a self-
assembled monolayer (SAM) [54, 57, 108, 133, 134, 138]. When grafted
on magnetic or nanoparticle beads [79, 86, 94], they can act through-
out the sample volume and improve the LoD. Besides antibodies, anti-
microbial peptides [140, 148], bacteriophages [109] and aptamers [110]
can also provide selectivity when grafted on the sensor surface. In this
thesis, a new selectivity means is introduced with lytic enzymes [18].

Eventually, most works report detection of whole-cell viable bacteria
while others detect peptidoglycan fragments after bacterial lysis [57],
heat-killed bacteria [133] or the lyse process itself [105, 150].
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2.1.8 Recommandations

As it will be demonstrated in Section 2.2.2, impedance spectroscopy is
extremely sensitive to the electrical conductivity σsol of the electrolyte
(both at low and medium frequencies with CDL and Rsol). Without
labels, it is therefore impossible to directly predict the bacterial con-
centration from a single measurement since two samples with identical
bacterial loads but different conductivities would result in different sig-
nals. The sensor signal must thus be compared to an appropriate control
value, which is often the source of errors.

Typical misinterpretations found in literature

To show how biosensors response to the bacterial concentration, most
works use successive dilutions of a bacterial sample. The electrical con-
ductivity of these samples can be different in some cases and great care
must paid to avoid drawing wrong conclusions:

• As obtained by diluting successively the bacterial culture (e.g.
σsol = 1.3 S/m for LB medium) into a reference buffer (e.g. σsol =
1.8 S/m for PBS) [79, 108, 134, 138], the dilutions present different
conductivities of 1.3, 1.75 and 1.7995 S/m for dilution factors of 1,
10 and 1000. With regards to the reference buffer, it corresponds
to apparent sensitivities of 27, 2.7 and 0.027% that logarithmically
decrease with the dilution factor and might suggest that the sen-
sor correctly responds to the bacterial concentration, even if it is
not the case. In [134] for instance, the sensor is not able to dis-
tinguish between E. coli and S. epidermidis despite the antibody
layer, probably because the sensor responses to σsol instead of the
number of captured bacteria.

• After centrifugation or magnetic separation of the culture sample,
the supernatant is discarded and the pellet typically resuspended
in a low-conductive reference buffer (e.g. 0.1 M mannitol with
σsol ' 100 µS/m) [79, 84, 94, 120, 137]. The problem is that
a small amount of ions, e.g. released from bacteria burst after
centrifugation, vortexing or osmotic shock [173], is sufficient to
significantly perturbed the small electrolyte conductivity to σsol =
150 µS/m. When performing dilutions of 1:1000, 1:10 and 1:1 in
the reference solution, the related conductivities are 100.1, 105 and
150 µS/m, corresponding to sensitivities of 0.05, 5 and 50% with
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regards to the reference buffer. Of course, these sensitivities are
indirectly linked to the number of bacteria, but strongly vary with
experimental conditions, procedures and contaminations. It is thus
preferable to manually adjust the conductivity to a fixed value for
each bacterial dilution [105]. This effect is almost inexistent when
high-conductive reference buffers are used.

To avoid these artefacts, it is possible to use five control techniques
which are more accurate and reliable, as detailed hereafter.

Control using an independent buffer

To avoid the cumbersome and time-consuming centrifugation step, the
sensor covered with bacteria can be washed and measured in a reference
buffer. The obtained value is then compared with the blank response
initially acquired in the same reference buffer [54, 148]. In this case, it
is critical to ensure that measurements are performed at the equilibrium
and without ionic contamination of the reference buffer between the two
measurements. It is also possible to avoid the comparison with the blank
response [146], but then the response can possibly be biased.

Control using a functionalization-free sensor

A simple and robust method consists in using two sensors sized iden-
tically, but with different functionalizations. Both sensors contact the
same sample, but while the first reacts specifically to the target bacteria,
the second reacts with no bacteria [57, 105, 140]. Differential measure-
ments thus strongly reduce artefacts from electrolyte conductivity, but
with an efficiency depending on the initial sensor mismatch. Differential
measurements on electrodes with different dimensions, targeting either
volume or surface sensing, can also be used to remove artefacts.

Control by optical means

Not suitable for point-of-care and compact sensors, optical monitoring
of the sensor surface can nevertheless be performed in laboratory during
electrical sensing to assess the binding of bacteria [84, 105, 174]. In this
case, electrical shifts can be directly correlated to the number of captured
bacteria. However, it does not fully remove the risk of misinterpretation
with σsol because the sensor can be more sensitive to it than to bacteria.
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Control by growth

When the sensor is immersed in a culture media with bacteria, the
conductivity change by ion release during the growth phase is an in-
direct way to assess the presence of bacterial cells and requires no con-
trol [86, 89, 122], since the medium is not replaced during the whole
real-time experiment. However, a selective method should be used to
assess that the growth originates from the target bacteria.

Control using the sample supernatant

The supernatant obtained after centrifugating the bacterial sample ac-
counts for ions released by bacteria at the previous centrifugation step.
Especially important for low conductive samples, it presents a similar
conductivity to the final resuspended bacterial sample. The supernatant
can thus be used as the reference buffer to perform successive dilutions.

2.1.9 Sensor modeling

To understand and optimize impedance sensors, models and simulations
have been proposed in the literature and summarized in this section.

Interfacial properties and Randles circuit

When solid materials are immersed in electrolytes, charge redistribution
occurs (Fig. 2.2(a)). A single monolayer of hydrated ions with diameter
a, called the Stern layer, builds up at the interface and is characterized
by a total charge σ0. Furthermore, a diffusing Gouy-Chapman layer
with a negative charge (σDL) decays along a distance λD, called the
Debye length or the Double layer thickness:

λD '
√

εsolUt
2FCions · 103

(2.4)

with εsol the electrolyte permittivity, Ut the thermal voltage, F the
Faraday constant and Cions the ionic strength expressed in Molar con-
centration. The given expression of λD holds only when local potentials
are smaller than Ut, because only in this case the Poisson-Boltzmann
equation can be linearized [175]. The Stern and Gouy-Chapman layers
define the Gouy-Chapman-Stern (GCS) model of the electrical double
layer (DL), whose potential distribution decays from surface Ψ0 and zeta
ξ potentials to a neutral equilibrium in bulk electrolyte (Fig. 2.2(b)).
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1 2 3

(a) (b)

Figure 2.2 – (a) Schematic representation and equivalent electrical model of the
solid-electrolyte interface. RCT is the charge transfer resistance, ZW the Warburg
impedance, CDL the double layer capacitance and RS the electrolyte resistance. (b)
dependence of the local charge and potential with the distance. Ψ0 is the surface
potential, ξ is the zeta potential, σs the charge of the solid material, σ0 the charge in
the Stern layer and σDL the charge within the electrical double layer.

To fix idea, typical values of λD are 1 nm, 3 nm, 10 nm and 30 nm in
electrolytes with Cions of 100 mM, 10 mM, 1 mM and 0.1 mM, respec-
tively. When considering a Al2O3 layer with 8 ·1018 hydroxyl groups/m2

as immersed in an electrolyte [176], the buildup surface charge σS fea-
tures a density of 0.04 C/m2 at pH 7.4, with a maximal value of 1.28
C/m2 at extreme pH. Because σS = −(σ0 + σDL), the corresponding
surface potentials Ψ0 are approximately 47 and 218 mV, respectively.

The spectral behavior of the DL is given by Randles circuit, which
models the faradaic interface with a charge transfer resistance RCT ,
Warburg impedance ZW (ω), solution resistance RS and DL capacitance
CDL (Fig. 2.2(a)), resulting from the series association of the Stern
Cstern and Gouy-Chapman CGC capacitances:

CDL , (C−1
stern + C−1

GC)−1 (2.5)

' a+ λD
εsol

(2.6)

This capacitance features a non-linear relationship with the electrical po-
tential [177]. Also, due to the high electrolyte permittivity (εsol ' 80·ε0)
and small values of λD (' 1 nm) at saline condition (σsol ' 1.8 S/m),
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CDL is extremely large (> 70 µF/cm2 [103]). The charge transfer re-
sistance Rct, also called the polarisation resistance Rp at the equilib-
rium [65], characterizes the current flow generated by electrochemical
reactions [65]. Also related to electrochemical reactions, ZW (ω) char-
acterizes the ion diffusion through the DL [65] and features an inverse
relationship with f [178]: ZW (ω) ' A

√
2√
ω
, where A is a constant. For

non-faradaic interfaces, no DC current flows through the solid-electrolyte
interface. As a result, RCT and ZW can be discarded [177] and the in-
terface simply consists in CDL in series with RS .

Global complex impedance

In addition to interfacial properties, the impedance between two elec-
trodes immersed in an electrolyte also depends on the electrode de-
sign [143, 179, 180], the possible passivation layer atop metal electrodes
[181, 182] and the dielectric properties of the bulk electrolyte, electrode
substrate and bacterial cells [94, 143]. For the design point of view, the
cell constant κ of IDEs composed of Ne planar electrodes (negligible
thickness) of length Le, gap de and width we is given by [179]:

κ ' 1

(Ne − 1)Le
· 2K(k)

K(
√

1− k2)
(2.7)

with k , cos(π2 ·
we

de+we
) and K(k) ,

∫ t=1
t=0

dt√
(1−t2)(1−k2t2)

. The electric

field confinement at the electrode surface is another key concept to en-
sure that bacteria induce the largest modification of electric lines. It is
estimated to 73% in a layer of thickness 0.4 · de when de = we [143].

For unpassivated electrodes, the LF impedance is dominated by the
DL capacitance CDL and charge transfer resistance Rct, while volume
resistance Rsol and capacitance Csol govern at HF [143]. When passi-
vated, the electrodes feature higher impedance values at LF and lower
sensitivities to surface processes [181–183]. The best sensitivity is thus
found at HF where volume effects dominate [182]. Surface functionaliza-
tion can be considered as electrode passivation, slightly reducing the LF
capacitance of impedance sensors [143] because SAMs feature insulating
properties with small relative permittivities of ' 2.7 [184, 185].

Finally, bacterial cells are typically modelled by a two- or three-
shell representation, depending on their Gram staining, where each shell
features different dielectric properties [30, 186, 187]. To account for it in
the electrode system, complex equivalent models can be used but often
serve only as a qualitative representation [145].
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Numerical simulations

To assess experimental data, most works perform an arbitrary fitting of
lumped parameters contained in the equivalent electrical model [145].
This mostly enables to qualitatively understand the physical sensing
principle, but hardly to optimize the sensitivity. For this reason, 2D or
3D electrostatic simulations are used to accurately quantify the sensitiv-
ity to bacteria depending on their random positions on the 3D electrode
topology [180], their number [180, 188] and the thickness of the passiva-
tion layer [181]. Such simulations have also been implemented to analyze
the impact of the applied frequency on the sensor impedance [189] and
sensitivity [190–192], but only for nanometer-scale biomolecules.

2.1.10 Chapter innovations

The work developed in the next sections of this chapter provides several
notable innovations compared to the established state of the art:

• Bacteria detection in low-conductive solutions is demonstrated in
microfluidic channel with Al microelectrodes covered with a thin
Al2O3 layer, extending their use from dry [17] to liquid conditions
[18]. An innovative detection principle based on the monitoring
of the medium capacitance Csol at HF is presented, bypassing the
sensitivity drop at LF owing to the insulating layer [18].

• A new selectivity method based on lytic enzymes is proposed [18].
Free of selective surface functionalization and centrifugation steps,
the whole procedure is simple, straightforward, reproducible and
enables the direct flow of real matrix samples. Furthermore, it
strongly reduces the effect of non-specific adsorption of bacteria or
biomolecules.

• An innovative setup enabling simultaneous real-time optical and
electrical monitoring of the microfluidic-encapsulated sensor was
built [18]. Electrical phenomena can thus accurately be linked
to bacteria binding, and considerably decreasing the risk of the
misinterpretations explained in Section 2.1.8.

• A comprehensive analytical model is established for the metal-
insulator-electrolyte (MIE) interface with and without bacterial
cells, providing an analysis based on cutoff frequencies [19]. Fur-
thermore, the maximal sensitivity and the impact of metallic ac-
cess lines are evaluated.
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• Numerical simulations are developed in coupled electrostatic and
AC domains with 2D Poisson-Nernst-Planck equations to account
for ion transport, geometry effects, charges and multi-shell dielec-
tric representation of bacterial cells [19]. Thanks to these simula-
tions, the sensitivity to bacterial cells is more accurately estimated,
the impact of oxide and bacterial charges is quantified and various
sensor parameters are optimized.

The chapter is organized as follows. In Section 2.2, the fabricated
sensor is measured in electrolyte with and without bacterial cells, and
results are explained with regards to an established analytical model. In
Section 2.3, the selective principle using lytic enzymes is described, ex-
perimentally demonstrated, and compared to other techniques. Finally
in Section 2.4, numerical simulations are developed to optimize the var-
ious parameters involved in the system towards maximal sensitivity to
bacterial cells.
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2.2 Sensor modeling

2.2.1 Sensor design and fabrication

The capacitive sensor consists of a circular shape of passivated interdig-
itated microelectrodes (IDEs) with a diameter of 250 µm and electrode
width and space of 2 µm and 4 µm, respectively (Fig. 2.3(a)). The
circular shape was chosen to fit with the area of a dispensed drop and
to provide uniform electric fields with a surrounding macroelectrode, as
shown in Section 3.2. A similar but rectangularly shaped IDEs with
250-µm electrode length was also designed, and thus features a sensing
area 27 % larger. No reference electrode is used because electrochem-
ical reactions are almost inexistent (no redox mediator, small applied
voltages and no DC current through the insulating layer).

Built atop a transparent Pyrex substrate, the microelectrodes are
made in aluminum and covered by a 33 nm-thick atomic-layer-deposited
(ALD) Al2O3 layer, acting as a protective coating against corrosion in
biological solution [161, 162]. Provided by thick photoresist walls and
PDMS cap, a 1 mm-wide, 5 mm-long and 300 µm-thick microfluidic
channel is defined (Fig. 2.3(b)). The total channel volume is 1.5 µL,
while the volume above the sensor is only 15 nL. The microfabrication
process is detailed in Appendix A.1.

2�m

4�m

ϕ250�m

(a)

PDMS cap

SiO2

Al

Al2O3, 

33nm
1�m

300�m

�Fluidic channel

(b)

Figure 2.3 – (a) Sensor microphotograph and (b) schematic cross-section (not at
scale) of the encapsulated sensor.
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2.2.2 Behavior in simple electrolyte

In this section, the analytical model of the microelectrodes immersed
in electrolyte is first established to provide a physical understanding of
the sensor, before discussing subsequent experimental results. All used
parameters and notations are provided in Table 2.2.

Analytical model

The AC device behavior is represented by a system of linear capacitors
and resistors, whose key part resides in the series combination of Cins,
CDL, and the parallel association of Rsol and Csol (Fig. 2.4(a)). It is
also usual to place Csol in parallel to the series combination of CDL
and Rsol [145], but this does not change the global complex impedance
at electrolyte conductivities larger than 1 mS/m. Since the interface is
non-faradaic, Warburg impedance and charge-transfer resistance can be
neglected [177]. Expressions of the surface capacitances can be simplified
by the capacitance formula between two-parallel plate conductors:

Cins '
ε0εr,ins
tins

· (Ne − 1)Ae (2.8)

CDL '
ε0εr,sol
λD

· (Ne − 1)Ae (2.9)

where tins is the insulator thickness, εr,ins the insulator relative per-
mittivity, εr,sol the electrolyte relative permittivity, Ae ' (te + we

2 ) · Le
the electrode area, Ne the total number of electrodes and λD the Debye
length whose expression is given by Eq. 2.4. All relative permittivities
are assumed frequency-independent since the model operates below 1
GHz (see Appendix D.2 for justification). The electric field inside the
double layer (DL) is assumed sufficiently small (< 107 V/m) to keep the
DL relative permittivity identical to εr,sol [192]. Based on values given
in Table 2.2, λD ' 24 nm and CDL/Cins ' tins

λD
· εr,solεr,ins

' 12 so that
the insulator capacitance Cins dominates in series with CDL. The DL is
then screened by the insulator layer for all Cions > 0.16 mM, since λD
decreases at higher ionic strength making CDL/Cins larger than 12. The
medium conductance Gsol , R−1

sol and capacitance Csol can be expressed
as the sum of the capacitance between parallel conductors of thickness
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Table 2.2 – Physical parameters used for the equivalent electrical model. PBS 1:1000
is considered for the electrolyte and Al/Al2O3 microelectrodes for the IDEs.

Symbols Descriptions Values Units

B
ox εr,ox Oxide relative permittivity 3.9 -

Cox Oxide capacitance - F

In
su

la
to

r tins Insulator thickness 33 nm m
εr,ins Insulator relative permittivity 9 -
Cins Insulator capacitance - F
Clatins Lateral insulator capacitance - F

E
le

ct
ro

d
e Le Electrode length 250 µm m

we Electrode width 2 µm m
te Electrode thickness 1 µm m
de Electrode gap 4 µm m
Ne Total number of electrodes 39 -
Ae Electrode surface area - m2

E
le

ct
ro

ly
te Cions Electrolyte ionic strength 0.16 mM M

εr,sol Electrolyte relative permittivity 80 -
σsol Electrolyte conductivity 1.8 mS/m S/m
λD Debye length - m

Csol −Rsol Electrolyte capac. and resistance - F-Ω
CDL Double layer capacitance - F

Buried oxide (Box) Insulator layer Electrolyte Electrode

Cox
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Figure 2.4 – Device in contact with simple electrolyte: (a) schematic representation
(not at scale) of the equivalent model with lumped elements and (b) Bode diagrams
of the impedance based on the analytical model given in (a).
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te and the planar capacitance between half electrodes of width we/2:

Csol '
ε0εr,sol
de

· (Ne − 1)AeG (2.10)

Gsol '
σsol
de
· (Ne − 1)AeG (2.11)

where G , te+de·K(
√

1−k2)/(2K(k))
te+we/2

is a geometric constant with parame-

ters k , cos(π2 ·
we

de+we
) and K(k) ,

∫ t=1
t=0

dt√
(1−t2)(1−k2t2)

given in [179].

For the electrode geometry given in Table 2.2, the constant G is equal to
1.28. Based on Eq. 2.8 to 2.11 and on the fact that CDL is screened by
Cins, the system is characterized by two cutoff frequencies (Fig. 2.4(b)):

fc,1 =
1

2π ·Rsol(Cins/2)
' 1

π
· tins
de
· σsol
ε0εr,ins

·G (2.12)

fc,2 =
1

2π ·RsolCsol
' 1

2π
· σsol
ε0εr,sol

(2.13)

In parallel to the impedance formed by Cins, CDL, Csol and Rsol, the
system also comprises the oxide capacitance Cox and lateral insulator
capacitance C latins:

Cox ' ε0εr,ox ·
K(
√

1− k2)

2K(k)
· (Ne − 1)Le (2.14)

C latins '
ε0εr,ins
de

· (Ne − 1)tinsLe (2.15)

The lateral insulator capacitance C latins can be neglected in parallel, since
Cox/C

lat
ins =

εr,ox
εr,ins

· de
tins
· K(

√
1−k2)

2K(k) ≈ 20.5. At f < fc,1, the impedance is
dominated by (Cins/2) and the oxide capacitance Cox can be neglected
in parallel since Cox ' 0.003 · Cins. At frequencies larger than fc,2, the
capacitance Csol dominates and Cox ' 0.03 · Csol is sufficiently small
compared to Csol for being neglected in parallel. Between fc,1 and fc,2,
the impedance is governed by Rsol and Cox can again be neglected at
such frequencies, since f < fc,2 = 1

2π·RsolCsol �
1

2π·RsolCox . In conclusion,
Cox can always be neglected and the frequency must be larger than fc,1 to
sense volume properties (Rsol, Csol) instead of surface properties (Cins).
Also, fc,1 and fc,2 both depend on the electrolyte conductivity, but not
their ratio:

fc,2
fc,1
' 1

2
· εr,ins
εr,sol

· de
tins
· 1

G
(2.16)
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To achieve a predominence of the resistive level Rsol between fc,1 and
fc,2, i.e. a larger fc,2/fc,1 ratio, the electrode gap de and the insulator
thickness tins must be enlarged and reduced, respectively. For low-salt
buffers such as phosphate buffered saline (PBS) diluted 1:1000 by volume
in deionized (DI) water and characterized by σsol = 1.8 mS/m, typical
values are fc,1 = 76 kHz, fc,2 = 405 kHz and fc,2/fc,1 = 5.3. For high-
conductive saline buffers such as pure PBS with σsol = 1.8 S/m, the
cutoff frequencies are three orders of magnitude larger, i.e., fc,1 = 76
MHz and fc,2 = 405 MHz, but their ratio is kept unchanged. Depending
on the required range of frequency set by the electrical readout and
target application (surface versus volume sensing), an electrolyte with
an appropriate conductivity must be chosen. Also, de and tins must be
chosen for a suitable fc,1.

Matching between experimental data and analytical model

For experimental measurements in following paragraphs, the setup used
is described in Appendix A.5. When considering PBS 1:1000 as indi-
cated for the analytical model in Table 2.2, the experimental normalized
admittance ‖Y/ω‖ and impedance phase θZ show good fitting with the
analytical models, especially at frequencies larger than 10 kHz (Fig. 2.5).
The factor used to link 2D and 3D ‖Y/ω‖ values is K , ‖Y/ω‖exp‖Y/ω‖sim = 7.21
mm, evaluated at 1 MHz and very close to the theoretical value of
the total electrode length Le · (Neff − 1) ' 7.25 mm, where Neff ,(

1 + 2
∑(Ne−1)/2

i=1

√
1− ( 2i

Ne−1)2
)
' 30 is the effective number of elec-

trodes of length Le in the circularly shaped IDE. The 28-% drop of ‖Y/ω‖
at LF and the phase bump around 10 kHz comes from metal accesses,
as detailed in next paragraphs. The transition Cins

2 → Gsol
ω → Csol,

mentioned in the previous paragraph, is clearly observable and similar
to that reported in [190] and to the CDL

2 → Gsol
ω → Csol transition of

unpassivated electrodes simulated in [189].

Dry versus immersed sensor

The sensor impedance strongly depends on the medium phase (gas or
liquid). For air (εr,sol = 1 and σsol ' 5 · 10−15 S/m), the impedance
phase remains around -90◦ between 1 kHz and 1 MHz, with discrepancies
between 100 Hz and 1 kHz because ‖Z‖ exceeds the LCR intrinsic limit
of 1 GΩ (Fig. 2.6). The complex impedance is thus mostly capacitive
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and dominated by the parallel association of Cox and the small Csol ∝
εr,sol, since Cins can be neglected because fc,1 ' 0.2 µHz.

When immersed in DI water (εr,sol = 80 and σsol ' 50 µS/m), the
complex impedance is similar to the one in PBS 1:1000 (see Fig. 2.5)
since only σsol is modified. Compared to the air, the impedance modulus
in DI water is one to two orders of magnitude smaller because of the
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Figure 2.5 – Comparison between experimental measurements and the analytical
model in PBS 1:1000 for (a) the normalized admittance ‖Y/ω‖ and for (b) the
impedance phase θZ . The factor K between 2D and 3D is equal to 7.21 mm.
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Figure 2.6 – (a) Experimental impedance modulus and phase of a rectangular IDE
in dry condition and with DI water. (b) Experimental temporal variation of Csol
extracted at 1 MHz when one 5-µL drop of DI water is deposited, several 5-µL drops
are successively pipetted every ∼ 5 min and continuous flow is applied through a
microfluidic channel.
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larger Csol ∝ εr,sol value and the dominance of Cins at LF. As shown in
Fig. 2.6(b), the sensor is more or less subject to liquid evaporation, de-
pending on the immersion method. When a single 5-µL drop is pipetted
atop the sensor surface, the temporal drift on Csol is exponential and
reaches 10% after 30 minutes. In contrast, pipetting several 5-µL drops
every 5 minutes limits the error to 2%, while a continuous microfluidic
flow suppresses temporal drifts, as only noise of 0.1% is measured.

Impact of the metallic connections to IDEs

Metallic accesses contact the IDEs to electrical pads, located outside
the microfluidic channel. When they are parallel to each other (Fig.
2.7(a)), access lines can couple to each other, decrease the LF impedance
modulus by 60% and add a cutoff frequency around 1 kHz (Fig. 2.7(b)).

To explain this effect, metal accesses are modeled with two equiva-
lent electrical circuits (Fig. 2.7(a)). On one hand, the part covered with
a passivation layer such as KMPR photoresist (see Appendix A.1) for
sealing and electrical isolation from the electrolyte results in a passiva-
tion capacitance Cpass. The large distance between tracks and the small
permittivity of the passivation material makes Cpass dominating in se-
ries with Cins,p � Cpass and then being neglected in parallel with Cins,
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Figure 2.7 – Impact of access lines: (a) schematic top view (not at scale) of the
metal connections to the rectangular IDE and (b) comparison between experimental
and analytical values of ‖Z‖ and θZ . The impedance analyzer has been calibrated
with electrical probes positioned in the air (IDE + connections), or positioned on an
open structure having the same access lines as the IDE structure (IDE only).
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Gsol or Csol. On the other hand, the unpassivated area has a similar
equivalent circuit with Cins,i, Rsol,i and Csol,i as the IDE (Fig. 2.7(a)).
Because the distance between access lines is significantly larger than the
electrode gap (∼ 250 µm versus 4 µm), Gsol,i , R−1

sol,i and Csol,i are two
orders of magnitude smaller than Gsol , R−1

sol and Csol, respectively. The
cutoff frequency fc,1i = 1

2πRsol,i(Cins,i/2) is thus two orders of magnitude
smaller than fc,1 and explains the shape change of the impedance phase
around 1 kHz in Fig. 2.7(b). Because fc,1i < f < fc,1, the inequality
ωCins < 2 · Gsol,i < ωCins,i holds and explains why Rsol,i dominates
(Cins,i/2) in series and (Cins/2) in parallel, resulting in a more resistive
behavior of the impedance. Below fc,1i, the impedance is given by the
parallel association of Cins,i and Cins, explaining the larger capacitance
due to access lines. At f > fc,1, the impact of access lines is consid-
erably reduced because Rsol and Csol largely dominate in parallel their
counterparts Rsol,i and Csol,i, both two orders of magnitude smaller,
respectively.

Impact of the electrolyte conductivity

Tenfold dilutions of pure PBS in DI water present ionic strengths ranging
from 16 µM to 160 mM, characterized σsol from 180 µS/m to 1.8 S/m
and identical εr,sol as DI water. When pipetted atop the sensor, these
solutions induce resistive levels Rsol inversely proportional to σsol (Fig.
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Figure 2.8 – (a) Experimental impedance modulus and phase of the circularly shaped
IDE in successive PBS dilutions featuring different σsol. (b) Evolution of the measured
frequency at which θZ = −80◦ with the electrolyte conductivity σsol.
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2.8(a)), as expected from Eq. 2.11. Similarly, the frequency shift at the
phase equal to -80◦, evolving as fc,1 and fc,2, increases linearly with σsol
(Fig. 2.8(b)), as expected from Eqs. 2.12 and 2.13. At sufficiently HF
which is only visible for σsol ≤ 1.8 mS/m in Fig. 2.8(a), the dominant
capacitance is insensitive to σsol while the capacitance at LF slightly
depends on σsol through the contribution of CDL (see Eq. 2.9).

Impact of the electrolyte permittivity

Four solutions listed in Table 2.3 with different εr,sol and small σsol are
applied atop the sensor. As expected from Eq. 2.10, Csol extracted at
1 MHz linearly varies with εr,sol (Fig. 2.9(b)), while Rsol confirms its
inverse proportionality to σsol. At LF, the complex impedance is less
subject to variation of εr,sol because of the screening from the insulator
layer.

Table 2.3 – Physical properties of the solutions under test.

Solutions εr,sol σsol

IPA 18 6 µS/m
Acetone 21 20 µS/m
Methanol 33 30 µS/m

Aqua ad iniectabilia (AAI) 80 150 µS/m
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Figure 2.9 – (a) Experimental impedance modulus and phase of the circularly shaped
IDE in four solutions of different εr,sol and σsol and (b) the related evolution of the
solution capacitance Csol at 1 MHz with εr,sol.
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Figure 2.10 – (a) Experimental impedance modulus and phase of a circularly shaped
IDE in PBS 1:1000 with native Al2O3 and 33-nm thick Al2O3 deposited by ALD. (b)
Experimental temporal evolution of tins in pH9 solution containing boric acid, com-
paring impedimetric and ellipsometer measurements. A control with non-corrosive
AAI solution is provided (∆tins ' 0 as checked by ellipsometry).

Impact of the insulating layer

When increasing the insulator thickness (tins), the LF capacitance strongly
decreases (Fig. 2.10(a)) since CDL becomes screened by the smaller ca-
pacitance Cins in series. The LF impedance modulus of the natively
oxidized IDE (tins ' 4 nm) features measured values ca. 8 times smaller
compared to the one with 33 nm of Al2O3, which corresponds to the
ratio between respective thicknesses. In addition, the resistive level is
more apparent because fc,1 ∝ tins is more separated from fc,2, which
is also highlighted by the higher impedance phase (-27◦ versus -47◦) of
the native Al2O3 layer. At 1 MHz, the slight decrease of the capaci-
tance with larger insulator thicknesses (Fig. 2.10(a)) arises because of
the larger contribution of Cins ∝ t−1

ins in series with Csol.
In the case of most biological buffers, Al2O3 withstands electrochem-

ical corrosion when immersed during several hours. However, it has
been demonstrated that the Al2O3 layer is strongly degraded after an
immersion of several days [161]. To describe and analyze this possible
etching effect on the sensor response, real-time variations of tins caused
by an etchant consisting of a pH 9 solution containing boric acid H3BO3

(σsol ' 0.8 S/m) has been monitored at LF, where Cins dominates. An
etch rate of 0.19 Å/min of an 27-nm thick ALD-Al2O3 layer immersed
in the etchant is characterized by ellipsometry (Fig. 2.10(b)), while
impedance measurements at 1 MHz (Cins dominates because of the large
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σsol) of the capacitive biosensor in a microfluidic channel gives approx-
imatively of 0.34 Å/min. In comparison, the control of the impedance
at 300 Hz with AAI (Cins dominates because σsol ' 150 µS/m) did
not show any etching. The faster etching rate as monitored electrically
comes probably from the microfluidic flow which adds shear forces and
permanently renews the etchant.

Impact of the sensor geometry

Several IDEs with different gap de and sensor area have been measured
in DI water. All lumped elements Cins, Rsol and Csol present strong
variations with de and Ae. In particular, C−1

sol features an almost linear
dependence with de (Fig. 2.11(a)), as expected from Eq. 2.10 because
the related decrease of Ne is compensated by a slight increase of G.
On the other hand, Csol linearly increases with the sensor area (Fig.
2.11(b)), which is assimilated to (Ne − 1)Ae in Eq. 2.10.

Transient effects

Considering transient transitions between high- and low-conductive so-
lutions, the time for reaching the equilibrium depends on (Fig. 2.12(a)):

• The kind of transition: the sensor recovers more quickly an equi-
librium value when σsol increases (i.e. AAI → PBS), than the
inverse. A factor 2 of difference is observed between the maximal
capacitance slope of the two transitions (Fig. 2.12(b)). This can
be interpreted by the easiest way to bring ions instead of removing
them through a microfluidic flow, whose speed is almost zero at
the oxide-electrolyte interface.

• The flow rate: renewing a larger volume per minute enables to
quicker remove or bring ions uniformly in the microfluidic channel.
When the flow rate increases, the capacitance slope is larger (Fig.
2.12(b)) and the transient phase shorter.

• The frequency: Cins, Rsol and Csol are not equally sensitive to
change of σsol. When PBS is replaced by AAI at 1 MHz, a tran-
sition occurs from Cins to Csol, which is almost independent on
σsol, explaining the fast transition (Fig. 2.12(a)). In contrast, the
transition at 100 kHz lasts longer because Rsol is very sensitive to
remaining ions at the electrode surface and in the tube volume,
where undesirable diffusive mixing occurs between AAI and PBS.
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Figure 2.11 – Experimental variation of Csol extracted at 1 MHz in DI water with
(a) the electrode gap de for rectangular IDEs at fixed area and (b) the total area of
the circularly shaped IDEs at fixed electrode gap.
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Figure 2.12 – (a) Experimental real-time monitoring of ‖Y/ω‖ at 100 kHz and 1
MHz highlighting transitions between AAI, PBS and AAI at different flow rates. (b)
The maximal capacitance slopes at 1 MHz versus the flow rate for the transitions
AAI → PBS and PBS → AAI.
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2.2.3 Behavior in electrolyte with bacterial cells

In this section, an analytical model of the IDE with adherent bacteria
is established. Experimental results are then described.

Analytical model

Bacterial cells are composed of several outer shells, two for Gram-positive
bacteria and three for Gram-negative bacteria. In this thesis, we mainly
focus on Gram-positive bacteria since S. epidermidis was used as the
reference strain in the experimental procedure. Conclusions can be
extended to Gram-negative bacteria since their outer membranes fea-
ture similar dielectric properties and thicknesses as plasma membranes
(see Escherichia coli model in [30]), so that both membranes can be
grouped together in one equivalent shell to obtain a similar morphol-
ogy as Gram-positive bacteria. A multi-shell representation is consid-
ered to account for the cytoplasm, plasma membrane and cell wall (Fig.
2.13(a)) whose dielectric values are given in Table 2.4. Because of its ion-
penetrability [193], the bacterial cell wall conductivity is proportional to
the electrolyte one, i.e. σwall ' 0.4 · σsol [194].

The impedance of bacteria is characterized by four cutoff frequencies.
The first results from the series connection between Cpl and Rwall, while
the second from the parallel association between Rwall and Cwall (Fig.
2.13(a)). These cutoff frequencies have little impact on the complex
impedance because they express the slight transition between Cpl and
C∗out = (C−1

pl + C−1
wall)

−1, formed by the series association of Cwall and
Cpl. The spectrum is thus simplified by the two other cutoff frequencies:

fcb,1 =
1

2π ·Rcyt(C∗out/2)
' 1

π
·

(tpl + twall) · σcyt
dcyt · ε0ε∗r,out

(2.17)

fcb,2 =
1

2π ·RcytCcyt
' 1

2π
· σcyt
ε0εr,cyt

(2.18)

where the equivalent relative permittivity of outer shells is ε∗r,out =

t∗out · (
twall
εr,wall

+
tpl
εr,pl

)−1 ' 34 with t∗out , tpl + twall. These cutoff frequen-
cies strongly depend on the bacterial dielectric properties, and therefore
on the species. For Staphylococcus spp. (Table 2.4), fcb,1 and fcb,2 are
approximately equal to 23 MHz and 200 MHz, respectively. At rela-
tively low frequencies (f < fcb,1), the bacterial cell behaves as a large
capacitance (Cpl or C∗out). However, at larger frequencies, the cytoplasm
dominates either in a resistive (Rcyt) or a capacitive (Ccyt) way.
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Table 2.4 – Physical parameters used for the electrical model of the bacterial cell,
from the Staphylococcus spp. model parameters [30].

Symbols Descriptions Values Units

dbact Bacterial diameter 1.2 µm m
dcyt Cytoplasm diameter 1.2 µm m
tpl Plasma thickness 8 nm m
twall Cell wall thickness 20 nm m
εr,cyt Cytoplasm relative permittivity 70 -
εr,pl Plasma relative permittivity 16 -
εr,wall Cell wall relative permittivity 60 -
σcyt Cytoplasm conductivity 0.8 S/m
σwall Cell wall conductivity - S/m
Cpl Plasma capacitance - F

Ccyt −Rcyt Cytoplasm capac. and resistance - F-Ω
Cwall−Rwall Cell wall capac. and resistance - F-Ω

Zbact Bacterial impedance - Ω
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Figure 2.13 – Sensor in contact to the electrolyte with bacteria: (a) schematic rep-
resentation (not at scale) of the equivalent model with lumped elements, including a
zoom where 1,2 and 3 refer to the bacterial cell wall, plasma membrane and cytoplasm,
respectively, and (b) Bode diagrams of the bacterial complex impedance.
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When we consider both the bacterial cell and the electrolyte, the four
main cutoff frequencies must be ordered to understand bacterial effect
on the global impedance. In low-conductive buffers (σsol = 1.8 mS/m),
the order is the following: fc,1 < fc,2 < fcb,1 < fcb,2. Below fc,1 ≈ 76
kHz, the impedance is hardly impacted by the bacterial cell since the
insulating layer screens both the DL and volume properties. However,
large values of Cpl, Rwall and C∗out can still slightly modify the sensor
impedance dominated by Cins. Between fc,1 and fc,2, the conductive
path through electrolyte (Rsol) is shortened by the large bacterial ca-
pacitance Cpl or C∗out, so that the overall volume resistance decreases.
For fc,2 < f < fcb,1, the volume capacitance increases since the ca-
pacitive path through the electrolyte is reduced by the large bacterial
capacitance C∗out. For fcb,1 < f < fcb,2, the overall capacitance increases
for the same reasons, due to the short circuit behavior of the bacteria
cell at these frequencies (f < fcb,2 <

1
2πRcytCsol

). Finally, at frequencies
larger than fcb,2, the overall capacitance decreases since εr,cyt < εr,sol.

For high-conductive buffers such as PBS (σsol = 1.8 S/m), the order
is different: fcb,1 < fc,1 < fcb,2 < fc,2. Again, below fc,1 ≈ 76 MHz,
the impedance is hardly impacted by bacteria. Between fc,1 and fcb,2,
bacteria feature a resistive behavior that increases the whole medium
resistance since σcyt < σsol. At frequencies larger than fcb,2, the bacterial
capacitive behavior still increases the overall impedance, but by reducing
the medium capacitance at f > fc,2 since εr,cyt < εr,sol.

The sensitivity to adherent bacterial cells is defined as the relative
variation of ‖Y/ω‖, in percent:

S(ω) =

∣∣∣∣∣‖Y1(ω)‖ − ‖Y0(ω)‖
‖Y0(ω)‖

∣∣∣∣∣ (2.19)

where Y0(ω) and Y1(ω) are the initial and final admittances, before and
after bacterial binding, respectively. The maximal sensitivity is defined
as Smax = maxω{S(ω)} and can be used to compare two different con-
ditions independently of ω. To analytically estimate the 2D maximal
sensitivity S2D

max at σsol = 1.8 mS/m, several assumptions are used:

• The optimal frequency f where S2D
max is achieved is assumed one

order of magnitude larger than fc,2, where Csol and Cins dominates
(see next sections for justification). When the sensor is free of
bacteria, the initial medium capacitance Csol,0 is given by Eq. 2.10.

• To estimate the solution capacitance Csol,1 in presence of the bac-
teria, the Ne semi-planar electrodes are each simplified to per-
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fect parallel conductors of thickness (te + we/2) · G, gap de and
length Le, thus giving the same initial capacitance as Eq. 2.10.
Furthermore, the bacterium is simplified by a square box of side
deq , (dbact ·

√
π/2), featuring the same area as spherical bacteria.

At the optimal frequency, C∗out dominates the bacterial impedance
and the resulting medium capacitance is Csol,1 '

ε0εr,sol
de

· (Ne −
1)Ae·(G+P ), with P , deq

te+we/2
· 1−2T
de/deq−1+2T with T , t∗out

de
· εsolε∗out
· dedeq .

The complete development is available in Appendix C.1.

The following formula are then obtained for the initial and final
admittances: Y0(ω) ' jω · (2C−1

ins + C−1
sol,0)−1 and Y1(ω) ' jω · (2C−1

ins +

C−1
sol,1)−1. Consequently, the maximal sensitivity is approximated to:

S2D
max '

C−1
sol,0 − C

−1
sol,1

2C−1
ins + C−1

sol,1

(2.20)

' P

G
· 1

1 + 2 · G+P
Q

(2.21)

with Q , εr,ins
εr,sol

· de
tins

. Based on Table 2.2 and 2.4, G ' 1.28, T ' 0.06,
P ' 0.17, Q = 13.6 and the maximal sensitivity S2D

max is equal to 11.2%.
In reality, the bacterial cytoplasm resistance never perfectly shortens the
sensor capacitance, so that σsol, εr,cyt, σcyt, εr,wall, σwall, εr,pl, σpl and
other metric parameters can still have a slight impact.

Real-time sensing of bacteria

The protocols for the preparation of chemicals and bacterial cells are
provided in Appendices A.2 and A.3, while the measurement setup is
described in Appendix A.5. Suspensions from 106 to 109 CFU/mL of
stationary-state S. epidermidis resuspended in PBS 1:1000 were then
injected at 1 µL/min, each followed by a washing procedure with PBS
1:1000 during 5 min at 250 µL/min followed by 5 min at 125 µL/min.
When bacteria bind to the sensor surface, ‖Y/ω‖ systematically in-
creases through three successive and different mechanisms (Fig. 2.14):

• The conductive shift ∆c, immediately observed after the injection
of the bacterial sample, is attributed to the slight difference of
the electrical conductivity σsol between PBS 1:1000 and bacterial
resuspensions in PBS 1:1000 (see Section 2.1.8). Despite its depen-
dence on the bacterial concentration Cb, ∆c is strongly affected by
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Figure 2.14 – Real time monitoring of ‖Y/ω‖ at 1 MHz when increasing S. epider-
midis concentrations from 106 to 109 CFU/mL in PBS 1:1000 are flown. Wash steps
correspond to flow of sterile 1:1000.

experimental procedures such as manipulation, contamination and
temperature (e.g. see the artefact at 106 CFU/mL in Fig. 2.14).
It is also useless for applications dealing with high-conductive so-
lutions, whose σsol is hardly impacted by bacterial ion release. For
these reasons, bacterial sensing based on ∆c should be avoided.

• During the next 20 min of bacterial incubation, ‖Y/ω‖ continu-
ously grows defining the real-time slope srt = ∂‖Y/ω‖

∂t expressed in
F/min (Fig. 2.14, dotted blue linear curve). As shown in Fig. 2.15,
this slope is correlated to the increase of the number of adherent
bacteria counted by a MATLAB R© algorithm processing successive
microscope images (see Appendix B.1). Furthermore, srt features
a fairly linear dependence with the bacterial concentration (Fig.
2.16(a)). Related non-linearities either comes from the saturation
of the bacterial surface coverage or from the noise floor of electri-
cal measurements. Defined as the difference between ‖Y/ω‖ values
after the incubation phase and after the initial conductivity peak,
the real-time shift ∆rt linearly depends on the bacterial density
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Figure 2.15 – Experimental, real-time and simultaneous electrical (at 1 MHz) and
optical monitoring of 109 CFU/mL of S. epidermidis binding on circularly shaped
IDEs (we = 1 µm).

Sb (Fig. 2.16(b)), featuring ' 228 aF per bacterium, which is a
mean between adherent and non-adherent bacteria. Again how-
ever, bacterial sensing using srt and ∆rt features reduced sensitiv-
ity in high-conductive samples, as discussed later.

• After washing the surface with sterile PBS 1:1000 to flush non-
adherent bacteria and excessive ions away, ‖Y/ω‖ stabilizes at a
lower equilibrium value (Fig. 2.14), since in this case only adher-
ent bacteria modify the sensor impedance. This level minus the
pre-incubation ‖Y/ω‖ value in sterile PBS 1:1000 defines the shift
after wash ∆w. A linear dependence between ∆w and the bac-
terial surface coverage was experimentally evaluated to ' 101 aF
per adherent bacterium (Fig. 2.16(b)). Because it is measured
at equilibrium and under flow with sterile PBS 1:1000, ∆w is not
subject to ion release or contamination and purely originates from
dielectric properties of bacteria. This confers high stability and re-
liability to measurements of ∆w, and wash procedures can further
be used with high-conductive samples. For these reasons, next
discussions are only based on ∆w.



62 Capacitive and label-free detection of bacterial cells

10
6

10
7

10
8

10
9

Bacterial concentration [CFU/mL]

S
lo

pe
 s

rt
 [f

F
/m

in
]

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
2

10
3

10
4

10
5

10
6

10
7

B
ac

te
ria

l s
ur

fa
ce

 c
ov

er
ag

e 
[#

/m
m

 ]2

Saturation

Noise floor

Saturation

(a)

10
2

10
3

10
4

10
5

Bacterial surface coverage [#/mm ]

S
en

si
tiv

ity
 [%

]

10
 C

F
U

/m
L

9

10
 C

F
U

/m
L

8

10
 C

F
U

/m
L

7

10
 C

F
U

/m
L

6

2

10
-2

10
-1

10
0

10
1

Δrt

Δw

(b)

Figure 2.16 – (a) Experimental dependence of the slope srt measured at 1 MHz
and the bacterial surface coverage Sb evaluated from microscope images after an
incubation of 20 min with the bacterial concentration Cb. The linear fittings are:
srt = 4.31 · 10−8 · Cb and Sb = 1.5 · 10−4 · Cb. (b) Experimental dependence of the
sensitivities based on ∆rt and ∆w at 1 MHz with the bacterial surface coverage. The
linear fittings are: S∆rt = 4 · 10−4 ·Sb and S∆w = 1.6 · 10−4 ·Sb. Error bars represent
temporal noise computed on at least 15 successive measurements.

Spectral sensitivity and fitting with the analytical model

The experimental sensitivity S(ω) to S. epidermidis cells present maxi-
mal values of ∼ 9% around 1 MHz (Fig. 2.17). As previously explained,
lumped parameters Rsol and Csol are strongly impacted by the large
outer shell capacitance C∗out at such frequency, while the capacitance
Cins at LF remains insensitive. The analytical model shows a similar
increase at HF, but with an unexpected bump around 10 kHz coming
from Rwall and Cpl. The main reason for this is the non-consideration of
the metal accesses in the analytical model. Furthermore, Rwall and Cpl
can possibly be inaccurate, since dielectric parameters given in Table
2.4 do not correspond to the exact S. epidermidis strain of this work
and the bacterial space charges impact Rwall (see Section 2.4.2). On the
other hand, the factor K , S3D

max

S2D
max

= 0.85 was used to adjust 2D with 3D
sensitivities. This factor is reasonably assumed frequency-independent
(see Appendix D.1 for more details). However, the K value is quite far
from the theoretical ratio between the 3D and 2D bacteria densities:

Kth ,
Sb

1/
[
de · (te + we

2 ) ·G
] ' 0.32 (2.22)

The model thus presents only a qualitative fitting to experimental results.
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Figure 2.17 – Comparison between spectral sensitivity to S. epidermidis in PBS
1:1000 given by the experimental data and by the analytical model. The bacterial
surface coverage is 3.2 · 104 bacteria per mm2 and the adjusting factor K between 2D
and 3D is equal to 0.85.

Limit of detection

The readout noise was characterized to σn = 1 fF in optimal conditions.
The minimal detectable number of bacteria corresponds to a sensor out-
put of 5 · σn = 5 fF, which corresponds to 50 adherent bacteria since
∆w ' 101 aF/bacteria. In this case, Sb ' 707 bacteria per mm2 and
the minimal bacterial concentration is Cb ' 5 · 106 CFU/mL after 20
minutes of incubation, since Sb = 1.5 · 10−4 ·Cb (Fig. 2.16(a)). The cap-
ture percentage of bacterial cells on the sensor surface is approximately
0.0078 % when considering all bacterial cells flowing in the microfluidic
channel during the 20 min of incubation at 1 µL/min.

Influence of the electrolyte conductivity σsol

The ∆w-based sensing performance in diluted PBS buffers, featuring σsol
spanning from 1.8 mS/m to 1.8 S/m, was performed at fixed coverage
of 3 · 104 bacteria/mm2. The mean S(ω) and standard deviation σS of
the sensitivity S(ω) = ∆w/‖Y0/ω‖ are obtained through time averag-
ing of at least 10 successive measurements in steady state. When the
SNR = 20 · log10(S(ω)/σs) [dB] is not considered, maximal sensitivities
comprise extremely large error bars (Fig. 2.18, blue bars), unsuitable
for accurate interpretation. In contrast, at frequencies maximizing the
SNR, sensitivities decrease from 9% to 2% when σsol increases (Fig.
2.18, orange bars) because Cins screens Csol. The largest sensitivity is
thus achieved with low-conductive solutions, at HF.
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Figure 2.18 – Experimental dependence of the maximal sensitivity and the sensi-
tivity maximizing the SNR with σsol of the washing solution. Each σsol condition
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2.3 Lytic enzymes as selectivity means

This section describes how lytic enzymes can be used along with ca-
pacitive biosensors to selectively detect bacteria. The principle is first
explained, followed by the discussion of the experimental results. Fi-
nally, advantages and limitations of the method are discussed.

2.3.1 Principle

Lytic enzymes provide selectivity to bacteria in complex samples through
the following five-step method (Fig. 2.19). First, the matrix sample con-
taining bacterial cells is flown during 20 min on a clean sensor covered
with a polydopamine layer, serving as a biological glue [195]. After-
wards, the sensor is washed with low-conductive PBS 1:1000 to fully re-
move non-adherent species and enable sensitive measurements of ‖Y/ω‖
at 1 MHz, as demonstrated in Section 2.2.3. Next, lytic enzymes are
flown during 30 min atop the sensor and selectively lyse target bacte-
ria, if present on the sensor surface. A second wash with PBS 1:1000 is
then performed to sweep enzymes away before measuring ‖Y/ω‖ again.
A shift in ‖Y/ω‖ occurs between the two measurements only if target
bacteria, if present on the sensor surface, have been lysed. An absence
of shift means that the surface state is unchanged, i.e. target bacteria
are missing from the sensor surface.
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    with polydopamine

2. Matrix flow 3. Wash 
    & measurement
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Figure 2.19 – Principle of the selectivity method using lytic enzymes.
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2.3.2 Experimental validation

Protocols for chemical preparation and bacterial handling are provided
in Appendices A.2 and A.3. The real-time monitoring of ‖Y/ω‖ at 1
MHz is provided for the negative control (E. faecium, Fig. 2.20(a)), and
the test sample (S. epidermidis + E. faecium, Fig. 2.20(b)), both with
synthetic urine as the suspension medium. Because S(ω) is maximized
in low-conductive solutions, only wash parts in PBS 1:1000 are shown.

The shifts ∆1 and ∆2 both indicate that adherent E. faecium and
S. epidermidis modify ‖Y/ω‖ thanks to their dielectric properties at 1
MHz. They feature significant values compared to the temporal noise
computed on at least 10 successive measurements, but notably vary be-
tween the three independent sensors because of the different numbers of
adherent bacteria (Fig. 2.20(c)). However, when ∆1 and ∆2 are normal-
ized by the number of bacteria, E. faecium and S. epidermidis present
reproducible normalized shifts spanning from 52 to 59 aF per bacterium
and from 77 to 97 aF per bacterium, respectively (Fig. 2.20(d)). The
larger sensitivity to Staphylococci may be explained by their dielectric
properties, probably increased by a higher ionic cytoplasmic content
thanks to the heavily cross-linked cell wall.

After the incubation of lysostaphin which specifically digests Staphy-
lococcus cell walls, sensors with only E. faecium on the surface showed
a slight decrease ∆3 ∈ [2 fF, 21 fF] of ‖Y/ω‖, despite intact E. fae-
cium cells as observed optically (Fig. 2.20(a) and 2.20(c)). This slight
drop can be attributed to enzymes binding onto the polydopamine layer,
which sticks most biomolecules containing aromatic rings [195]. On the
other hand, sensors covered with S. epidermidis showed a significantly
larger decrease ∆3 ∈ [163 fF, 299 fF] of ‖Y/ω‖ (Fig. 2.20(c)), whose
large variability results from the different amounts of lysed S. epider-
midis on the sensor surface, for each experiment. When ∆3 is divided by
the number of lysed bacteria, a reproducible normalized shift spanning
from 68 to 88 aF per lysed S. epidermidis is obtained.

It is important to note that, despite the almost complete destruction
of S. epidermidis cells as checked optically (Fig. 2.20(b)), the sensor
does not fully recover its initial ‖Y/ω‖ value with E. faecium only. Our
interpretation is that cellular debris (DNA, proteins and peptidoglycan)
remains on the sensor surface after cell lysis and interacts with the elec-
tric field to cause measurable normalized admittance shifts.
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Figure 2.20 – Experimental validation at 1 MHz of the selectivity method based on
lytic enzymes: (a) real-time evolution of ‖Y/ω‖ for the negative control (E. faecium
in urine) and (b) for the target sample (S. epidermidis + E. faecium in urine). The
events mentioned in the timeline are: (I) washing with PBS 1:1000, (II) incubating
5 · 108 CFU/mL E. faecium in urine, (III) incubating 5 · 108 CFU/mL S. epidermidis
in urine and (IV) incubating lysostaphin. Shifts after wash ∆1, ∆2 and ∆3 are evalu-
ated after the addition of E. faecium, S. epidermidis and lytic enzymes, respectively.
Reproducibility of three independent sensors at 1 MHz for (c) the absolute capacitive
shifts ∆C , ∆‖Y/ω‖ after E. faecium/S. epidermidis binding (in orange) and after
enzyme incubation (in blue), (d) ∆C normalized to the number of bound bacteria
after incubation or to the number of destroyed bacterial cells after lytic enzyme incu-
bation. Error bars at each block refer to temporal noise obtained after averaging at
least 10 successive temporal measurements on one sensor in a steady-state window.
Translucent boxes depict the measurement span in a given condition, with µ the mean
value of the 3 sensors.
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2.3.3 Advantages and limitations

This innovative selective method presents several advantages:

• The matrix can directly be flown on the sensor without any pre-
treatment steps such as centrifugation or dilution. The possible
presence of large cells (diameter > 10 µm) in the matrix is likely
not a problem since they should be washed away by strong shear
forces at flow rate of 250 µL/min, as confirmed optically with large
bacterial cell clusters. A filtration method, e.g., membrane at the
channel inlet, could alternatively be added to filter them out.

• The effects of non-specific bindings of bacteria are prevented, while
those of biomolecules are limited during the incubation of lytic en-
zymes. Compared to affinity-based layers, the use of real matrixes
is greatly facilitated and requires no centrifugation steps. Com-
pared to antibodies, lytic enzymes are low-cost and can be easily
extended to all Gram-positive bacteria (using endolysins).

• Washing with a low-conductive solution enables stable and sensi-
tive detection of the dielectric properties of bacteria.

However, the method still presents some limitations:

• The fluidic setup must be optimized to avoid any cross contam-
ination from high to low-conductive solutions. Osmotic-sensitive
bacteria can also burst when subject to osmotic shock, and provide
false positives when not being the target bacteria. Due to their
thick cell wall (∼ 30 - 50 nm), Gram-positive bacteria are less sub-
ject to this event than Gram-negative ones, having a 2-8 nm-thick
cell wall. To resolve these issues, a higher-conductive wash solu-
tion can be used, but the electrical frequency should be increased
accordingly to keep the same sensitivity (see Chapter 4.2).

• Reproducible cell adhesion on the sensor surface is crucial to avoid
false negatives, that can occur if target bacteria do not adhere the
surface. Here, a polydopamine layer was used to improve and ho-
mogenize bacterial binding. Though other coatings could provide
better results, they should be investigated in a separate study.

Importantly, lytic enzymes could hardly be replaced by antibiotics to
use the same method towards screening of drug resistance. Indeed, an-
tibiotics stop the bacterial growth and not necessarily destroy their cell
walls (see Section 1.1.4 for more details).
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Table 2.5 – Performance comparison with relevant works on direct impedimetric
detection of bacterial cells in solution

[108] [94] [120] [79] This work

t-Bact. E. coli E. coli E. coli S. typhim. S. epid.
ctrl-Bact. - - -∗ E. coli E. faecium
Medium Lettuce Gr. beef PBS DI water Urine

Pre-treat. Yes∗∗ Yes∗∗ Yes Yes No
Labeling - Ab-MP - Ab-MP -
Selectiv. Ab Ab Ab Ab Lytic enz.

Material Gold Gold Gold Gold Al2O3/Al
we/de 3/4 µm 15/15 µm 10/10 µm 15/15 µm 4/2 µm
te 50 nm NA 100 nm NA 1 µm

Encaps. Immersed Pipetting Pipetting Chamber Microfluidic
Volume 30 mL 2 µL 1 mL 25 µL 20 µL

LOD 107

CFU/mL
8 · 105

CFU/mL
5 · 104

CFU/mL
3 · 106

CFU/mL
5 · 106

CFU/mL
tdet.

∗∗ 70 min 52 min 50 min 46 min 20 min
Sensivity NA NA NA NA ∼ 82 aF/#

FoM2
2.1 · 1010

CFU.min
8.3 · 104

CFU.min
2.5 · 106

CFU.min
3.4 · 106

CFU.min
2 · 106

CFU.min
DR NA 42 dB 106 dB 80 dB 60 dB

t: target; ctrl: negative control; tdet.: detection time; DR: dynamic range
∗: Control with S. aureus and P. putida is only shown in a separate ELISA test;

∗∗: Includes centrifugation, dilution and stomacher steps

Finally, a comparison with some significant works dealing with the
direct impedimetric detection of bacteria in solution is provided in Ta-
bles 2.1 and 2.5. Our work is the first to use lytic enzymes as a selec-
tivity means, and provides a label-free detection of S. epidermidis in
a complex matrix (urine) comprising a control bacteria (E. faecium),
without pretreatment steps. In comparison, works dealing with com-
plex food matrixes [94, 108] first use stomaching to transfer bacteria to
a diluent solution, which can be followed by two centrifugation steps
and resuspension with magnetic beads [94]. When the functionality is
only demonstrated in simple buffers (PBS or DI water) [79, 120], the
matrixes need to be centrifuged and the pellets resuspended in such
buffers. In addition, most works fail to cross-check the selectivity with
another bacteria. The passivated Al/Al2O3 electrodes are also more
CMOS-compatible than gold electrodes used in [79, 94, 108, 120], and
encapsulated in a microfluidic channel to prevent evaporation and facili-
tate fluid handling. The LoD of 5·106 CFU/mL is competitive regarding
to other works, by considering the small volume (20 µL) and detection
time (20 min). Indeed, the FoM2 is 2 · 106 CFU·min which is the best
FoM2 after [94], the latter further benefiting from magnetic beads.
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2.4 Optimization of the sensitivity

As shown in Section 2.2.2 and 2.2.3, the analytical model is well suited
to provide a good physical understanding of the sensor physics, but is
unsuitable to accurately quantify the spectral sensitivity to bacterial
cells because of the following limitations:

• Lumped elements are represented by simplified expressions (see
Eq. 2.8 to 2.11 for instance). Actually, the concentration and cur-
vature of the electric field by the bacterial sphericity and electrode
topology result in imprecise estimations.

• The impact of bacteria on the global impedance can hardly be
estimated in the spectral domain from a weighted superposition
of Fig. 2.4(b) and 2.13(b). Indeed, the bacterial cell replaces a
small part of the inter-electrode volume, which completely modifies
parallel and series capacitances and resistances in the system. The
spherical shape of the bacterial cell further complicates this.

• Despite their impact on the DL thickness, charges at the insulator-
electrolyte interface and inside the bacterial cell wall are not con-
sidered in the model because of their dependence on the local pH.

• The junction between DLs, atop the insulating layer and around
the bacterial cell, cannot be modelled analytically.

• Only AC analysis is considered in the analytical model, despite
the possible importance of the equilibrium point.

2.4.1 Implementation of 2D numerical simulations

To solve above limitations and accurately quantify the bacterial sen-
sitivity versus the applied frequency, 2D finite-element simulations of
the system depicted in Fig. 2.13(a) were implemented with Comsol
Multiphysics R©. Simulation parameters are summarized in Table 2.6.

Assumptions

Some hypotheses are considered to simplify the numerical simulations:

• PBS 1:1000 is characterized by four ions: the major species Na+

and Cl−, and the dissociation of H2O molecules into H+ and OH−.
Other ions such as H2PO−4 , HPO

2−
4 and K+ can be neglected be-

cause of their negligible concentrations.
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Table 2.6 – Parameters used for 2D numerical simulations.

Symbols Descriptions Values Units

q Elementary charge 0.19 aC C
kB Boltzmann constant 1.38 · 10−23 J/K
T Temperature 300 K K
Ut Thermal voltage (= kBT/q) 26 mV V
Nav Avogadro number 6.02 · 1023 -
KW Dissociation constant of water 10−14 -
D Ionic diffusion coefficient 1.52 · 10−9 m2/s

cp Positively-charged ion concentration mol/m3

cm Negatively-charged ion concentration mol/m3

φ Electrical voltage V
~E Electric field V/m
~Jc Conduction current density A/m2

~Jd Displacement current density A/m2

I Total current through microelectrodes A
f Applied frequency [100, 109] Hz
ω Angular frequency 2πf rad/s
±Va AC voltage on microelectrodes ±10 mV V

[X] Molar concentration of the species X M
σ Electrical conductivity S/m
ε Permittivity F/m
ρv Space charge density C/m3

ρv,b Space charge density of bacteria Eq. 2.41 C/m3

σs Insulator surface charge Eq. 2.38 C/m2

Ns Hydroxyl group density of oxide 8 ·1018 m−2∗ m−2

Ka Acidic dissociation constants of oxide 10−10∗ -
Kb Basic dissociation constants of oxide 10−8∗ -
Nsi Anionic group density in cell wall 0 m−2† m−2

Kai Dissociation constant of anionic groups 10−9.5† -
Nsj Cationic group density in cell wall 6 ·1016 m−2† m−2

Kaj Dissociation constant of cationic groups 10−1.8† -
∗: Al2O3 material parameters [176]; †: S. epidermidis model parameters [193].
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• The same hydrated diameter is considered for all ions, in order
to reduce the number of involved equations. A single diffusion
coefficient is thus used and estimated by the Kohlraush law to D =

σsolUt
2qNavCions103 ' 1.52 · 10−9 m2/s, a value between diffusivities of
Na+ and Cl− featuring 1.33·10−9 and 2.03·10−9 m2/s, respectively
[196]. As a result, positive and negative ions can each be grouped
together to form single concentrations cp and cm, respectively. It
is important to note that, for extremely-diluted electrolytes with
Cions < 1 − 10 µM, H+ and OH− ions play a non-negligible role
and lead to underestimation of the electrolyte conductivity because
of their high diffusion coefficients of 9.3 · 10−9 and 5.3 · 10−9 m2/s,
respectively.

• Because there is no preferential attraction between H+ and K+, the
concentration [H+] is set to a fixed part of cp at each point of the
2D system, which is estimated 100 µm-away from microelectrodes.

• Steric effects in the DL are not modelled. The small AC voltage
amplitude (10 mV) indeed guarantees that cp and cm do not exceed
their maximal physical value (∼ 200 M for a 0.2 nm-hydrated
diameter), as it has been verified after each simulation. Additional
terms could be included in constitutive equations to model steric
effects, but the formulation would then become more intricate.

• Only one pair of electrodes are simulated (Fig. 2.13(a)). Coupled
effects between non-adjacent electrodes and access lines are thus
neglected. These two effects have slight impact on the complex
impedance as shown in Fig. 2.7(b), but do not constitute the key
sensing part as discussed in Section 2.2.2.

• The system is assumed linear because of the small voltage am-
plitude (Va < Ut) [129], which is representative to those used in
experimental works [79, 120]. The DL thus features a linear de-
pendence with the local potential [197].

• All relative permittivities are assumed frequency-independent since
simulations are performed below 1 GHz (see Appendix D.2). On
the other hand, the electric field inside the double layer (DL) has
been verified by simulations to be sufficiently small (< 107 V/m)
to keep the DL relative permittivity identical to εr,sol [192].



2.4. Optimization of the sensitivity 73

Constitutive equations

Three variables characterize the system depicted in Fig. 2.13(a): the
electrical potential φ, the positively- and negatively-charged ion con-
centrations cp and cm, respectively. All are expressed as the sum of the
electrostatic and AC terms, the latter being expressed as a phasor thanks
to the system linearity and the sinusoidal voltage applied on electrodes:

φ = φ0 + φa · R{ejωt} (2.23)

cp = cp0 + cpa · R{ejωt} (2.24)

cm = cm0 + cma · R{ejωt} (2.25)

where subscripts 0 and a stand for DC and AC, respectively. Once
constitutive equations are solved for φ, cp and cm in equilibrium and
AC regimes, the total current density is extracted at each point of the
2D system. The conduction current density is given by ~Jc = σ · ~E if the
medium conductivity σ is known, or by the continuity equation ~∇· ~Jc =
−∂ρv/∂t otherwise. For the displacement current density, the Maxwell
formulation gives ~Jd = jωε · ~E, with ε the local medium permittivity.
By integrating Jd on the electrode-oxide interface, the total current I
through the electrode is obtained:

I = Ia · R{ejωt} (2.26)

The impedance is computed as Z = Va/Ia. Different constitutive equa-
tions with φ, cp and cm must be considered for each medium, which
further presents additional surface or space charges. The following parts
summarize the related equations for each media.

Conductive and dielectric media : The insulator layer, the buried
oxide layer, the bacterial cytoplasm and plasma membrane are charac-
terized by a fixed permittivity ε and conductivity σ, where φ is described
by the Poisson equation:

0 = ~∇ ·
(

(σ + jωε)~∇φ
)

(2.27)

~Jc = −σ · ~∇φ (2.28)
~Jd = −jωε · ~∇φa (2.29)
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Electrolyte and cell wall : In this case, the mobility of positively-
and negatively-charged ions intrinsically determines the electrical con-
ductivity σ. The ion-penetrable bacterial cell wall features an ionic dif-
fusion coefficient equal to 40% of the surrounding electrolyte one [194].
Nernst-Planck equation describes the ion transport [191, 198, 199]:

∂cp,m
∂t

= ~∇ ·
(
D~∇cp,m ±

D

Ut
· cp,m~∇φ

)
(2.30)

where the negative sign holds only for negatively-charged ions (i.e. cm).
Four equations are obtained by rewriting these equations at equilibrium
(Eq. 2.31) and in AC regime (Eq. 2.32):

0 = ~∇ ·
(
~∇cp0,m0 ± cp0,m0 ·

~∇φ0

Ut

)
(2.31)

jωcpa,ma
D

= ~∇ ·
(
~∇cpa,ma ± cpa,ma ·

~∇φ0

Ut
± cp0,m0 ·

~∇φa
Ut

)
(2.32)

Thanks to the small applied voltage amplitude, the second-order term
cpa,ma ·

~∇φa
Ut
· ej2ωt can be neglected. The electrical potential in DC

and AC is obtained through the Poisson equation knowing that ρv =
ρv0 + ρva ·R{ejωt} with ρv0 = cp0 − cm0 and ρva = cpa − cma:

~∇ · (−ε~∇φ0,a) = qNav · (cp0,a − cm0,a) (2.33)

For the current densities, ~Jd has the typical formulation while ~Jc is
obtained by combining ~∇ · ~Jc = −jωρva with Eq. 2.32:

~Jc = −qDNav ·
(
~∇(cpa − cma) + (cpa + cma) ·

~∇φ0

Ut

+ (cp0 + cm0) ·
~∇φa
Ut

)
(2.34)

~Jd = −jωε · ~∇φa (2.35)

Insulator-electrolyte interface : Because the insulator is an oxide,
hydroxyl groups at the insulator-electrolyte interface are subject to pro-
tonation or deprotonation, depending on the local pH value, according
to the following chemical reactions [176]:

AOH 
 AO− +H+ (with Ka) (2.36)
AOH 
 AOH+

2 +OH− (with Kb) (2.37)
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where Ka , [AO−][H+]/[AOH] and Kb , [AOH+
2 ][OH−]/[AOH] are

the corresponding dissociation constants with values for Al2O3 given in
Table 2.6. Affecting ion distributions through Eqs. 2.31, 2.32 and 2.33,
the surface charge σs depends on the pH as shown in Fig. 2.21(a) [176]:

σs = qNs ·

(
Kb[H

+]2 −KaKW

KaKW +KW [H+] +Kb[H+]2

)
(2.38)

Bacterial charge : In most electrolytes, the bacterial cell wall of
Gram-positive bacteria is negatively charged due to protonation or de-
protonation of carboxyle, phosphate and amine groups in the peptido-
glycan layer, as expressed by the following chemical reactions [193]:

HA1 +H2O 
 A−1 +H3O
+ (with Ns1, Ka1) (2.39)

B2 +H3O
+ 
 HB+

2 +H2O (with Ns2, Ka2) (2.40)

whereHA1 and B2 are anionic and cationic groups, respectively, Ns1 and
Ns2 the corresponding group densities and Ka1 and Ka2 their respective
dissociation constants. Uniformly distributed in the ion-penetrable cell
wall, the bacterial charge is characterized by a space charge density
impacting DC and AC ion distributions through Eqs. 2.31 and 2.32 [193]:

ρv,b =
1

twall
·

(∑
i

−qNsiKai

Kai + [H+]
+
∑
j

qNsj [H
+]

Kaj + [H+]

)
(2.41)

The dependence of ρv,b with the electrolyte pH is depicted in Fig. 2.21(b).
The same method can be used for Gram-negative bacteria by considering
their ionic groups on the outer membrane [193].

Convergence issues

The mesh is strongly refined at the insulator-electrolyte interface (∼ 0.1
nm) to account for the small thickness (∼ nm) of the DL in saline buffers.
To limit the number of nodes in the micrometer-sized system, we use
the boundary layer mesh tool provided by Comsol Multiphysics R©. The
mesh error on the extracted impedance is approximately 0.01% for the
chosen mesh configuration and sensitivity decreases with smaller mesh
sizes. Another important geometric feature is the upper and bottom
boundary layers of the electrolyte and buried oxide, connected to ground
and located far away from electrodes (100 µm above and 50 µm below
electrodes, respectively).
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Figure 2.21 – (a) Dependence of the oxide surface charge with the electrolyte pH
for Al2O3 and SiO2 insulator layers. (b) Dependence of the bacterial surface charge
with the electrolyte pH for E. coli and S. epidermidis cells. The point zero of charges
(PZC) and the pH7 are highlighted.
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The consideration of the insulator surface charges σs can result in
convergence difficulties. Indeed, when the local pH decreases (i.e. larger
local [H+]), σs increases following Eq. 2.38, but positive ions in the
electrolyte such as H+ are repulsed at the same time, increasing the
local pH. The solver can thus exhibit difficulties for converging. To
address this problem, a bisection method was implemented (Fig. 2.22):

1. The initial pH interval is defined as [pH1; pH2] = [pHsol; PZCins],
where pHsol the electrolyte pH and PZCins is the point zero of
charge of the insulator.

2. The system is solved by imposing the σs corresponding to pH2 (see
Eq. 2.38). The local pH, denoted pHloc at the insulator-electrolyte
interface, is then extracted.

3. If |pH2/pHloc − 1| < 0.1%, the system has converged. If not, a
new pH value (w·pH2+pH1)/(w + 1) is computed by defining w
as a weight factor, and attributed to pH2 if pHloc > pH2 or to
pH1 otherwise. The algorithm then goes on at (2), by using the
modified pH value (either pH1 or pH2) for σs computation.

With the simulation framework now completely defined, the simu-
lation results are first compared to experimental data and analytical
model. The impact of oxide and bacterial charges are then described.
Finally, the established numerical simulations are used to optimize the
sensor towards the maximal sensitivity.

2.4.2 Fitting with experiments and analytical model

Numerical simulations of ‖Y/ω‖ in sterile PBS 1:1000 present very close
behavior to the analytical model (Fig. 2.23(a)), by using the same factor
K , ‖Y/ω‖exp‖Y/ω‖sim = 7.21 mm as in Fig. 2.5. The lower ‖Y/ω‖ values at LF
come from the non-consideration of access lines, as previously explained.
To be compared to the experimental results, 2D sensitivities obtained
by simulations and by the analytical model were both multiplied by the
factor K , S3D

max/S
2D
max = 0.58, which is closer to the theoretical value

Kth = 0.32 than the previous factor K = 0.85 used in Fig. 2.17. In this
case, the factor K is assumed frequency-independent, which is reason-
able as shown in Appendix D.1. As shown in Fig. 2.23(b), numerical
simulations provide a better estimation of the sensitivity amplitude than
the analytical model on the overall frequency range.
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Figure 2.23 – Spectral comparison between analytical model, numerical simulations
and experimental data for (a) ‖Y/ω‖ in PBS 1:1000 without bacterial cells with an
adjusting factorK between 2D and 3D equal to 7.21 mm and (b) S(ω) with a bacterial
surface coverage of 3.2 ·104 S. epidermidis per mm2 in PBS 1:1000, with an adjusting
factor K between 2D and 3D equal to 0.58.

2.4.3 Impact of charges

The impact of oxide surface charges σs and bacterial space charges ρv,b
on ‖Y/ω‖ and S(ω) is non-negligible. In PBS 1:1000, ‖Y/ω‖ is shown to
slightly increase at f < 100 kHz because of the smaller Debye length λD,
induced by the larger amount of charges brought by σs and resulting in a
larger value of the DL capacitance CDL. Indeed, 2D simulations report
that the LF capacitance CLF = 1

2(C−1
ins + C−1

DL)−1 increases from 2.287
to 2.318 nF/m (Fig. 2.24(a)), when the oxide charge density is set to 1.2
mC/m2 (corresponding to 9.6 nC/m). Since CDL/Cins ' 12 (see Section
2.2.2), the CLF increase corresponds to an increase of CDL from 59.46 to
71.91 nF/m, which is reasonable with regards to the oxide surface charge
of 9.6 nC/m. As shown in Fig. 2.24(a), the effect is accentuated around
10 kHz because of the lower Rwall and higher double layer capacitance
values around bacteria due to ρv,b. At HF, the charges do not impact
‖Y/ω‖, as expected from previous works reporting the impact of DNA
charges only at LF in [199].

When considering the sensitivity S(ω), the bump around 10 kHz due
to Cpl is drastically lowered by ρv,b because of the smaller influence of
Rwall and the double layer capacitance around bacteria in series with Cpl
(Fig. 2.24(b)). However, it is slightly compensated by oxide charges σs
that increase CDL as previously explained. At larger frequencies (> 100
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kHz), the smaller Rwall value due to ρv,b increases the apparent C∗out,
which is beneficial for S(ω) since the medium resistive path is more
perfectly shortened. This charge analysis should be identical for Gram-
negative bacteria, because similar space charge density can be quantified
in the outer ion-penetrable layer [193].

2.4.4 Optimization of the insulating layer

Impact on the impedance

Cins ∝ εr,ins/tins strongly influences the complex impedance at LF,
as previously experimentally shown and analytically explained in Fig.
2.10(a). When considering native Al2O3 (tins ' 4 nm) and atomic-
layer deposited (ALD)-Al2O3 (tins ' 33 nm), excellent fitting between
simulation results and experimental data was obtained (Fig. 2.25(a)).
At LF, the measured capacitance is slightly higher than the simulated
one because of metal accesses [19]. The impact of the insulator material
εr,ins should feature an inverse effect as tins, since Cins ∝ εr,ins/tins.

Impact on the bacterial sensitivity

Both tins and εr,ins strongly impact the bacteria sensitivity. Numerical
simulations show that S2D

max always occurs around 1 MHz and decreases
for larger tins (Fig. 2.25(b)). The screening by the insulator layer is
indeed amplified at large tins, where a smaller Cins screens Csol more
strongly in series. A fitting on numerical values shows that the maximal
sensitivity is inversely proportional to tins:

S2D
max(tins) =

A

tins +B
(2.42)

where A = 22 nm and B = 97 nm. If tins � B, S2D
max is constant and

equal to A/B. Otherwise, S2D
max decreases as A/tins. The relationship

between S2D
max and tins is confirmed by rewriting the maximal theoretical

sensitivity S2D,th
max given by Eq. 2.21 in function of tins:

S2D,th
max (tins) =

K1P/G

tins +K1
(2.43)

where K1 =
εr,ins·de

2εr,sol·(G+P ) ' 154 nm and P/G ' 0.14, as derived from
Section 2.2.3. Compared to fitting values A and B, the theoretical values
K1P/G and K1 differ by a factor slightly smaller than 2 because of the
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Figure 2.24 – Impact of oxide surface charges σs and bacterial space charges ρv,b
on (a) the normalized admittance ‖Y/ω‖ and (b) the bacterial sensitivity S(ω).
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Figure 2.25 – Impact of the insulator layer on the sensor impedance: (a) comparison
between numerical simulations and experimental measurements of the impedance
modulus and phase in PBS 1:1000 for native Al2O3 (∼ 4 nm) and ALD-deposited
Al2O3 (∼ 33 nm) layers atop circularly shaped IDEs, respectively. The factor to link
2D with 3D admittance is K = 7.21 mm; (b) numerical simulations of S2D

max versus
tins (blue curves, at fixed εr,ins = 9) and εr,ins (red curves, at fixed tins = 33 nm).
Eqs. 2.42 and 2.44 are used for the fitting of tins and εr,ins, respectively.



2.4. Optimization of the sensitivity 81

limitations of the analytical model explained in Section 2.4. For the
designer point of view, it is important to note that S2D

max loses 0.2% for
each supplementary nanometer, for tins < 20 nm. The comparison of
typical tins values of 4 nm, 20 nm, 100 nm and 600 nm gives the following
maximal sensitivities, respectively: 22.2%, 18.5%, 11% and 3.4%. The
insulator layer must then be as thin as possible, preferably below 30-50
nm, but thick enough for protection against corrosion.

Still obtained around 1 MHz, S2D
max is also strongly impacted by

εr,ins (Fig. 2.25(b)). High-permittivity materials demonstrate larger
sensitivities because of the larger Cins values, reducing parasitic series
effects with Csol. Excellent fitting with numerical data is obtained with:

S2D
max(εr,ins) = A · εr,ins

εr,ins +B
(2.44)

where A = 0.23 and B = 3.5. For εr,ins smaller than B, the maximal
sensitivity linearly increases with εr,ins to finally reach the constant value
A around εr,ins > 50. Reorganizing Eq. 2.21 shows a similar theoretical
expression, with slight differences for constant values:

S2D,th
max = P/G · εr,ins

εr,ins +K2
(2.45)

where K2 =
2(G+P )εr,soltins

de
' 1.92. For the designer point of view,

three insulating materials with thickness of 33 nm are compared: SiO2

(εr,ins = 3.9), Al2O3 (εr,ins = 9) and TiO2 (εr,ins = 160). To account
for the difference of relative permittivity exclusively, the oxide surface
charges are assumed identical to those of Al2O3. The corresponding
bacterial sensitivities are 12.8%, 17.2% and 23.2%, respectively. The
gain of sensitivity is thus significant in the low εr,ins values, but slightly
declines at high εr,ins where CDL dominates Cins in series.

2.4.5 Optimization of the electrolyte

Impact of the relative permittivity εr,sol

Numerical simulations demonstrate that S2D
max is always achieved around

1 MHz and maximized at low εr,sol (Fig. 2.26(a)). The large capacitance
C∗out between fc,1 and fcb,2 is indeed better screened when the solution
capacitance Csol is reduced. The fitting on numerical data gives:

S2D
max(εr,sol) =

A

εr,sol +B
(2.46)
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with A = 29.4 and B = 104. The same form of relationship is obtained
from the analytical model:

S2D,th
max (εr,sol) =

K4P/G

εr,sol +K4
(2.47)

with K4 =
εr,insde

2(G+P )tins
' 374. There is a factor 3 of difference with

constants from numerical simulations, for the same reasons as previously
explained. To our best knowledge, no study reports detection of bacterial
cells in solutions of lower εr,sol, such as acetone (σsol = 20 µS/m, εr,sol =
21), methanol (σsol = 30 µS/m, εr,sol = 33) and ethanol (σsol = 6 µS/m,
εr,sol = 24), because bacterial viability can be degraded in such media.

Impact of the electrical conductivity σsol

Increasing σsol pushes cutoff frequencies fc,1 and fc,2 towards higher
frequencies, thus expanding the LF range where Cins screens volume
properties. The applied frequency must then be increased to achieve
the maximal sensitivity, as indicated by arrows in Fig. 2.26(a). At the
same time, S2D

max decreases at larger σsol because of the slight difference
in ionic content between the bacterial cytoplasm through σcyt and the
surrounding medium through σsol. The following formula is obtained by
fitting numerical data:

S2D
max(σsol) = A ·

∣∣∣∣∣σsol −Bσsol + C

∣∣∣∣∣ (2.48)

with A = 0.15, B = 631 mS/m and C = 577 mS/m. The maximal
sensitivity is constant and equals to AB/C ' 16.4% when σsol � B,C.
Sensitivity drops 3.4%, 6.2% and 12.4% at electrolyte conductivities of
35 mS/m, 113 mS/m and 356 mS/m, respectively (Fig. 2.26(a)). At
physiological condition of σsol ' 1.1 S/m, the capacitive shift becomes
negative because the sensing principle now relies on sensing εr,cyt < εr,sol
and σcyt < σsol (see Section 4.2) and the sensitivity reaches 4.4%. In
contrast to εr,ins and tins, S2D

max cannot be estimated from the analytical
model since it assumes operation at HF where only Csol dominates.

The massive sensitivity drop at high electrolyte conductivity explains
why many authors used low-conductive buffers, such as deionized water
(σsol = 5.5 µS/m) [79], PBS 1:1000 (σsol = 1.8 mS/m) [18, 21, 23],
0.1 M mannitol buffer (σsol = 200 µS/m) [94, 105], 0.1% peptone water
[108] and tris-glycine-dextrose buffer (σsol = 1.7 mS/m) [137]. Bacterial
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Figure 2.27 – Numerical simulations of S2D
f0

and S2D
max versus dielectric properties of

bacterial cells: (a) σcyt at fixed εr,cyt = 70 (red curves) and εr,cyt at fixed σcyt = 0.8
S/m (blue curves) at 1 MHz and 1 GHz, respectively, and (b) εr,wall at fixed εr,pl = 16
(red curves) and εr,pl at fixed εr,wall = 60 (blue curves). Eqs. 2.49, 2.50, 2.51 and
2.52 are used for the fitting of σcyt, εr,cyt, εr,pl and εr,wall, respectively.
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detection in saline buffers can be performed by monitoring the change of
DL capacitance at LF [120], but it is only possible with non-passivated
electrodes. For passivated microelectrodes, bacterial detection in saline
buffers can be performed at the very high frequency of ∼ 150 MHz,
thanks to a dedicated on-chip integrated readout circuit (see Section
4.2). The drop of sensitivity shown in Fig. 2.26(a) is then compensated
with smaller electrode gap and width of 1.5 µm, for an 200-µm sided
rectangular IDEs of 1.8-µm metal thickness, as shown by the design
#2 in Fig. 2.26(b). Again, numerical simulations demonstrate good
fitting with experimental data at the two extreme conductivities. The
K factor is larger in the case of the design #2 because of the larger
bacterial surface coverage, as explained in Appendix D.3.

2.4.6 Influence of the bacterial cell

Impact of the cytoplasm

The bacterial cytoplasm, composed of the cytosol and cellular sub-
structures, is saline enough to ensure the biological viability of bacteria.
The analysis of Sf0 at 1 MHz has been preferred to S2D

max, because the
latter involves different regimes for high and low cytoplasm conductiv-
ity. Beyond 30 mS/m, the cytoplasm conductivity σcyt hardly affects
the sensitivity at 1 MHz, which is stuck to a maximal value of 17% (Fig.
2.27(a)). When σcyt is smaller than 30 mS/m, the sensitivity at 1 MHz
drops to extremely low negative sensitivities (2%) because σcyt < σsol.
The following expression fits relatively well to numerical values:

S2D
f0

(σcyt) = A ·

∣∣∣∣∣σcyt −Bσcyt + C

∣∣∣∣∣ (2.49)

with f0 = 1 MHz, A = 0.17, B = 1.7 mS/m and C = 7 mS/m. For
σcyt > C, the sensitivity achieves a maximum value A. In opposite, when
σcyt < B, the capacitive shift is negative due to the cutoff conductivity B
and the sensitivity equals A·

∣∣B/C∣∣, since the difference between σcyt and
σsol is not sufficient anymore. To improve the matching with numerical
data, quadratic expressions at both the numerator and denominator of
S2D
f0

(σcyt) can be considered, but render physical interpretation much
harder.

Besides σcyt, the cytoplasm relative permittivity εr,cyt affects the
impedance only at f > fcb,2 ' 200 MHz, where the cytoplasm capacitive
behavior dominates. For this reason, we extract the sensitivity at 1 GHz.
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Numerical simulations show that the largest sensitivity is achieved at
small εr,cyt values (Fig. 2.27(a)), where the global capacitance decreases.
The fitting curve has the following expression:

S2D
f0

(εr,cyt) = A ·

∣∣∣∣∣εr,cyt −Bεr,cyt + C

∣∣∣∣∣ (2.50)

with f0 = 1 MHz, A = 0.16, B = 87 and C = 73. The cutoff per-
mittivity B denotes the limit between negative and positive sensitiv-
ity. For εr,cyt < B, the capacitance decreases after bacterial adhesion
as experimentally shown in [22] and the maximal sensitivity reaches
A ·
∣∣B/C∣∣ ' 19%. For εr,cyt > B, the capacitance shift is positive and

the maximal sensitivity is A ' 16%, only achieved at very high εr,cyt.

Impact of the plasma membrane

Due to its relatively small thickness (∼ 8 nm), the plasma membrane
does not strongly impact the sensitivity. While its low conductivity
σsol ' 1 µS/m was not shown to affect the impedance, its low relative
permittivity εr,pl = 16 limits the sensitivity to 17%, compared to the
maximal sensitivity of 19% achieved at εr,pl = 80. However, the worst
case occurs at εr,pl � 16 where S2D

max drops down to 8% (Fig. 2.27(b)).
In this case, Cpl becomes so small that the cytoplasm short-circuit is
less pronounced. The analytical fitting on numerical values gives the
following expression:

S2D
max(εr,pl) = A ·

∣∣∣∣∣εr,pl −Bεr,pl + C

∣∣∣∣∣ (2.51)

with A = 0.19, B = 1.62 and C = 0.46. The largest sensitivity A is
achieved at large εr,pl, while the smallest value is A · (B/C) at low εr,pl.

Impact of the cell wall

The cell wall is an ion-penetrable peptidoglycan layer composed of a
fixed space charge ρv, an electrolyte-dependent conductivity σwall and
an intrinsic relative permittivity εr,wall. The two first parameters are
directly dependent on the electrolyte pH and ionic strength Cions, and
are therefore not studied in this section. However, εr,wall is shown to
have similar but attenuated effects as εr,pl because of its larger thickness
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(Fig. 2.27(b)). A larger εr,wall slightly increases the bacterial sensitivity,
but in a very limited way, as shown by the following fitting:

S2D
max(εr,wall) = A ·

εr,wall +B

εr,wall + C
(2.52)

with A = 0.16, B = 1.56 and C = 2.4. The maximal sensitivity then
spans from A · (B/C) ' 10.4% to A ' 16%.

Summary

The sensitivity to bacterial cells comes mostly from the high-conductive
property of the cytoplasm. A minimal cytoplasm conductivity is re-
quired to guarantee a sufficiently large sensitivity and should typically
be one order of magnitude larger than σsol. Furthermore, the cytoplasm
permittivity does not affect the sensitivity, except at very high frequen-
cies (f > fcb,2 ' 200 MHz). Finally, the plasma membrane and the
cell wall hardly impact the bacterial sensitivity. As a consequence, the
outer membrane of Gram-negative bacteria would not affect the sensi-
tivity and the same conclusions can thus be driven for Gram-negative
bacteria.

2.4.7 Optimization of metric properties

The impact of some key parameters of the sensor design and bacterial
cells are investigated in this section.

Impact of the bacterial diameter de

The sensitivity to bacteria is considerably enhanced with larger diam-
eters dbact (Fig. 2.28(a)). When dbact ranges from 0.4 µm to 1.4 µm,
S2D
max increases in a seemingly-linear way from 1% to 21%, as already

shown by 3D simulations [180]. The following fitting is more accurate
and presents very close matching to numerical values:

S2D
f0

(dbact) =
(dbact −A) · (dbact +B)

C2
(2.53)

with f0 = 1 MHz, A = 0.282 µm, B = 1.21 µm and C = 3.7 µm. A
given transducer geometry is therefore expected to be more sensitive to
large bacterial cells, such as Escherichia coli.
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Impact of the bacterial top distance

As shown in Fig. 2.28(a), the sensitivity becomes non-negligible when
bacteria lie in a 4-µm-thick layer above the sensor. When approaching
the electrode surface, S1 MHz quickly grows to a maximum value of 17%
at db,ox = 200 nm from electrodes, compared to 14.6%, 11.4%, 4.9%,
1.8% at db,ox = 0.5 µm, 0.8 µm, 1.6 µm and 2.5 µm from electrodes,

0.4 0 .65 0.9 1 .15 1.4
0

5

10

15

20

25

S
1 

M
H

z
[%

]

10
−8

10
−7

10
−6

10
−5

10
−4

Equation fitting
Numerical simulations

d      [ m]
bact

d      [m]
b,ox

db,ox

2D

Nominal

Nominal

(a)

10
−9

10
−8

10
−7

10
−6

10
−5

5

11

17

23

29

35

S
m

a
x

2
D

[%
]

2 3 4 5 6

db,el

Equation fitting

Numerical simulations

d      [m]
b,el

d   [μm]
e

Nominal

Nominal

(b)

5

9

13

17

21

25

S
m

a
x

2
D

[%
]

0 2 4 6 8 10

0 21 3 4 5

te  [ m]

we  [ m]

nominal

nominal

(c)

Figure 2.28 – Numerical simulations of S1MHz and S2D
max versus metric properties,

i.e., (a) dbact at fixed db,ox = 20 nm (red curves) and db,ox at fixed dbact = 1.2 µm
(blue curves), (b) db,el at fixed de = 4 µm (blue curves) and de at fixed db,el = 20
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te = 1 µm). Eqs. 2.53, 2.54, 2.55 and 2.56 are used for the fitting of dbact, db,ox, db,el
and de.
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respectively. Between 300 nm and 2 µm, the sensitivity is shown to
decrease at a rate of ∼ 0.6% each 100 nm. For db,ox < 300 nm, S1 MHz
is kept identical since only volume properties are monitored at these
frequencies, while the cell penetration inside the DL enhances the sensi-
tivity from 0.09% to 0.62% at 1 kHz when db,ox goes from 300 nm to 20
nm. Based on analytical fitting, S2D

f0
is found to be inversely dependent

of d2
b,ox at 1 MHz:

S2D
f0

(db,ox) =
A2

d2
b,ox +B2

(2.54)

with f0 = 1 MHz, A = 0.45 µm and B = 1.1 µm. This relationship
shows that non-adherent bacterial cells in close vicinity (in this case,
db,ox < 4 µm) to the electrode modify the sensor impedance. For this
reason, the use of a wash procedure is important to remove them and
enable a precise quantification of adherent bacteria only [18].

Impact of the bacterial lateral distance

The position of adherent bacteria between electrodes slightly impacts
the sensitivity (Fig. 2.28(b)). When the bacterial cell lies mid-way from
the two electrodes, the bacterial sensitivity is at its lowest value (10%).
However, when bacteria come closer to one electrode side, the sensitivity
increases up to 17%, because of the larger electric field concentration at
the electrode edge. Similarly to db,ox, the sharp transition occurs to
approximately 300 nm close to the electrode side. The analytical fitting
highlights an inverse dependence with db,el:

S2D
max(db,el) =

A

db,el +B
(2.55)

with A = 0.23 µm and B = 1.4 µm.

Impact of the electrode gap

The last key metric parameter that significantly impacts the bacterial
sensitivity is the electrode gap de. S2D

max evolves from 12% to 42% when
de spans from 5.9 µm to 1.7 µm (Fig. 2.28(b)). It is important to
remind that a smaller de can have detrimental impacts on the SNR due
to random positions of bacteria between or atop electrodes [180]. The
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analytical fitting shows an inverse proportionality with de:

S2D
max(de) =

A

de −B
(2.56)

with A = 0.62 µm and B = 0.16 µm. The highest sensitivity is achieved
for the smallest de with regards to dbact. For larger electrode gaps, the
sensitivity to one bacterial cell falls to zero percent.

2.4.8 Impact of the electrode thickness

Despite most studies are based on planar electrodes, it is possible to gain
sensitivity by slightly increasing the electrode thickness te. In the case of
the S. epidermidis cell, an optimal electrode thickness is found at 0.7 µm
(Fig. 2.28(c)). A smaller thickness places a larger part of the bacterial
cell in a region of low electric field, while a larger thickness decreases
the percentage of the perturbed volume. The following formula for the
maximal sensitivity is found to fit very well the numerical simulations:

S2D
max(te)= A · te +B

t2e + C · te +D2
(2.57)

with A = 0.30 µm, B = 0.38 µm, C = 0.4 µm and D = 1.08 µm.
Because B ' C, the optimum thickness is topte ' D −B = 0.7 µm, which
corresponds to a sensitivity S2D

max(topte ) ' A
2·(D−B)+CD = 16.3 %. In

contrast, ideal planar electrodes (te ' 0 µm) features a sensitivity of
AB/D2 ' 9.7 %, which is almost two times smaller than at the optimum
electrode thickness. The existence of an optimum thickness only holds
when considering that the number of trapped bacteria on the sensor
surface is independent of te. In opposite, if more bacteria can be trapped
thanks to the larger active area brought by higher values of te, it is then
preferable to increase the electrode thickness [180].

2.4.9 Impact of the electrode width

Choosing an appropriate electrode width we is also very important to
confine the electric field around the bacterial cell. As shown in Fig.
2.28(c), the electrode width should be minimized to increased the sen-
sitivity to bacteria. The maximal sensitivity features the following de-
pendence with we:
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S2D
max(we)= A · we +B

we + C
(2.58)

with A = 0.079, B = 6.3 µm and C = 2.1 µm. The maximal sensitivity
is then achieved when we → 0 µm and is equal to AB/C = 23.7 %. On
the other hand, whatever the electrode width, the sensitivity cannot be
smaller than A = 7.9 %.

Summary

Metric properties strongly impact S2D
max. The most predominant factors

are the bacterial diameter and the electrode gap. The electrode thick-
ness and width have also non-negligible impacts on the sensitivity, and
therefore must not be neglected by the designer. The position of ad-
herent bacteria is shown to slightly alter the sensitivity, as previously
reported in [180]. Finally, the sensor can also sense non-adherent bac-
teria when sufficiently close to the electrodes. It is therefore important
to use a wash procedure or reduce de to monitor adherent cells only.

2.4.10 Sensitivity optimization

Based on previous sections, it is clear that the device detailed in Sec-
tion 2.2.1 is not optimal to maximize the sensitivity to bacterial cells.
Assuming that the electrolyte and bacteria are fixed by the application,
the designer can only tune the device geometry through the electrode
gap de, thickness te and width we, as well as the insulator thickness
tins and relative permittivity εr,ins. Based on analytical expressions
(Eqs. 2.42 to 2.56), the sensitivity should be strongly improved with
de = 2 µm, we = 1 µm, te = 0.7 µm and with a TiO2 insulating layer
of thickness tins = 10 nm which features εr,ins = 160. In addition, the
oxide surface charges are given by the following parameters of the site-
binding charge model of TiO2 [200, 201]: pKa = 4.94, pKb = 7.4 and
Ns = 1.8 · 1018 m−2. Based on these parameters, the simulation results
of the new device achieve a peak sensitivity of 66 % at 1 MHz, which
is larger by a factor 4 compared to the nominal sensitivity (16.2 % at 1
MHz) of the device described in Section 2.2.1. The method then demon-
strates the significance of considering analytical formula of this study.
As verified numerically, the consideration of TiO2 charges slightly in-
creases the maximal sensitivity by 2 %, compared to the case where
charges are evaluated from the site-binding model of Al2O3.
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2.5 Conclusions

In this chapter, we have comprehensively studied the use of passivated
interdigitated microelectrodes (IDEs) for capacitive biosensing of bacte-
rial cells in a microfluidic channel. These IDEs are CMOS-compatible,
miniaturized and feature gaps close to the bacterial diameter.

We have analyzed the complex impedance of IDEs in simple elec-
trolytes, demonstrating the significant impact of the insulator thickness,
electrolyte conductivity and permittivity, access lines and transient ef-
fects in microfluidic channels [19]. All these effects have been explained
with regards to the cutoff frequencies of the established analytical model.

In low-conductive electrolytes containing bacterial cells, we have
demonstrated that the normalized admittance ‖Y/ω‖ of IDEs linearly
increases in real-time with the number of adherent bacterial cells, featur-
ing ' 80− 100 aF per adherent bacterium at 1 MHz for the considered
electrode geometry [18]. We have also discussed the different sensing
methodologies (based on ∆C , ∆w, ∆rt and srt) and the decrease of the
sensitivity when the electrolyte conductivity increases. Again, an ana-
lytical model has been established and explains the increase of ‖Y/ω‖
by the large outer shell capacitance of the bacteria in the considered
frequency range [19]. To provide selectivity to one bacterial species,
we have proposed an innovative volume-based method using lytic en-
zymes [18]. Compared to conventional methods using surface coating
of antibodies, our method strongly reduces the effects of non-specific
adsorption of biomolecules and bacteria, and circumvents pre-treatment
steps for real matrixes.

Eventually, 2D numerical simulations have been developed to ac-
curately quantify the sensitivity to bacterial cells versus the applied
frequency [19]. Based on Poisson-Nernst-Planck equation, simple ex-
pressions for the maximal sensitivity have been obtained in function of
each important sensor parameter [20], providing guidelines and tools for
the sensor designer.





CHAPTER3
Bacterial attraction by

electrokinetic effects
The main problem with surface-based biosensors is their inability to effi-
ciently trap bacterial cells from the sample volume to the sensor surface.
To address this issue, many concentration techniques exist as described
in Section 1.3.2. Among them, electrokinetic forces generated by a pair
of electrodes enable electrical manipulation of bacterial cells in a liquid
sample, while conserving aspects of miniaturization, portability and af-
fordability. In this thesis chapter, a circular ring shaped macroelectrode
is integrated around the capacitive biosensor developed in Chapter 2 to
direct bacteria from the sample volume towards the sensor surface, and
consequently decrease the LoD by two orders of magnitude [21].

The chapter is organized as follows. In Section 3.1, we review funda-
mentals of electrokinetics including its use towards impedance sensing.
In Section 3.2, the design of the passivated electrokinetic electrode is
described and the expected electrokinetic effects are studied through
analytical models and numerical simulations in Sections 3.3 and 3.4.
After describing the observed electrokinetic effects in Section 3.5, their
impact on the capacitive sensing of bacteria is detailed in Section 3.6.
The achieved performances are eventually compared to the literature in
Section 3.7.

3.1 State of the art

In this section, the theory of electrokinetic and natural forces is first
reviewed, followed by an analysis of which effect dominates each other.
The typical electrode morphologies and some key applications in the
field of bacteriology are then described. The combination of impedance
sensing with electrokinetics is eventually reviewed.

3.1.1 Theory of electrokinetic forces

Electrokinetics (EK) studies the motion of (bio)particles contained in
liquid samples under electrical stimuli applied on electrodes. Different
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forces can be identified and sorted into two categories:

• The forces applied on particles comprise electrophoretic (EP) or
dielectrophoretic (DEP) forces depending on the spatial uniformity
of the electric field.

• The forces applied on the fluid, also called electrohydrodynamic
(EHD) forces, indirectly convey particles thanks to the fluid mo-
tion and can be of several types: electroosmosis (AC-EO), elec-
trothermal (ET) and buoyancy forces.

These effects, including electrolysis and boiling, are all described in next
sections for unpassivated electrodes in presence of bacterial cells.

Electrophoresis

Electrophoresis (EP) refers to the motion of bacteria, which are typically
negatively charged, under uniform electric field in electrolytes. When the
DL thickness λD is larger than the bacterial radius rbact, the EP force
is directly applied on bacteria and moves them at a speed ~v [202]:

~v =
zq ~Esol
fv

, µ~Esol (3.1)

where fv is the friction coefficient of the fluid, z the number of elec-
tron unit charges, ~Esol the electric field inside electrolyte and µ the
electrophoretic mobility. For spherical particles, fv = 6πηrbact so that
µ ' zq

6πηrbact
with η the fluid dynamic viscosity. When λD � rbact, the

particle charge is completely screened by counter ions inside the DL so
that only the electrolyte ions are conveyed by electrokinetic forces.

Dielectrophoresis

Dielectrophoresis (DEP) causes the motion of bacterial cells in non-
uniform electric fields. Depending on the permittivities εsol and εbact of
the electrolyte and bacteria, the attraction is directed towards regions
of high electric field gradients if εbact > εsol or regions of low electric
field gradients if εbact < εsol, which are respectively called positive (p-
DEP) and negative dielectrophoresis (n-DEP) (Fig. 3.1(a)). With AC
stimuli, the time-averaged classical dielectrophoretic force 〈~FDEP 〉 can
be analytically expressed as [204, 205]:

〈~FDEP 〉 = πεsolr
3
bact · R{fCM (ω)} · ~∇{| ~Esol|2} (3.2)
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(a)

n-DEP

p-DEP

(b)

Figure 3.1 – (a) Schematic principle of the dielectrophoresis (DEP) in the cases of
εbact > εsol and εbact < εsol. The electric field lines and applied forces are highlighted.
(b) Comparison between Clausius-Mossoti factors fCM of yeast, bacterial cells (E.
coli), red blood cells (RBC) and T-lymphocytes [203].

where fCM (ω) ,
ε∗bact−ε

∗
sol

ε∗bact+2ε∗sol
is the Clausius-Mossoti (CM) factor ex-

pressed in function of the complex permittivities ε∗ , ε + σ/jω of the
electrolyte and bacteria (Fig. 3.1(b)). At LF, only the conductive prop-
erties matter (ε∗ ' σ/jω) while permittivities dominate at HF (ε∗ ' ε).
Particles undergo p-DEP in the frequency range where R{fCM (ω)} > 0,
and n-DEP otherwise. Based on Eq. 3.2 and on the friction factor fv,
the mean speed of particles subjected to ~FDEP at a distance r from the
electrodes can be estimated to [206]:

〈~vDEP 〉 '
r2
bactV

2
a εsol · R{fCM (ω)}

3π2ηr3
(3.3)

where Va is the amplitude of the AC voltage applied on electrodes. The
DEP speed is thus high for large particles rbact ∼ µm, which are close to
microelectrodes (where r is very small). The attraction is short-range
since ~vDEP ∝ r−3 and is thus not suitable for diluted samples. When
more accurate expressions are required, the Maxwell stress tensor (MST)
~~TM can be integrated on the particle outer shell [205, 207]:

〈~FDEP 〉 =

∫
〈~~TM 〉 · ~ndΓ (3.4)

=

∫ R{ε∗sol}
4

·
(
~E ~E∗ + ~E∗ ~E − ‖ ~E‖2~~I

)
· ~ndΓ (3.5)
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where ~~I is the identity tensor, ~E = ~E0 · ejωt the phasorial electric field
vector, ~~TM = R{ε∗m}[ ~E ~E − 1

2( ~E · ~E)
~~I] the MST, ~n the normal vector to

the bacterial surface and dΓ the surface discretization.

Electroosmosis

Electroosmosis (EO) is the fluid motion induced by the displacement of
ions within the DL atop electrodes. The phasorial form of the potential
drop across the DL can be estimated to [206]:

∆φDL =
Va/2

1 + jωτ1
(3.6)

with τ1 = πrCDL
2σsol

= πrεsol
2σsolλD

. Consequently, the slip velocity within the
DL at the electrode surface can be approximated to [206]:

〈~vslip〉 =
εsolV

2
a Λ

8ηr
· ω2τ2

1

(1 + ω2τ2
1 )2

(3.7)

with Λ = Cstern
Cstern+CDL

' 0.25 an empirical factor and Cstern the Stern
capacitance [206]. The action of AC-EO is long-range, since 〈vslip〉 ∝
r−1. The strength ratio between AC-EO and DEP is:

〈~vslip〉
〈~vDEP 〉

∝
( r

rbact

)2
(3.8)

which shows that AC-EO becomes outclassed by DEP at large particle
diameters and close to the electrodes.

Electrothermal flow

Electrothermal (ET) flow is the fluid motion arising from gradients of
σsol and εsol, caused by a gradient of temperature (T ) in the fluid. De-
pending on its origin, two kinds of ET flows can be distinguished:

• The Joule-heating electrothermal (J-ET) flow occurs because of
the temperature increase by Joule dissipation [83, 208]. In this
case, the Poisson equation states that −σsolE2

sol,RMS = k~∇2T and
the temperature gradient is thus approximated to:

~∇T =
V 2
a σsol
4πkr

·
(

1− 2θ

π

)
· ~aθ (3.9)

with k the electrolyte thermal conductivity and θ the angle formed
by the particle with regards to the inter-gap electrode center (see
Fig. C.2 for an illustration).
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• The Light-induced electrothermal (L-ET) flow arises from a tem-
perature increase coming from the microscope light intensity [208,
209]. In this case, the temperature gradient is constant and de-
pends on the light intensity ~∇T = −|∂T/∂y| · ~ay [206].

Two different expressions are thus obtained for the fluid speed in the
case of J-ET and L-ET [206]:

〈~vJ−ET 〉 ' −5 · 10−4 ·M(ω, T ) · εsolσsolV
4
a

krηT
· ~aθ (3.10)

〈~vL−ET 〉 ' 3 · 10−3 ·M(ω, T ) · εsolV
2
a

ηT
·
∣∣∣∂T
∂y

∣∣∣ · ~ay (3.11)

whereM(ω, T ) = 1
1+(ωτ2)2 ·

[
T
σsol

∂σsol
∂T −

T
εsol

∂εsol
∂T

]
+ T

2εsol
∂εsol
∂T and τ2 = εsol

σsol
.

As shown by Eqs. 3.10 and 3.11, the electrothermal flow is mainly long-
range and presents two operating modes: at LF (ω � τ−1

2 ), the first
term of M(ω, T ) dominates while T

2εsol
∂εsol
∂T prevails at HF (ω � τ−1

2 ).

Buoyancy

Buoyancy is the fluid motion induced by local gradients ~∇ρsol of the
fluid mass density, creating a natural convection through gravitational
forces. For fluids contacting electrokinetic electrodes, thermal gradients
~∇T are the main origin of ~∇ρsol:

〈~vg,max〉 = 0.02 · ∂ρsol
∂T

· σsolr
2V 2

a

ηk
· ~g (3.12)

It only occurs far from microelectrodes (∼ mm).

Boiling

High voltage amplitudes can occasionally generate temperature increases
larger than 75◦C, producing water boiling when the initial fluid temper-
ature is 25◦C [206]. Integrating Eq. 3.9, the temperature shift is [206]:

∆T (θ) =
σsolV

2
a

4k
·
( θ
π
− θ2

π2

)
(3.13)

Consequently, the maximal temperature increase occurs when θ = π
2 and

is equal to ∆Tmax = σsolV
2
a

16k . The minimal voltage amplitude required

for boiling the electrolyte is thus equal to: Va ' 20 ·
√

3k
σsol

. For typical
conductivities σsol = 0.001, 0.01, 0.1 and 1 S/m, the minimal boiling
voltages Va are 850, 270, 85 and 27 V, respectively.
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Electrolysis

Water electrolysis is the transformation of H2O into O2 and H2 molecules,
induced by DC or AC electrical currents through the fluid. In DC con-
dition, a voltage of 1.5 V is often sufficient to cause water electrolysis
while a significantly higher voltage is required in AC condition. It is
typically admitted that an AC voltage amplitude ‖∆φDL‖ across the
DL of 2 V is sufficient to create electrolysis [206]. Based on Eq. 3.6, the
corresponding voltage amplitude is then equal to Va = 4

√
1 + (ωτ1)2.

3.1.2 Theory of natural forces

Besides electrokinetic forces, each bioparticle undergoes three other ex-
ternal forces related to the gravity, the thermal noise and the fluid flow.

Gravity

When a particle of density ρbact is suspended in a medium of density ρsol,
the particle is subject to a gravity force ~Fg =

4πr3
bact
3 · (ρbact − ρsol)g ·~az.

The particle speed can thus be approximated to [206]:

~vg =
~Fg
fv

=
2r2
bact

9η
· (ρbact − ρsol)g · ~az (3.14)

where fv = 6πηrbact is the friction factor, ρbact ' 1200 kg/m3 and ρsol '
1000 kg/m3 (see Section 1.1.2).

Brownian motion

Brownian noise refers to random particle displacements induced by tem-
perature and evaluated to [206]:

∆x =

√
2kbT

3πrbactη
· t (3.15)

where t is the elapsed time. This displacement can be assumed negligible
for large particles such as bacterial cells (rbact ∼ µm).

Stokes forces

The laminar microfluidic flow, which is generated by mechanic pump-
ing, indirectly moves bioparticles through Stokes forces according to a
Poiseuille’s speed profile. In this thesis, these forces can be considered
negligible as electrokinetic forces are experimentally observed far larger.
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3.1.3 Scaling laws

As explained in Section 3.1.1, the different electrokinetic effects depend
on many key parameters, such as the applied frequency f , the bacterial
diameter rbact, the electrolyte conductivity σsol, the bacteria-electrode
distance r and the AC voltage amplitude Va. Inspired from [206], some
key scaling tendencies are now described for unpassivated electrodes.

At low σsol and f , AC-EO dominates for most voltages Va and dis-
tances r (Fig. 3.2(a)). However, the DEP remains the main force at
micrometer r. At higher f , the AC-EO drops in amplitude and the
DEP slightly dominates up to r ' 100 µm (Fig. 3.2(b)). By considering
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Figure 3.2 – Illustration of dominant electrokinetic effects in function of the voltage
amplitude Va and the distance r between bacteria and electrodes: (a) (b) at σsol = 1.8
mS/m and (c) (d) σsol = 180 mS/m. The electrodes are unpassivated, rbact = 0.6 µm,
η = 1 mPa·s, εsol = 80, ρsol = 1000 kg/m3, 1

εsol
· ∂εsol
∂T

= −0.004 K−1, 1
σsol
· ∂σsol

∂T
=

0.02 K−1, T = 300 K, k = 0.6 W/(m.K). These graphs are inspired from [206].
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Figure 3.3 – Illustration of dominant electrokinetic effects in function of the volt-
age amplitude Va and the applied frequency f between bacteria and electrodes for
r = 50 µm: (a) at σsol = 1.8 mS/m and (b) at σsol = 180 mS/m. The same parame-
ters as in Fig. 3.2 are used.

larger r and Va, the ET flow becomes significant. Another representation
of these phenomena with f are provided in Fig. 3.3.

When considering larger σsol, the AC-EO range is shifted to higher
distances r and its amplitude slightly reduced (Fig. 3.2(c)). At higher f ,
the ET flow becomes very important and shrinks the part where AC-EO
dominates (Fig. 3.2(d)). Again, the Fig. 3.3 provides another view on
dominant electrokinetic phenomena depending on Va and f .

3.1.4 Electrode designs, materials and voltages

As fully summarized in [204], many different electrokinetic electrode
designs exist. Most of them target high electric field gradients with
micrometer gaps (see Eq. 3.2) or with special geometric patterns such
as spikes or round shapes. The most common designs include castellated
electrodes [83, 105] (Figs. 3.4(g) and 3.4(h)), parallel electrodes [126,
147, 210] (Figs. 3.4(a), 3.4(i) and 3.4(j)) or round shaped electrodes
[85, 211, 212] (Figs. 3.4(d), 3.4(e) and 3.4(f)). The signals applied on
electrodes are basically chosen among the three following possibilities:

• One electrode side is biased with a single AC voltage, the other
with ground [83, 105, 126, 210, 211, 213].

• One electrode side is biased with a AC voltage, the other with its
copy shifted by 180◦ in phase [85, 147].
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• Quadrupole electrodes are biased with four AC voltages featuring
45◦-shifts in phase [214, 215].

Electrodes are typically patterned with resistant metals, without insula-
tors. However, it is possible to intentionally include insulating materials
in the two following cases:

• Contactless DEP (c-DEP) uses an insulator between the elec-
trolyte and electrodes [213] (Fig. 3.4(b)). Bubble formation, metal
fouling and contamination effects are thus prevented, but high volt-
ages ∼ 100 VRMS are typically required.

• Insulator-based DEP (i-DEP) uses insulating materials to gener-
ate local electric field gradients and therefore DC DEP in the elec-
trolyte, without the use of miniaturized electrodes. For instance,
insulating microbeads filling the whole fluidic channel height can
serve as i-DEP filter retaining bacteria [87], while insulating pillars
generating i-DEP can trap bacteria [217] (Fig. 3.4(f)).

3.1.5 Key applications in bacteriology

Electrokinetic effects described in Section 3.1.1 can be used in a wide
range of applications [204]. In this section, three main applications in
the field of bacteriology are detailed.

Separation between viable and dead bacteria

Because of its dependence on the dielectric properties of the bacterial
cells, DEP can be used to separate viable from dead bacteria [126]. It is
typically possible in a short range of frequency (around 50 kHz) where
viable cells undergo p-DEP while dead cells n-DEP. At lower or higher
frequencies, both kinds of cells are subject either to n-DEP or p-DEP,
respectively, which renders impossible their differentiation.

Dielectric characterization

For the same reason as previously explained, DEP can also be used
to precisely characterize the dielectric properties of each layer forming
bacterial cells, such as the cytoplasm, plasma membrane and cell wall
[29, 30, 214, 218]. At each frequency, the DEP collection on electrodes
is estimated and reflects the Clausius-Mossoti factor fCM . It is thus
possible to estimate physical parameters such as εr,cyt, σcyt, εr,pl, εr,wall
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Figure 3.4 – Summary of existing electrode designs for electrokinetic effects: (a)
parallel electrodes for particle concentration [210], (b) insulated electrodes for c-DEP
[213], (c) quadrupole electrodes [214, 215], (d) central and surrounding electrodes
[211], (e) zipper electrodes [85], (f) insulating pillars for i-DEP [212], (g) micrometer
gaps with castellated electrodes for DEP [105], (h) castellated electrodes [83], (i)
continuous serpentine wire [216] and (j) parallel electrodes [126, 147].
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and σwall, by fitting the experimental collection with an analytical model
of the multi-shell bacteria. This technique is sufficiently sensitive to
enable a discrimination between isogenic mutants of E. coli [218].

Particle trapping

In the field of biosensors, bacterial trapping is certainly the most in-
teresting application of electrokinetic effects. These can either be used
individually or combined to each others.

In the first case, p-DEP is the most used electrokinetic force to
trap bacterial cells on the edges of micrometer-gap castellated micro-
electrodes [84, 105, 150, 174, 219, 220]. However, the ability of AC-EO
to focus bacterial cells between two parallel electrodes has also been
demonstrated, with additional impedance measurements [147]. Simi-
larly, zipper electrodes focus bacterial cells at the center of a circularly
shaped electrode, which can be used as an efficient SPR biosensor since
there is no light scattering at the electrode edge [85].

In the second case, combining electrokinetic effects can maximize
the trapping range. Short-range DEP and long-range AC-EO can be
used together in low-conductive samples by using a serpentine elec-
trode [211, 216]. However, their different relaxation times can lead to
incompatibility, since n-DEP can occur in regions of highest AC-EO. To
promote p-DEP simultaneously with AC-EO, it is possible to shift fCM
towards lower frequencies by increasing εr,sol thanks to the addition of
ionic molecules [216]. A second possibility consists in combining short-
range p-DEP/EP with long-range J-ET to efficiently trap bacteria or
viruses in high-conductive buffers [210, 221]. These two methods have
currently not been demonstrated along with impedance measurements.

3.1.6 Electrokinetics with impedance sensing of bacteria

Electrokinetics can be used to direct bacterial cells from the sample
volume to the surface of impedance sensors, thus serving as a concentra-
tion tool and therefore lowering their detection limit. Several established
methods exist in the literature:

• The dielectrophoretic impedance measurement (DEPIM) consists
in trapping bacteria on the edges of castellated electrodes thanks
to p-DEP and measuring the subsequent real-time increase of the
conductance Gsol [84]. Voltage amplitudes and frequency are typ-
ically identical for impedance measurements and electrokinetics.
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Selectivity is added to DEPIM by using one of the three following
methods:

– All bacterial species are first trapped by p-DEP on electrodes.
Antibodies are added to stick target bacteria together and a
flow is then applied to wash away non-target bacteria [174].

– Antibodies are added to the bacterial sample to form large
clusters of target bacteria by p-DEP between two needles.
This solution is then brought atop microelectrodes generating
p-DEP, so that only bacterial clusters are trapped [174].

– Antibodies coat the inter-electrode gap and p-DEP is applied
on microelectrodes to trap all bacterial species. After deacti-
vating p-DEP and washing, only target bacteria remain [105].

• The electropermeabilization-assisted (EPA)-DEPIM consists in ap-
plying brief high-amplitude AC voltages to pierce the membrane
of yeast cells [219] or bacteria cells [150], enabling ion release and
increasing the sensitivity by two orders of magnitude. Selectivity
can also be supplied by surface coating of antibodies [105].

• The previous methods can be enhanced by patterning a first set of
electrodes on one side of the fluidic channel, repealing bacteria by
n-DEP towards the impedance sensing electrodes on the other side,
which uses DEPIM or EPA-DEPIM for bacteria trapping [220].

• Splitting electrokinetics and impedance sensing in distinct fluidic
chambers enables a separate optimization of their volumes, applied
voltages and electrode designs [86]. The first chamber directs and
concentrates bacteria by DEP towards the second chamber, where
p-DEP retains bacteria on IDEs during a growth phase. The first
chamber can also include insulating pillars to trap bacteria by i-
DEP [212]. Those are then directed towards the second chamber
by deactivating electrokinetics and using flow.

• Bacterial cells can be concentrated between two electrodes by AC-
EO. The LF impedance in DI water can be used for detection of
the trapped bacteria [147].

An exhaustive comparison of works combining electrokinetics with
impedance sensing of bacterial cells is provided in Table 3.1. Several
important comments can be drawn on these works (excluding the study
carried out in this chapter):
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Table 3.1 – Summary of works combining electrokinetic effects and impedance spec-
troscopy for whole-cell bacteria detection.
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• Most works use electrode gaps as close as possible (∼ 5 µm) to the
bacterial diameter, to increase the short-range trapping by DEP.

• All works report trapping only in low-conductive solutions, where
σsol ranges from 100 µS/m to 2 mS/m.

• Most works use low (' 100 Hz) or medium (' 100 kHz) frequencies.

• Limits of detection (LoD) range between 102 CFU/mL to 106

CFU/mL, but strongly depend on the incubation time tincub and
flow rate FR. By defining figures of merit FoM1 , LoD·FR·tincub
and FoM2 , LoD ·FR · t2incub (see Section 1.3.5), the absolute de-
tectable number of bacteria ranges from 9 · 103 CFU to 1.3 · 107

CFU and the absolute detectable number of bacteria per min from
1.6 · 106 CFU·min to 1.3 · 108 CFU·min.

3.1.7 Chapter innovations

In this chapter, we present an innovative design combining contactless
IDEs, demonstrated as high-sensitive surface-based capacitive transduc-
ers for bacterial sensing (see Chapter 2), with a surrounding passivated
macroelectrode enabling multi-range trapping of bacteria in bulk elec-
trolyte thanks to combined cDEP, AC-EO and J-ET effects. At 63 MHz
where cDEP and J-ET effects co-exist and are amplified by an electro-
magnetic resonance effect, a detection limit of 105 CFU/mL of Staphylo-
coccus epidermidis is achieved within 20 minutes of incubation. Around
10 kHz where AC-EO dominates, the detection limit is 3.5·105 CFU/mL
of S. epidermidis within 20 minutes. Compared to the state of the art
reviewed in Section 3.1.6, several key innovations can be identified:

• This work is the first to combine short-range (cDEP) with long-
range (AC-EO and J-ET) trapping for an improved bacteria col-
lection on the surface of a capacitive sensor.

• An electromagnetic resonant effect, identified at 63 MHz, greatly
enhances the trapping of bacterial cells on the electrode edges
by combined cDEP and J-ET effects. This effect is similar to
the resonance event reported for quadrupole electrodes [214], but
which was not exploited towards impedance sensing.

• An innovative flow-based method is developed to direct bacterial
cells, previously captured on the electrode edges at 63 MHz, to-
wards the sensor center.
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• Analytical models and numerical simulations study how the fre-
quency and insulating layer impact cDEP, AC-EO and J-ET.

The capacitive sensor is identical to the one presented in Chapter 2,
so that all previous results are transposable to this new device. The
CMOS compatibility of micro and macroelectrodes provides routes to-
wards miniaturization, system integration and affordability, which are
very valuable for lab-on-chip (LoC) and point-of-care (PoC) diagnosis.

3.2 Chip design and microfabrication

Inspired from the shape of plain electrodes in [85, 211], the device com-
prises sensing and actuating parts, whose schematic top views and cross
sections are depicted in Figs. 3.5(a) and 3.5(b). The sensor is a circu-
larly shaped IDEs with a diameter of 250 µm, composed of 2 µm-wide
and 4 µm-spaced fingers. The actuator is a 50 µm-wide annular-ring
macroelectrode encompassing the IDEs at a distance of 50 µm. Both
the IDEs and the macroelectrode are circular to ensure a uniform electric
field (i.e. same electrokinetic forces) between them and made in 1-µm
thick aluminium and covered with a 33 nm-thick Al2O3 layer. Micro-
fabrication steps that are used to build the device are identical to those
previously described in Chapter 2 (see Appendix A.1). In contrast to
the IDEs in Chapter 2, no polydopamine layer was added on the device
because electrokinetic effects maintain bacteria on the sensor surface.

(a)

Capacitive sensor

VOLUME

TRAPPING

SURFACE

TRAPPING

Al2O3 

33 nm

PDMS cap

Microfluidic channel

SiO2

Al

30
0 

m

1 m

MacroelectrodeMacroelectrode

(b)

Figure 3.5 – Schematic (a) top view at scale and (b) cross section on the AA′ plane
(not at scale) of the device consisting of interdigitated microelectrodes (IDEs) for
capacitive sensing and a macroelectrode for driving electrokinetics.
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3.3 Analytical models

This section extends the formulae of DEP, AC-EO and J-ET effects
(see Section 3.1.1) to the case of contactless and planar electrodes, thus
including a passivated layer in the analysis. The system is assumed two-
dimensional and resonance effects that are possibly due to the setup
(cables, probes, etc.) are not considered in the following models. Cal-
culation details are provided in Appendix C.3.

When electrodes are passivated with a thin insulating layer, the pha-
sorial form of the electric field ~Esol exerted in the electrolyte between
electrodes becomes frequency-dependent:

~Esol(ω, r) =
Va
πr
·H(ω, r) · ~aθ (3.16)

H(ω, r) ,
1

1 + 2 · ( εsolεins
+ σsol

jωεins
) · tinsπr

(3.17)

where ω is the angular frequency, Va the amplitude of the applied AC
voltage, r the distance from electrodes, εsol and σsol the permittivity
and conductivity of the electrolyte, εins and tins the permittivity and
thickness of the insulating layer. The bacterial speed produced by cDEP
is given by:

〈~vDEP 〉 '
r2
bactεsolR{fCM (ω)} · V 2

a

3π2η ·
(
r + 2 εsol·tinsεins·π

)3 · −~ar[
1 +Q(ω, r)2

]2 (3.18)

where Q(ω, r) , 2σsoltins
ω(rεinsπ+2εsoltins)

, rbact is the bacteria radius, η the

dynamic viscosity of the electrolyte, fCM (ω) ,
ε∗bact−ε

∗
sol

ε∗bact+2ε∗sol
the frequency-

dependent Clausius-Mossoti factor, ε∗sol and ε
∗
bact the complex permittiv-

ities of the electrolyte and bacteria. By assuming the same permittivity
in the DL as in the electrolyte, the slip velocity of AC-EO atop electrodes
depends on the voltage drop across the DL and is given by:

〈~vAC−EO〉 '
V 2
a ω

2εsolΛ~ar
8η(CDL/Cs)2r

· (τ1 + τ2)τ1 + ω2τ2
1 τ

2
2[

ω2τ2
1 + (1 + ω2τ1τ2)2

]2 (3.19)

with τ1(ω) , πrCs/(2σsol)
1+ω2τ2

2
the system time constant, τ2 ,

εsol
σsol

the elec-
trolyte time constant, CDL = εsol/λD and Cins = εins/tins the DL and
insulator 2D capacitances, CS = [C−1

DL+C−1
ins]
−1 the series capacitance of

Cins and CDL and Λ = Cstern
Cstern+CDL

' 0.25 an empirical factor accounting
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for the Stern capacitance Cstern [206]. For the J-ET flow, the temper-
ature gradient ~∇T comes from the Poisson equation and is a function
of ω, r, Va, H(ω, r) and θ. The following expression is obtained for the
bacteria speed under J-ET:

〈~vJ−ET 〉 ' −5 · 10−4 ·M(ω, T ) · εsolσsolV
4
a ‖H(ω, r)‖4

krηT
· ~aθ (3.20)

where M(ω, T ) , 1
1+(ωτ2)2 ·

[
T
σsol

∂σsol
∂T −

T
εsol

∂εsol
∂T

]
+ T

2εsol
∂εsol
∂T and k is the

electrolyte thermal conductivity. The parameter values corresponding to
the experimental conditions are summarized in Table 3.2. It is important
to note that the complex permittivity ε∗bact of bacteria accounts for a
two-shell bacteria representation with parameters given in Table 2.4.

Table 3.2 – Parameters used for analytical models of electrokinetic effects.

Parameter Description Value

η Fluid dynamic viscosity 10−3 Pa.s [206]
σsol Electrolyte conductivity 1.8 mS/m
ε0 Vacuum permittivity 8.85 · 10−12 F/m
εsol Electrolyte permittivity 80 · ε0
εins Insulator permittivity 9 · ε0
tins Insulator thickness 33 nm
Cstern Stern capacitance 0.007 F/m2 [206]
T Temperature 300 K
Va AC voltage amplitude 7 V
k Electrolyte thermal conductivity 0.6 W/(m·K)
rbact Bacteria diameter 0.6 µm
r Distance from the electrodes 50 µm

1
σsol

∂σsol
∂T

Electrolyte conductivity variation
with temperature 0.02 K−1 [206]

1
εsol

∂εsol
∂T

Electrolyte permittivity variation
with temperature −0.004 K−1 [206]

3.4 Numerical simulations

2D finite-element method (FEM) simulation of cDEP was performed
with Comsol Multiphysics R©. The IDEs are simplified by a single plain
electrode at virtual mass (since 50 mV � 7 V), while a AC potential of
14 Vpp is applied on the macroelectrode. Similarly to Section 3.3, reso-
nance effects are not included in the simulations. A single bacterial cell,
modeled as a two-shell representation of Staphylococcus spp. (see Table
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2.4), is located between the macroelectrode and the IDEs, 50 µm atop
the electrode surface. The phasorial form of Maxwell equations is used
to solve the electrical potential, by neglecting ion transport involved in
the DL. To extract the dielectrophoretic force ~FDEP , the most accurate
method consists in integrating the Maxwell Stress Tensor (MST) [207]
on the boundary between bacterial cell wall and electrolyte [205]:

~FDEP =

∫
〈~~TM 〉 · ~ndΓ (3.21)

=

∫ R{ε∗sol}
4

·
(
~Esol ~Esol

∗ + ~Esol
∗ ~Esol − ‖ ~Esol‖2

~~I
)
· ~ndΓ (3.22)

where ~~I is the identity tensor, ~Esol the phasorial form of the electric
field, ~~TM = R{ε∗sol}[ ~Esol ~Esol −

1
2( ~Esol · ~Esol)

~~I] the MST, ~n the normal
vector to the bacterial surface and dΓ the surface discretization.

3.5 Electrokinetic phenomena

In this section, the electrokinetic phenomena experimentally observed
with the device depicted in Fig. 3.5(a) are described and explained with
regards to analytical models and numerical simulations. The measure-
ment setup is fully described in Appendix A.5 and the bacterial han-
dling in Appendix A.3. The bacteria speed is directly extracted from
the movies taken with the inverted microscope, thanks to the PIVlab
program as described in Appendix B.2.

Description of the experimental electrokinetics

When applying a sinusoidal stimuli of 14 Vpp whose frequency ranges
from 1 kHz to 100 MHz, two distinct electrokinetic effects have been
observed at different frequency ranges:

• Comprised between ca. 1 kHz and 50 kHz in PBS 1:1000, the first
electrokinetic effect brings bacterial cells from the bulk volume
to the sensor centre (Figs. 3.6(a) and 3.6(b)). The attraction
is maximal at 1 kHz, featuring mean and maximum speeds of 5
µm/s and 57 µm/s, as computed by PIVlab (Fig. 3.7(a)). This
effect was strongly attenuated in PBS 1:100 and almost inexistent
in PBS 1:10 and pure PBS.
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• From ca. 50 kHz to 80 MHz in PBS 1:1000, bacteria are rather
trapped on the sensor and macroelectrode peripheries thanks to
combined short and long-range attractions, featuring vortexes di-
recting bacterial cells from the bulk volume to the chip surface
(Figs. 3.6(c) and 3.6(d)). At 63 MHz precisely (called the reso-
nance frequency), the bacteria speed dramatically increases both
at the surface and volume levels. The mean and maximal bacterial
speeds were 28 µm/s and 116 µm/s at 63 MHz, which is approx-
imately 5 times larger in average compared to the 1-kHz effect
(Fig. 3.7(a)). The surface trapping was steadily more attenuated
in PBS 1:100 and PBS 1:10, and eventually vanished in pure PBS.
The volume motion through the whole channel depth was identical
in PBS 1:100, but reversed and slightly stronger in PBS 1:10 and
PBS. The resonance frequency was kept identical from PBS 1:1000
to PBS, and comprised between 58 and 63 MHz for all measured
devices (more than 10).

Physical explanation of the observed electrokinetic effects

To physically understand which electrokinetic forces are involved in the
two effects previously described, the analytical expressions of the bac-
terial speed without resonance effects (see Section 3.3) are compared
for cDEP, AC-EO and J-ET at two electrical conductivities σsol = 1.8
mS/m and 180 mS/m, corresponding to PBS 1:1000 and PBS 1:10 (Fig.
3.8(a) and 3.8(b)). As the absolute value of bacteria speed is consid-
ered in these figures, the sharp transitions simply correspond to sign
changes, i.e. bacteria move in the opposite direction. Light-induced
electrothermal flow (L-ET) was not considered since bacterial attraction
was experimentally independent of the light intensity from the inverted
microscope. Four cases must be distinguished:

• Case 1 - f < 20 kHz and σsol = 1.8 mS/m: AC-EO effects dom-
inate with a slight n-DEP force (Fig. 3.8(a)), confirming stream-
lines driving bacterial cells towards rest position in the sensor cen-
ter as shown in Fig. 3.6(a) and 3.6(b), similarly to [85].

• Case 2 - f < 20 kHz and σsol = 180 mS/m: the low-frequency
forces are inexistent because of the screening by the insulator, mak-
ing AC-EO decreasing as ω2 and J-ET/cDEP as ω4 (Fig. 3.8(b)).
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Figure 3.6 – Schematic representation of the observed electrokinetic effects: (a)(b)
AC-EO at 10 kHz and (c)(d) combined p-DEP and J-ET at 63 MHz.
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Figure 3.7 – (a) PIVlab experimental extraction of the mean speed of S. epidermidis
versus the applied frequency when macroelectrodes are biased by a 14-Vpp sinusoidal
voltage. (b) Experimental measurement of the S11 parameter of the BNC cables
and electrical probe alone and in contact with the macroelectrode immersed in PBS
1:1000 without bacteria, while the IDEs are grounded.
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• Case 3 - 20 kHz < f < 100 MHz and σsol = 1.8 mS/m: bacterial
cells are theoretically directed by cDEP and J-ET (Fig. 3.8(a)),
which is driven by the temperature gradient of εsol in the M(ω, T )
expression. At the resonance frequency of 63 MHz, both effects are
amplified but more strongly for J-ET since 〈~vJ−ET 〉 ∝ V 4

a while
〈~vDEP 〉 ∝ V 2

a (more details in the next paragraph). Consequently,
these surface (cDEP) and volume (J-ET) effects act in a rather
equal strength on bacterial cells, enhancing their trapping on the
sensor and macroelectrode peripheries as shown in Figs. 3.6(c)
and 3.6(d).

• Case 4 - 20 kHz < f < 100 MHz and σsol = 180 mS/m: J-ET
strongly dominates and is now driven by the temperature gradient
of σsol, thus with an inverse direction compared to the case where
σsol = 1.8 mS/m. The cDEP forces still attract bacterial cells on
sensor and macroelectrode peripheries, but at a shorter range than
in electrolyte with σsol = 1.8 mS/m (because the force is smaller in
amplitudes). This confirms experimental observations previously
reported.

It is important to note that the bacterial speed is theoretically larger
around 10 MHz than at 63 MHz, for both σsol = 1.8 and 180 mS/m (see
Figs. 3.8(a) and 3.8(b)). The device geometry in Fig. 3.5(a) could then
potentially be engineered to shift the resonance frequency down to 10
MHz in order to further maximize the bacterial speed at the resonance.
To do so, a complete model of the sensor and setup measurement in-
cluding all parasitics resistances, capacitances and inductances should
be established. It is also possible to replace the complex measurement
setup by a miniaturized PCB with a discrete inductance ∼ 5− 10 µH to
modulate the resonance frequency.

Origin of the resonance effect at 63 MHz

To understand the origin of the resonance effect, the S11 parameters of
the BNC cables and electrical probe alone and in contact with the macro-
electrode were measured when the microfluidic channel was filled with
PBS 1:1000 without bacteria and the IDEs were grounded. The absorp-
tion peak of 1.6 dB at 67 MHz was shown to strongly increase to 4.9 dB
at a shifted frequency of 64 MHz when the macroelectrode was contacted
by the electrical probe (Fig. 3.7(b)). On one hand, the 4.9-dB reduction
of S11 ,

Z1−Z0
Z1+Z0

occurs because the probed impedance Z1 is not purely
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Figure 3.8 – (a)(b) Spectral comparison between bacterial speed absolute values
driven by contactless dielectrophoresis (cDEP), Joule heating electrothermal (J-ET)
and AC-electrosmosis (AC-EO) at σsol = 1.8 mS/m and 180 mS/m without modelling
the resonance effect. (c) Spectral comparison between dielectrophoretic forces ~FDEP
from the analytical model and numerical simulations for σsol = 1.8 mS/m and 180
mS/m, including the insulator or not, without modelling resonance effect.

imaginary and features a modulus closed to the VNA input impedance
Z0 = 50 Ω at 64 MHz. On the other hand, the 64-MHz value cor-
responds to the resonance frequency between the macroelectrode-IDEs
solution capacitance and the parasitic inductance from BNC cables and
electrical probe. As a result, the potential difference between the macro-
electrode and the IDEs is found to be ca. five times larger, explaining
the stronger electrokinetic forces observed around 63 MHz. It is impor-
tant to mention that the other adsorption peaks above 100 MHz in Fig.
3.7(b) are also due to the setup (cables, probes, etc.). However, it was
not possible to measure their impact on the bacterial speed since the
function waveform generator (Agilent 33250A) is limited to 80 MHz.
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To the author knowledge, a similar resonance effect was only reported
once for the study of human erythrocyte electrorotation [214], where the
resonance frequency was around 180 MHz and similarly caused by the
microelectrode chamber. Instead of being a chamber artefact, this reso-
nance effect could intentionally be produced by adding lumped elements
in parallel or in series to the macroelectrode.

Impact of the insulating layer

From Eq. 3.17, it is possible to identify a cutoff frequency introduced
by the insulating layer:

f0 =
σsoltins

π(εinsπr + 2εsoltins)
(3.23)

Below f0, most of the electric field is contained within the insulating layer
so that all electrokinetic effects are screened owing to the low ‖H(ω, r)‖
value. This cutoff frequency is approximatively equal to 1.5 kHz at
σsol = 1.8 mS/m (Fig. 3.8(a)) and 150 kHz at σsol = 180 mS/m (Fig.
3.8(b)), showing that the screening range linearly increases with the
electrolyte conductivity.

These cutoff frequency values were double-checked by numerical sim-
ulations described in Section 3.4 for the dielectrophoretic force (Fig.
3.8(c)). As expected, the analytical model and numerical simulations
of ~FDEP fit relatively well especially for the spectral behaviour, with
slightly higher magnitudes for simulations because of geometric inac-
curacy of the analytical model. At σsol = 1.8 mS/m, bacterial cells
experience mostly p-DEP between 40 kHz and 200 MHz, while this
range is reduced to the 4 MHz−200 MHz interval when σsol = 180
mS/m. The spectral behavior of ~FDEP versus the frequency and force
amplitudes of dozens fN at σsol = 1.8 mS/m and 180 mS/m both
correspond to previous reported theoretical and experimental observa-
tions [30, 83, 215, 220, 222].
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3.6 Impedance sensing with electrokinetics

The measurement setup is similar to the previous section but includes an
impedance analyzer (see Appendix A.5). The handle of S. epidermidis
is detailed in Appendix A.3. Sterile PBS 1:1000, bacterial suspension
in PBS 1:1000 and sterile PBS 1:1000 were successively incubated at 5
µL/min in the microfluidic channel, each during more than 20 min. Real-
time measurements of the IDEs complex impedance were performed dur-
ing the whole experiment. Above-mentioned electrokinetic effects were
activated 5 min before the bacterial incubation to assess that it does
not impact the raw sensor impedance, and lasted until the end of the
bacterial incubation to trap most bacterial cells as possible. For the
AC-EO effect, the frequency of 10 kHz was chosen instead of 1 kHz for
noise consideration on the measured impedance.

At 10 kHz, bacterial cells are progressively trapped in two central
regions of the sensor by AC-EO (Fig. 3.9(a)). This asymmetry is most
likely due to the macroelectrode opening for IDEs metal accesses as de-
picted in Fig. 3.5(a). The number of bacteria on the sensor surface
linearly increases with time as observed with the inverted microscope,
which results in a growth rate of 5 fF/min for ‖Y/ω‖ (Fig. 3.9(b)), as
the concentration of S. epidermidis is 7 ·106 CFU/mL. The peaks in Fig.
3.9(b) are possibly due to momentary presence of large bacterial clus-
ters near the IDEs surface [18] or to the electropermeabilization of some
bacterial cells, since their outer shells are overstrained during dozens
minutes by a 10-kHz electric field of 0.28 · 106 Vpp/m. In comparison,
immediate electropermeabilization of Escherichia coli were reported to
occur at 100 kHz and 4 · 106 Vpp/m [150]. For the same sensor with-
out the use of electrokinetics, the ‖Y/ω‖ increase is only 1 fF/min for
a slightly larger S. epidermidis concentration of 1.6 · 107 CFU/mL. A
factor 11 of improvement is thus provided by the use of AC-EO to con-
centrate bacteria on the sensor centre. Since the noise σn on ‖Y/ω‖
is approximately 1 fF in optimal conditions, the LoD corresponding to
5 · σn is ca. 3.5 · 105 CFU/mL after 20 min of incubation, while the
device without EK features a LoD of 3.8 · 106 CFU/mL after 20 min.

At the resonance frequency of 63 MHz, bacterial cells are consider-
ably attracted on the sensor periphery as explained in Section 3.5 and
form a thick accumulation layer (Fig. 3.10(a)). However, this layer intro-
duces almost no admittance shift because of its location outside the sen-
sor. To address this issue, the macroelectrode voltage is stopped during
few seconds so that bacterial cells in the accumulation layer are released
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Figure 3.9 – Concentration of bacterial cells on the capacitive sensor at 10 kHz and
14 Vpp thanks to AC-EO: (a) microphotograph of the sensor surface after 18 min
of bacterial incubation showing two distinct zones of accumulation and (b) real-time
normalized admittance ‖Y/ω‖ at 1 MHz with and without the application of AC-EO.
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Figure 3.10 – Concentration of bacterial cells on the capacitive sensor at 63 MHz
and 14 Vpp thanks to a resonant cDEP and J-ET: microphotograph of the sensor
surface (a) before and (b) after the deactivation/activation of the macroelectrode
voltage that enables bacteria to concentrate on the sensor centre, which corresponds
to ∆2 in (c), and (c) real-time normalized admittance at 1 MHz with successive 5-min
cycles of deactivation/activation of cDEP and J-ET.
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in the electrolyte and directed above the sensor centre thanks to the
microfluidic flow. Once most bacteria are located above the sensor, the
macroelectrode voltage is activated again so that bacteria are trapped
between the sensor microelectrodes (Fig. 3.10(b)) and instantaneously
generate ‖Y/ω‖ shifts, as indicated by ∆1 to ∆5 in Fig. 3.10(c). The
immediate shifts ∆1 to ∆5 are approximately equal to 50 fF and spaced
5 min apart, for a S. epidermidis concentration of 7 · 106 CFU/mL. As
shown in Fig. 3.10(c), the shifts are significantly larger than the refer-
ence curve without electrokinetic effects, showing an improvement factor
of 38 for a given bacterial concentration. Using the same methodology
as previously described, the LoD is approximated to 105 CFU/mL after
20 min of bacterial incubation.

3.7 Comparison to the state of the art

Table 3.1 compares the performance obtained in this work with recent
studies coupling electrokinetics with impedance-based sensors. In this
work, S. epidermidis is resuspended in a relatively high conductive elec-
trolyte, i.e. PBS 1:1000 with a conductivity of 1.8 mS/m, while most
works deal with Escherichia coli or Listeria monocytogenes in electrolyte
of conductivity close to 200 µS/m, benefiting from larger electrokinetic
forces. Furthermore, our device uses Al/Al2O3 electrodes that are more
CMOS-compatible than Cr or Au electrodes used in other works. As it
will be demonstrated in Chapter 4 [22, 23], the capability to integrate an
electrical readout circuit below the Al/Al2O3 sensor is a non-negligible
advantage that provides significant improvements in term of efficiency,
cost and compactness.

Another key difference is the use of two separate electrodes for the
sensing and actuating parts. With this choice, both can be optimized
for their own purposes: interdigitated microelectrodes for high sensitive
surface sensing (see Chapter 2) [18–20, 180] and the macroelectrode for
efficient volume trapping. Most works reported in Table 3.1 use the same
electrode for both attraction and detection, at the exception of [86] where
volume trapping and surface sensing are separated in two successive
microfluidic chambers, which is less appropriate than the simultaneous
attraction and detection performed in this work. The use of resonance
and combined electrokinetic effects to enhance the bacterial trapping is
also innovative in the case of impedance sensors, since the resonance
effect was only reported for optical monitoring between electrodes [214],
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and other impedance sensors exclusively use DEP or AC-EO [84, 86,
105, 147, 150, 220].

Finally, the achieved detection limit of 105 CFU/mL after 20 min
of incubation is similar to the best values reported by other works [84],
but still far from the 102 CFU/mL in 3h [150], which is equivalent to
103 CFU/mL in 20 min. This strong difference can be explained by the
use of a higher flow rate (0.5 mL/min versus 5 µL/min). By defining
FR as the flow rate and tincub as the incubation time, it is therefore
more impartial to compare figures of merit FoM1 , LoD · FR · tincub
and FoM2 , LoD ·FR · t2incub (see Section 1.3.5). As indicated in Table
3.1, this work achieves a FoM1 of 104 CFU, which is similar to the best
value of 9 · 103 CFU reported in [150], and a FoM2 of 2 · 105 CFU·min,
which is one order of magnitude better than other works.

3.8 Conclusions

In this chapter, we have developed a device combining circularly shaped
interdigitated microelectrodes with a surrounding macroelectrode, re-
spectively used for high-sensitive surface sensing and volume trapping
of bacterial cells [21]. At frequencies around 10 kHz, whole-cell Staphy-
lococcus epidermidis are directed towards the sensor centre by AC-EO
resulting in the linear increase of the sensor capacitance and in a detec-
tion limit of 3.5 · 105 CFU/mL after 20 min of incubation. At 63 MHz
precisely where positive dielectrophoresis and Joule-heating electrother-
mal flow dominate, a resonance phenomena due to chamber lumped
elements significantly increases the bacterial attraction up to 116 µm/s,
forming dense bacteria layer on the sensor periphery. By momentarily
stopping the macroelectrode voltage and benefiting from the microfluidic
flow, bacteria are repositioned on the sensor centre and produce imme-
diate impedance shifts. In this case, the LoD is 105 CFU/mL after 20
min of incubation. Modelling of the electrokinetic effects, i.e. the dielec-
trophoresis, the AC-electroosmosis and the Joule heating electrothermal
flow, in presence of the insulating layer is provided and enables a com-
prehensive understanding of the impact of frequency and conductivity
on their respective balance. The device is CMOS compatible, thus en-
abling system integration, affordability and miniaturisation as shown in
the next chapter.



CHAPTER4
CMOS readout interfaces
for capacitive biosensors

To achieve miniaturized, portable and affordable biochips, co-integrating
the sensor and readout interface on the same chip is essential. Thanks
to the complementary metal-oxide-semiconductor (CMOS) technology,
it can provide additional key functionalities that would be hardly achiev-
able without CMOS. In this chapter, we present two readout interfaces
designed to specifically address two different problems:

• Sensing bacteria in high-conductive solutions with passivated mi-
croelectrodes, thanks to a capacitance-to-frequency converter (CFC)
working at very high frequency (up to 575 MHz) [22].

• Sensing single bacterial cells, thanks to a 16×16 capacitive biosen-
sor array featuring very small pixels of 14 µm × 16 µm [23].

The chapter is organized as follows. In Section 4.1, we review the
state of the art of CMOS interfaces for capacitive biosensors. In Section
4.2 and 4.3, we present the CFC and biosensor array described above,
respectively.

4.1 State of the art

4.1.1 CMOS technology

Motivations

The complementary metal-oxide-semiconductor (CMOS) technology has
been the key enabler for the current revolution of electronics, information
and technology. First built in 1959, the transistor has seen its number
per mm2 doubled every 18 to 24 months between 1971 and 2010 (which
is known as the Moore’s law [223]), achieving a minimal channel length
of 16 nm in 2015. With so small features, integrated circuits (IC) com-
bining millions of transistors, capacitors and resistors on the same chip
provide computing, processing and integrating capabilities on sub-mm2

dies, which are extremely low-cost (< 1e) when massively produced.
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Despite its benefit for digital functions, the transistor scaling is not
necessarily advantageous for interfacing real analog signals in the world.
For this reason, many efforts have been done in the last years to integrate
more specialized analog functions, such as RF, passives, high-voltage
power, sensors, optoelectronics and biochips, with CMOS technology
[224]. This trend is known as the More than Moore’s law, also called
the More Moore’s law. Particularly, the power of CMOS can be used to
interface sensors and microelectromechanical systems (MEMS), enabling
calibration, digital interfaces and self-testing on a single chip [225].

CMOS manufacturing process

The CMOS process typically starts from a p-type silicon wafer, where
n-well regions are first defined thanks to photolithography and implanta-
tion steps. The polysilicon gate is then patterned by photolithography
atop an thin gate oxide layer and, thanks to SiO2 shielding windows,
doped drain, source and body transistor terminals are defined by im-
planting n and p ions. Afterwards, metal contacts for these terminals
are proceeded by covering the die with a first metal layer. Eventually, a
succession of metal layers is processed on different levels with dielectric
separation, enabling routing and connections of transistors.

4.1.2 Co-integration of CMOS and sensors

The power of CMOS is considerably increased when both sensing and
readout parts are co-integrated on a single chip. In this case, high-
efficient architectures can be designed and miniaturized biodevices can
be massively produced at low cost [225]. In this section, the key features
regarding the co-integration between sensors and CMOS are described.

Sensor arrays versus single sensor

Readout circuits are usually designed to interface a single sensor [127,
226–229] for versatility and commercial reasons. However, depending
on the target application, sensor arrays [67, 82, 92, 116, 139, 158, 230–
233, 233–239] can be preferred to single sensor interfaces because of the
following advantages:

• Capability to interface a large number of sensors, i.e. thousands
[230] to millions [67], with only a limited set of I/Os [139]. Thanks
to active pixels consisting of dedicated sensing and readout parts,
each sensor can be selected and read individually.
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• Capability to shrink the sensor area (e.g. down to 5.1-µm pitch
[67]), while keeping a large total sensing area by increasing the
number of pixels. The small sensing units are thus more sensitive
to micro or nanoscale biological species [240].

• Capability for multiplexing, because pixels or pixel clusters can be
differently covered by bioreceptors [116]. A single chip can thus
target the simultaneous and specific detection of different species
in a single sample.

Architecture of sensor arrays

A N × N biosensor array is composed of several important blocks, to
control and interface signals coming from the pixels (Fig. 4.1(a)):

• Pixels are the key parts of the biosensor array, containing both
a sensing unit and a proper readout circuit. The in-pixel circuit
architecture can be various, as detailed in Section 4.1.3.

• Row and column decoders enable the row and column selection
based on a very limited number of pins, typically log2(N).

• Column amplifiers are each dedicated to one column and to the
corresponding pixel output. Their important function consists in
storing reset and signal values, both required to perform the double
sampling (see next paragraph).

• The output driver typically consists in source followers, which load
the output busses to given voltage values. It can be preceded by
a multiplexer to reduce the number of outputs [230].

The conversion of analog signals, either expressed in temporal or voltage
forms, can be performed at various places. When not performed inside
the pixel, the analog-to-digital conversion typically occurs inside column
amplifiers, either using a single or N analog-to-digital converters (ADC)
when the speed is a major requirement.

Reducing non-idealities in sensor arrays

One of the major drawbacks of using a sensor array is that all pixels are
not exactly identical, especially when pixels are very small, because of
non-homogeneity and imperfections of the CMOS process. Even with
identical inputs, they can thus figure different output voltages, whose
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Figure 4.1 – Schematic representation of (a) the architecture of a sensor array,
highlighting the possible locations for the analog-to-digital conversion and (b) the
principle for the correlated (CDS) and non-correlated (NCDS) double sampling.

variability is called the fixed-pattern noise (FPN). Furthermore, a tem-
poral variability must also be considered between each pixel because of
thermal and flicker noises intrinsic to transistors. One common tech-
nique to reduce these two imperfections is the double sampling, which
is widely used in CMOS image sensor [241]. Its principle consists in
subtracting reset from signal levels, both sampled at different moments.
Depending on these sampling times, two methods exist (Fig. 4.1(b)):

• The correlated double sampling (CDS) samples the reset level just
after the start of the integration phase. At its end, the signal level
is sampled and features the same kT/C noise as the reset level
(they are correlated), since the reset transistor is cut off during
the integration phase. By subtracting these two levels, the pixel
mismatch (FPN) and kT/C noise are strongly reduced. However,
the CDS requires large hardware resources to store the reset level
during the integration phase, which further delays the frame rate.

• The non-correlated double sampling (NCDS), also called the delta-
reset sampling (DRS), consists in first sampling the signal level at
the end of the integration phase, before evaluating the reset level
when the pixel is subsequently reset. Despite cancelling FPN,
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the signal and reset levels are no more correlated so that their
subtraction increases the kT/C noise by a factor

√
2. In return,

the NCDS timing is much shorter, the flicker noise is reduced and
the hardware resources are less important [241].

Differential versus non-differential architectures

To remove parasitics and increase sensitivity of capacitive biosensors, a
reference capacitance Cr0 is typically subtracted from the sensing ca-
pacitance Cs = Cs0 + ∆Cs, with Cr0 ' Cs0, so that the shift ∆Cs is
more easily amplified which significantly improves the sensitivity. Other
non-idealities such as temperature and electrolyte conductivity can also
be cancelled. The obtention of a reference capacitance Cr0 ' Cs0 can
be obtained in two different ways:

• The fully differential method involves a reference electrode of ca-
pacitance Cr0 in contact either with the bacterial sample, in this
case the reference electrode is not covered by bioreceptors [139],
or with the same solution but without bacteria (thus in a different
microfluidic channel) [228, 232]. In both cases, no bacterial cell
adheres the electrode and the measured capacitance can be con-
sidered as a reference value. This technique is mainly limited by
the initial capacitance mismatch.

• The pseudo-differential method involves a reference capacitance
Cr0 with a fixed value, independent of the solution properties.
In this case, the electrode is typically covered by a thick resist
layer and is thus insensitive to the fluid properties [231, 242]. A
calibration method is then required since Cr0 does not respond
to the medium properties such as εr,sol, σsol, εr,ins and tins (see
Section 2.2 and 2.4). Versatility is thus the main issue.

Despite very popular, differential methods are not suitable for biosen-
sor arrays [139, 231, 232] featuring pixels with both sensing and reference
capacitances. Indeed, each reference capacitance must provide a local
control value in the biological point of view, i.e. be without bacteria. As
previously explained, it can be achieved either with a local antifouling
coating or a local flow of the same solution but without bacteria. Both
approaches are currently not technically feasible when pixels are scaled
down to the micrometer size, and the last further requires the possibility
to obtain the reference solution from the initial biological sample.
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Post-processing and encapsulation issues

The standard CMOS process must slightly be adapted for biosensing
applications. Since the topmost Al metal layer is typically used to define
the biosensor, a resistant sensing material must be post-processed:

• Processing the passivation layer: either the passivation layer is
removed atop the sensing regions [82, 235, 243], or the thick pas-
sivation layer is kept intact [93, 244].

• Replacing the whole sensing material: this is typically used for
long-term applications (e.g. several weeks for cell cultivation) but
requires more steps including patterning:

– Removing passivation, depositing a Cr/Au stack layer and
lifoff processing to define the area [234].

– Depositing a Ti/Pt stack layer, structuring it by liftoff process
and coating the whole surface by a TiO2/ZrO2 stack layer.
A thick Au layer is eventually deposited on bondpads, after
removing the previous dielectric layer [230].

– Sputtering a Ti/W/Pt stack layer, patterning it with liftoff
process and depositing a SiO2/Si3N4 passivation layer [245].

– Depositing a Ni/Au stack layer atop opened and passivated
regions of the chip. No photolithography step is required
since Ni/Au layer does not hold on passivation [92, 234].

– Depositing Au with photolithography-based patterning after
the standard CMOS process [139].

Besides post-processing, encapsulation methods are summarized in
Fig. 4.2. In general, wirebonds are protected by epoxy resist to avoid
saline solution to short-circuit tracks and corrode them [92, 228, 230,
234, 245, 246]. The most common method involves ring-like glass rings,
glued atop CMOS chips or ceramic packages and serving as cultivation
or fluidic chambers [67, 226, 230, 245]. More elaborated (micro)fluidic
chambers can also be used and pressed atop the chip [139], defined with
a direct-write method [228, 246] or with other methods [237]. More
exotic encapsulation methods involve cylindrical tubes glued atop the
chip [93, 244]. Eventually, it is also possible to deposit a drop of the
solution under test [67, 82, 92, 234, 235], by taking into consideration
the possible liquid evaporation.
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(a) (b) (c)

(d) (e)

(f) (g) (h)

Figure 4.2 – Illustration of the different encapsulation methods for CMOS chips:
(a) ceramic package with moulded fluidic lid [67], (b) ceramic package glued atop a
cultivation chamber with silicone [230], (c) CMOS chip mounted and wirebonded on
a PCB, featuring a glued glass ring [245], (d) CMOS chip mounted and wirebonded
on a PCB with a two-chamber fluidic cell [139], (e) DIP ceramic package with a glued
well [226], (f) direct-write microfluidic packaging of a ceramic package [228, 246], (g)
ceramic package with a drop of solution and electrode wire [92], (h) cylindrical tube
fixed and glued atop the chip, which is mounted and wirebonded on a PCB [93, 244].
Most of these works use epoxy resist to protect wirebonds from the solution contact.
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Figures of merit

For comparing electrical readout interfaces of capacitive sensors, it is im-
portant to enlarge the figures of merit previously defined in Section 1.3.5.
In all cases, it is strongly advised to precise intrinsic performances, such
as the interface limit of detection expressed in F, the interface input
range expressed in F and the interface sensitivity in V/F or in Hz/F
when the capacitance is converted into a voltage or a frequency, respec-
tively. The chip area, power consumption and whether sensing parts
are located on-chip are important figures of merit for readout interfaces.
Another critical aspect, which is sporadically mentioned in the litera-
ture, is the consideration of a non-ideal sensing capacitance, which is
more accurately represented by an impedance Z(ω) including lumped
elements with Cins, CDL, Rsol and Csol shown in Fig. 2.4(a).

For sensor arrays, it is also very important to report the number
and size of the sensors, because they indirectly impact the sensitivity,
chip area and multiplexing capabilities. Also, fixed-pattern noise (FPN)
characterizing the output variability must be expressed in V or % of the
saturated signal.

4.1.3 Capacitive interfaces

The most popular interfaces of capacitive sensors are summarized in this
section. The circuit must be designed to convert the impedance Z(ω),
which is dominated by the capacitance Csol but still slightly perturbed
by Rsol, Cins and CDL (see Section 2.4(a)), into an output voltage.

Voltage-controlled oscillators (VCO)

To perform the capacitance-to-voltage conversion, a voltage-controlled
oscillator (VCO) can be used in a phase-locked loop (PLL), synchro-
nizing the VCO output frequency with an input frequency (Fig. 4.3(a))
[93, 244]. In this case, the VCO consists of a NMOS differential pair with
on-chip inductors. Since a single VCO suffers from temperature sensi-
tivity and low-frequency noise [244], the same principle can be applied
to a reference and sensing VCOs [93], whose inputs are differentiated
and expressed as an digital output by an ADC. This enables a more
accurate permittivity measurement.
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Figure 4.3 – Readout interfaces for the semi-capacitive impedance Z(ω): (a) voltage-
controlled oscillator (VCO) consisting of a NMOS differential pair within a phase-
locked loop (PLL) [93, 244] and (b) coherent detection using two multiplexers to
extract real and imaginary parts of the voltage [92]. PFD, CP, TIA, LO and LPF refer
to phase-frequency detector, charge pump, transimpedance amplifier, local oscillator
and low-pass filter, respectively. The model for Z(ω) is described in Fig. 2.4(a).

Coherent detection technique

To evaluate both the capacitive and parasitic parts of the impedance
Z(ω), the real and imaginary parts of Z(ω) can be estimated by using the
coherent detection technique [92]. As shown in Fig. 4.3(b), a sinusoidal
voltage applied on one electrode side triggers an electrical current on
the other side, which is then magnified by a transimpedance amplifier
(TIA). The outputs are eventually multiplied by orthogonal signals (I
and Q) and followed by low-pass filters (LPFs) to remove high-order
harmonics, resulting in the following admittance Y (ω) = Z(ω)−1:

‖Y (ω)‖ =

√
V 2
I + V 2

Q

A · ‖Vin‖
and θY (ω) = tan−1

(VQ
VI

)
(4.1)

Capacitance-to-frequency converters (CFC)

The generation of a square waveform featuring a frequency inversely
proportional to the input capacitance has the big advantage to involve
no ADC, since the frequency can be converted to a digital signal by
simple counters. The most common implementation of capacitance-to-
frequency converters (CFC) consists in charging and discharging the
impedance Z(ω) with current sources delivering reference currents Iref ,
controlled by the switching of a comparator between reference voltages
Vref [82, 139, 235] (see Fig. 4.4(a) and 4.4(b)). The output frequency
is inversely proportional to Csol, but quite imperfectly because of the
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Figure 4.4 – Capacitive-to-frequency converters (CFC) for the semi-capacitive
impedance Z(ω): (a) (b) oscillator based on a comparator [82, 139, 235] and (c)
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small resistance Rsol inducing a non-linear behavior:

1

f
= 2RsolCsol · ln

(
1

1− Vref
RsolIref

)
'

2CsolVref
Iref

(4.2)

where the last approximation holds only if Vref
RsolIref

� 1. Another
possibility is the use of a ring oscillator as VCO, featuring the sen-
sor impedance at its output and whose output frequency is inversely
proportional to the sensor capacitance [247] (Fig. 4.4(c)):

f ' Iavg
2V · (3Cload + Csense)

(4.3)

where Iavg is the average current provided by one inverter, Cload the
load capacitance at each inverter node and Csense the sense capacitance
related to the impedance Z(ω).
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Figure 4.5 – Readout interfaces for the semi-capacitive impedance Z(ω): (a) current-
controlled oscillator (CCO) generating capacitance-dependent triangular waveforms
[234, 248] and (b) charge-based capacitance measurement (CBCM) performing dif-
ferential measurements [154, 228, 246, 249, 250]. The model for Z(ω) is described in
Fig. 2.4(a).

Temporal triangular waveforms

The evaluation of lumped elements at the electrode-electrolyte inter-
face can be performed by analyzing the shape of generated triangular
waveforms, avoiding the tedious extraction of the impedance phase and
modulus [234, 248]. It is typically implemented by a non-differential
current-controlled oscillator (CCO) charging and discharging the sen-
sor impedance Z(ω). A triangular waveform voltage (TWV) can be
generated to measure the stepwise current [234], or inversely a square
current can be applied to generate a triangular output voltage [248]
(Fig. 4.5(a)). Again, the sensitivity of passivated electrodes drops in
high-conductive solutions because of the extremely low values of time
constant τ , RsolCsol and asymptotic voltage ξ = RsolI0 [248]. For
unpassivated electrodes, the sensing can still be performed through the
DL capacitance CDL [234].

Charge-based capacitance measurement (CBCM)

Initially introduced to measure interconnect capacitances down to 10 aF
[251], the charge-based capacitance measurement (CBCM) is a high
sensitive differential technique that integrates the subtraction between
a reference current IR and the sensing current IS through an inte-
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Figure 4.6 – Readout interfaces for the semi-capacitive impedance Z(ω): (a) charge
sharing principle [153] and (b) switched capacitor implementation [231]. The model
for Z(ω) is described in Fig. 2.4(a).

gration capacitance Cint. Used for biosensing in low-conductive solu-
tions [154, 228, 246, 249, 250], its CMOS implementation consists in
differential pairs (Fig. 4.5(b)) giving the following output voltage:

Vout '
Csol−CR
Cint

·AI · Vdd + Voff (4.4)

where CR is the reference capacitance, AI is a design-dependent constant
and Voff an offset voltage accounting for the mismatch between current
mirrors. For high-conductive fluids, the time constant τ1 = RsolCins is
smaller than the sampling time and Vout is independent of Csol [250]:

Vout '
Cins
Cint

·AI · Vdd + Voff (4.5)

since Cins � CR. However, when performing fully differential measure-
ments thanks to two distinct microfluidic channels [228, 232], Csol can
be sensed in series with Cins thanks to the high sensitivity of CBCM
technique. In the case of pseudo-differential measurement, a calibration
circuit is required to match IR with IS [250].

Switched capacitors and charge sharing principle

The sensor capacitance can be evaluated by using charge redistribu-
tion. The first method, known as the charge sharing principle, is non-
differential and redistributes stored charges in the sensed capacitor to an-
other fixed capacitor, thanks to controlled switches. The voltage across
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these capacitors is almost proportional to the sensed capacitor [153]:

Vout =
(Cp1 + Csol) · Vdd + Cp2Vss

Cp1 + Cp2 + Csol
(4.6)

where Cp1 and Cp2 are parasitic capacitances (Fig. 4.6(a)). Another
implementation uses switched capacitors at the negative input of an am-
plifier, featuring a feedback capacitance Cf and a reference capacitance
CR that can be used for calibration purposes [231]. After double sam-
pling to remove imperfections and subtract a programmable offset (for
DR purposes), the output voltage Vout is given by:

Vout '
Csol∆Vin − CR∆VR

Cf
(4.7)

Comparison and chapter innovations

An exhaustive comparison between CMOS capacitive biosensors is pro-
vided in Table 4.1. Because of the different sensor sizes, biospecies,
resuspension media and interfaces, it is extremely hard to provide an
objective comparison of these works. However, some key conclusions
can be drawn:

• Very low intrinsic LoD (∼ 10− 20 aF) are achieved by differential
architectures [231, 232]. Detection of single beads or cells featuring
a minimal diameter of 10 µm are reported [82, 231].

• For capacitance-to-voltage conversion, the typical intrinsic sensi-
tivity is 200 − 400 mV/fF, achieved with differential techniques
[231, 232]. For capacitance-to-frequency conversion, the highest
intrinsic sensitivity is 223 kHz/fF [82].

• Most works perform biosensing in high-conductive solutions such
as growth medium [226, 228], PBS-like solutions [22, 234, 238] or
other solutions [92, 139]. However, among these studies, only [226,
228] use passivated electrodes but for growth monitoring (no direct
detection), while other use gold coatings atop the CMOS chip.
Other passivated chips perform direct detection in low-conductive
solutions such as water or mannitol solution [231, 237].

• Most arrays feature fairly large pixels, typically with a side on
the order of 100 − 200 µm. Two works report smaller pixels with
side of 20 µm [226, 231], but carry detection of 10-µm cells whose
volumes are three orders of magnitude larger than bacteria.
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In this chapter, we develop two architectures for capacitive sensors to
go beyond the state of the art. The first is a capacitance-to-frequency
converter working at very-high frequency (∼ 575 MHz) to provide sensi-
tive detection of bacteria in high-conductive solutions, despite the use of
passivated electrodes, thanks to the monitoring of volume properties [22]
(see Section 4.2). The second architecture is a 16×16 capacitive biosen-
sor array with small pixels (14 µm × 16 µm) targeting detection of single
bacterium in low-conductive solutions [23] (see Section 4.3).
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Table 4.1 – CMOS capacitive biosensors from the state of the art. Blue-highlighted
results are those reported in this Chapter.
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4.2 A CFC for bacterial sensing in conductive
buffers

4.2.1 Motivations

It is highly desirable to perform capacitive biosensing directly in the
initial conductive sample to maximize biological affinity with biorecep-
tors and avoid time-consuming centrifugation and washing steps with
low-conductive solutions. As previously explained in Section 2.1.7, the
largest sensitivity to bacterial cells in high-conductive buffers is typically
obtained through changes of the double-layer capacitance CDL. How-
ever, the passivation layer of capacitive biosensors screens CDL so that
bacteria must preferably be sensed through Rsol and/or Csol (see Section
2.2.2 for explanation and Section 2.2.3 for experimental results). Many
interfaces for capacitive biosensors use this principle in low-conductive
solutions (see Section 4.1.3) but fail to deliver a sufficient sensitivity in
high-conductive solutions, since very high frequencies (∼ 100−500 MHz)
are required. To do so, avoiding bulky impedance analyzers, large par-
asitics and tedious calibration steps, co-integrating sensing and readout
parts on the same chip requires the use of CMOS process, which further
provides portability, miniaturization and affordability.

To address this challenge, this section presents a CMOS capacitance-
to-frequency converter (CFC) interfacing on-chip Al/Al2O3 IDE up to
575 MHz, thus enabling sensing in high-conductive solutions [22] and ex-
tending the use of the biosensor built in Chapter 2. In Section 4.2.2, the
design of the CFC is described. In Section 4.3.4, we discuss experimen-
tal results in solutions with various εr,sol and σsol and in physiological
buffers containing whole-cell Staphylococcus epidermidis.

4.2.2 System architecture

Model of the sensing part

To optimize the IC design for high bacterial sensitivity, the metal-
insulator-electrolyte (MIE) dielectric behavior of the Al/Al2O3 IDE,
subjected to alternating voltages of frequency fIDE , needs to be un-
derstood in bacterial solution (Fig. 4.7(a)). The equivalent model is
identical to the one reported in Section 2.2.3, but with slightly different
parameters: tins = 25 nm, σsol = 1.8 S/m, λD ' 0.8 nm, de = we = 1.5
µm and te = 1.8 µm (see next sections for justification). In this case, the



4.2. A CFC for bacterial sensing in conductive buffers 137

Cins

M5

VHF

SiO2

CMOS

Al2O3

Electrolyte

VIA45

VIA

Si

Bacteria

GND VHF GND

M4

M3

M2

M1

CDL

Zbact

CDL

Cins

Csol

Rsol

Cpar

(a)

10
4

10
6

10
8

10
−1

10
0

10
1

10
2

10
3

10
4

10
5

Frequency [Hz]

Im
pe

da
nc

e 
m

od
ul

us
 [Ω

.m
]

Electrolyte

BacteriaCins

(b)

Figure 4.7 – Bacterial sensing principle: (a) schematic cross-section (not at scale)
of the integrated circuit including on-chip sensing parts, whose equivalent electrical
circuit is depicted, and (b) Bode diagram of the electrolyte and the bacterial cell
alone, based on expressions given in Section 2.2.

geometrical constant G is equal to 1 and the medium cutoff frequencies
are given by Eq. 2.12 and 2.13:

fc,1 '
1

π
· tins
de
· σsol
ε0εr,ins

·G ' 120 MHz (4.8)

fc,2 '
1

2π
· σsol
ε0εr,sol

' 405 MHz (4.9)

The bacterial cell features quite similar cutoff frequencies as those given
in Section 2.2.3: fcb,1 ' 13.7 MHz (different because of the smaller Rwall
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value) and fcb,2 ' 200 MHz. The whole system is then described by the
following succession of cutoff frequencies fcb,1 < fc,1 < fcb,2 < fc,2,
where each interval corresponds to a specific behavior (Fig. 4.7(b)). At
fIDE < fc,1, Cins dominates in series whatever the outer capacitance Cpl
(if fIDE < fcb,1) or the cytoplasm resistance Rcyt (if fIDE > fcb,1) values.
Between fc,1 and fcb,2, the bacterial cytoplasmic resistance governs and
slightly increases the whole medium resistance. At fIDE > fc,2, bacterial
cytoplasm decreases the medium capacitance. Thus, the largest bacterial
sensitivity is expected around frequencies fcb,2 and fc,2 where volume
effects (Rsol & Csol) dominate. A sensor interface must thus be designed
to operate at such very high frequencies (VHF) beyond fc,1 ' 120 MHz.

CFC architecture

To achieve VHF operation, the full IDE sensor is divided into five sub-
interdigitated microelectrodes (sIDE), each connected to an internal
node of a ring oscillator (Fig. 4.8). Once the en signal is enabled,
the oscillation starts and establishes at a frequency:

fIDE ' Ion/(2NinvCinvVdd) (4.10)

where Vdd is the supply voltage, Ion the drive current provided by one
inverter, Ninv is the number of inverters and Cinv the inverter output
capacitance. The sIDE impedance, approximated by a global capac-
itance CsIDE , dominates Cinv as detailed in next sections. In other
words, fIDE is inversely proportional to the whole electrode capacitance
CIDE ' Ninv · CsIDE , and thus provides an easy way to quantify it.

For a given total electrode area and inverter design, the number of
inverters must be odd and minimal to maximize fIDE and the sensitivity
to CIDE , by reducing parasitic capacitances at each sIDE node. Post-
layout simulations of a three-stage ring oscillator presented attenuation
of oscillations at low Rsol, i.e., for high-conductive buffers, due to detri-
mental combination of parasitic line resistances and Rsol. A five-stage
ring oscillator was thus designed to reach the specifications.

A frequency divider is added at the oscillator output to reduce the
output frequency fout below 600 kHz, thus minimizing the effect of ex-
ternal parasitic couplings and enabling read-out by standard scopes or
microcontrollers. The frequency divider is a 10-stage Johnson counter
with identical closed-loop flipflops composed of two latches and one in-
verter, and its division factor is 210 = 1024.
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Vdd
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Ten-stage frequency divider
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Figure 4.8 – Architecture of the capacitance-to-frequency converter (CFC) com-
posed of a five-stage ring oscillator and a ten-stage frequency divider. Each oscillator
node is connected to one on-chip sub-interdigitated microelectrodes (sIDE). A load
capacitance CL of 10 pF is assumed to mimic BNC cables.

CMOS manufacturing, post-processing and design

The CMOS fabrication, post-processing and encapsulation of capacitance-
to-frequency converters (CFC) with their own on-chip IDE are detailed
in Appendix A.4. For the inverter design, native-Vt NMOS and PMOS
transistors, with (W/L)N = 5 × (5 µm/0.24 µm) and (W/L)P = 5 ×
(12.5 µm/0.24 µm) were used. Their large W/L ratio were chosen to
provide enough Ion to achieve VHF oscillation up to 300 MHz for the
100 µm-sided CFC and 575 MHz for the 200 µm-sided CFC on CsIDE ∼
pF at Vdd = 2.5 V (see Appendix D.4). In contrast, NMOS/PMOS
transistors in flipflops are medium-Vt with smaller sizes (W/L)N =
(1 µm/0.35 µm) and (W/L)P = (2.5 µm/0.35 µm), respectively. Two
CFC systems were designed with the same electrical circuit but different
total sensing areas: 100 µm × 100 µm versus 200 µm × 200 µm IDE
patterned in M5. Microelectrode width and gap were fixed to the mini-
mal allowable size (1.5 µm) to maximize sensitivity to 1.2 µm-diameter
bacteria [180]. Consequently, each of the five sIDE has a total number
of fingers of 7 and 13 for the 100 µm- and 200 µm-sided electrodes, re-
spectively (Fig. 4.9). Also, the oscillator layout protects sensitive tracks
from VHF voltages on microelectrodes. In particular, a large mass shield
was patterned in the fourth metal layer (M4) to reduce clock feedthrough
effects between upper and lower CMOS metal layers (Fig. 4.7(a)).
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Figure 4.9 – Packaged chip and die microphotograph of the 200 µm-sided CFC.

4.2.3 Experimental validation

To improve readability, experimental results are expressed in term of
fIDE , obtained by multiplying the measured output frequency fout by
the frequency divider factor 210 = 1024. Details on the measurement
setup is provided in Appendix A.5.

Circuit functionality

The frequency fIDE depends on Vdd following the Ion trend from sub-
threshold to strong inversion operation (Fig. 4.10(a)), in agreement to
SPICE post-layout simulations where DI water was modeled by lumped
elements as in Fig. 4.7(a). Wide operating ranges of fIDE are available
in DI water when Vdd spanned from 0.3 V to 2.5 V: [11 kHz, 574 MHz]
and [8 kHz, 291 MHz] for the 100 µm- and 200 µm-sided IDE, respec-
tively. In the whole Vdd range, the ratio between fIDE of 100 µm- to 200
µm-sided IDE is ' 2, differing from the IDE area ratio ' 4. Indeed, par-
asitic capacitances at each sIDE node are not negligible, as shown by the
1st term in the next expressions extracted from post-layout simulations:

100 µm CFC: fIDE ∼ (0.8 pF + 0.77 · Csol,100µm)−1 (4.11)
200 µm CFC: fIDE ∼ (1 pF + 0.77 · Csol,200µm)−1 (4.12)

The factor 0.77 comes from insulator capacitance Cins twice in series
with Csol, and featuring Cins/Csol =

εr,ins
εr,sol

· detins ·
1
G ' 6.75. Based on 3D

FEM simulations with Comsol multiphysics R© giving Csol,100µm = 1 pF
and Csol,200µm = 3.5 pF for each sIDE, Eqs. (4.11) and (4.12) demon-
strate that fIDE decreases only by a factor 2 when the electrode area
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Figure 4.10 – (a) Measurements and post-layout simulations of fIDE versus Vdd in
DI water, (b) experimental dependence of fIDE,200µm with the relative permittivity
of glycerol (Gly) dilutions by volume in DI water at distinct Vdd and (c) experimen-
tal (fIDE,DI/fIDE,PBS) ratio versus fIDE,PBS for different PBS dilutions with σsol
ranging from 18 µS/m (PBS 10−5x) to 1.8 S/m (PBS 1x), characterized on the 200
µm-sided IDE. Similar results for (b) and (c) holds for the 100 µm-sided IDE.

is multiplied by a factor 4. To experimentally check the proportional-
ity between f−1

IDE and Csol, serial Glycerol dilutions were performed in
DI water and pipetted atop the chip. Their permittivities εr,sol were
characterized at each fIDE by a VNA (Agilent N5242A) connected to
a dielectric probe (Agilent 85070E). Demonstrating the inverse propor-
tionality between fIDE and εr,sol, measurements feature a mean error
inferior to 2% compared to linear least squares regressions (Fig. 4.10(b)),
which is in the same range that [93, 243, 244, 252].
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Influence of the electrolyte conductivity σsol

The ratio between the measured frequency in DI water (fIDE,DI) to the
one in various tenfold PBS dilutions (fIDE,PBS) was extracted for the
200 µm-sided IDE (Fig. 4.10(c)). When the ionic strength increases
with related conductivities σsol from 18 µS/m to 1.8 S/m (checked with
a conductimeter), the low-frequency (fIDE < 1 MHz) capacitance gets
larger and saturates to approximately 4.5 times the capacitance in DI
water. As indicated in Fig. 4.10(c), this can be interpreted as a progres-
sive transition from (0.77·Csol) to (Cins/2) ' 3.37·Csol in Eq. 4.11−4.12,
because both fc,1 and fc,2 increase proportionally to σsol and eventually
exceed fIDE . At high frequencies (fIDE > 200 MHz), the capacitance
value stays stable from PBS 10−5x to pure PBS, since fc,2 < fIDE for
all σsol ≤ 1.8 S/m. In this case, Csol dominates the CFC response,
demonstrating volume monitoring in saline buffers.

It is important to mention that the capacitive behavior remains dom-
inant for all σsol up to 1.8 S/m (either through Cins/2 or Csol) since the
maximal phase of the electrolyte in the Bode diagram of Fig. 4.7(b)
is −52◦, which is smaller than −45◦. This is quite important since it
guarantees the proper operation of the CFC.

Bacteria sensing in high-conductive solutions

The preparation of S. epidermidis sample is fully described in Appendix
A.3. A 5 µL drop of bacterial resuspension was pipetted above the two
CFC IC and the package lid was then closed during the incubation time
of 20 min to avoid drop evaporation. Measurements of fIDE in fresh
sterile PBS for each Vdd were performed before and after this bacterial
incubation, and the chip surface observed by optical microscopy. Results
were repeated for a second independent experiment (Fig. 4.11(a)).

After the incubation time, the random S. epidermidis binding to
the sensor surface (see [180] for details on biological variations) leads
to number of captured bacteria of ca. 1200 (i.e. 13.57% coverage, see
Fig. 4.11(b)) and 4614 (i.e. 13% coverage) for the 100 µm- and the 200
µm-sided IDE of the second experiment, respectively. These numbers
come from the second experiment in Fig. 4.11(a), since the first experi-
ment gives underestimated bacteria numbers because of the rough unde-
sired wash that occured before visualization. Achieved around 150 MHz
(> fc,1 ' 120 MHz) where volume properties dominate, the correspond-
ing maximal sensitivities were 5.3% and 12.7%, respectively, differing
by a factor 2 despite similar bacterial coverages. Indeed, a small vari-



4.2. A CFC for bacterial sensing in conductive buffers 143

10
6

0

S
en

si
tiv

ity
 [%

]

200 m-sided: exp. #1
exp. #2
mean

100 m-sided: exp. #1
exp. #2
mean

4

8

12

10
7

10
8

10
9

fIDE [Hz]

(a)

Initial sensor

Bacterial coated

(b)

10
6

10
7

10
8

10
9

0

Frequency [Hz]

S
en

si
tiv

ity
 [%

]

Cins

(c)

Figure 4.11 – (a) Experimental sensitivity S , (∆fIDE)/fIDE to S. epidermidis in
pure PBS versus fIDE for the two CFC circuits, repeated by one independent exper-
iment. ∆fIDE and fIDE are mean values of 100 successive temporal measurements
(standard deviation at each point is < 0.5%). (b) Illustration of the bacterial coverage
for the 100-µm sided CFC of the second experiment. (c) Matching between experi-
mental values, numerical simulations of Section 2.4 and analytical model of Section
2.2 having the following parameters tins = 25 nm, σsol = 1.8 S/m, de = we = 1.5 µm
and te = 1.8 µm. The factor K to match 2D with 3D data is equal to 0.89.

ation ∆Csol,200µm ' 3.5 ·∆Csol,100µm will not impact fIDE proportion-
ally due to parasitic capacitances expressed in Eqs. (4.11) and (4.12).
At the optimal frequency of 150 MHz, fIDE experimentally increases
and highlights the larger and lower values for Rsol and Csol, respec-
tively, since εr,cyt < εr,sol and σcyt < σsol. Excellent matching with
numerical simulations developed in Section 2.4 and with the analytical
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model provided in Section 2.2 was obtained (Fig. 4.11(c)). Unlike Fig.
2.23(b), there is no significant difference between analytical and simu-
lated curves since Rwall becomes negligible at σsol = 1.8 S/m. Since the
nominal SNR , 20·log10(fout/σfout) were 60 dB and 65 dB respectively,
the minimal detectable sensitivities defined as five times the noise were
0.5% (i.e. 25 fF for the whole IDE) and 0.28% (i.e. 50 fF for the whole
IDE), corresponding to 113 and 102 bacteria for the 100 µm- and 200
µm-sided IDE, respectively. In term of concentration, the LOD is esti-
mated to 107 CFU/ml of whole-cell S. epidermidis in pure PBS, after
20 min of incubation on the sensor.

It is important to mention that the temperature rise of the chip and
liquid did not exceed 2 to 3◦C at the maximum power consumption of 29
mW, as characterized with a macro lens (FLIR Macro 1X) mounted on
an infrared camera (FLIR SC660). This small temperature drift guar-
antees the viability of bacteria, the stability of fIDE (variation < 0.5%
were obtained by SPICE simulations) and the stability of σsol (variation
< 0.6% as characterized). More details are provided in Appendix D.5.

4.2.4 Comparison with relevant works

To compare this work objectively with the literature, two sets of detailed
comparison are provided in Tables 4.2 and 4.3. A wider comparison
including much works can be found in Tables 2.1 and 4.1.

When considering only impedimetric detection of bacteria (Table
4.2), this work provides the smallest chip, which additionally comprises
both sensor and electrical readout. The LoD is slightly higher than
other works which use either non-saline buffers [79, 94] or larger sample
volumes [120]. To decrease the LoD, several strategies can be combined
with the CFC such as electrokinetics (see Chapter 3), sensor arrays (see
Section 4.3), or magnetic beads [94]. Selectivity can also be obtained
with lytic enzymes (see Section 2.3) or using grafted antibodies [104].

When considering GHz oscillators designed to probe chemical so-
lutions [93, 243, 244, 252] (Table 4.3), our CFC is more suitable for
biological sensing thanks to the large active area, provided by the small
electrode width and gap, and to electrode robustness against corrosion
provided by Al2O3. This leads to a much higher capacitance (CIDE ∼ 14
pF) but for a similar power consumption (29 mW). Hence, our design fea-
tures the best value for the figure of merit FoM , power

CIDE ·fIDE ·V 2
dd
' 1.14

at Vdd = 2.5 V. At 29 mW, the CFC output provides 2.5 · 105 samples
per sec and can be duty-cycled to reduce the energy consumption.



4.2. A CFC for bacterial sensing in conductive buffers 145

Table 4.2 – Comparison of relevant works on impedimetric detection of bacteria.

[94] [120] [79] This work∗ [22]

Readout Off-chip IA Off-chip IA Off-chip IA On-chip CFC
Techno. Passive IDE Passive IDE Passive IDE 0.25 µm CMOS
Vdd - - - 0.3 - 2.5 V

Range 10 Hz - 1 MHz 100 Hz - 100 kHz 1 Hz - 100 kHz 8 kHz - 291 MHz

Power - - - 29 mW @ 2.5V,
250 kS/s

Area∗∗ 7.5 mm2 2.25 mm2 0.09 mm2 0.05 mm2

Material Au Au Au Al/Al2O3

Bacteria E. coli E. coli S. typhimur. S. epiderm.
Labeling Yes No No No
σsol ' 200 µS/m '1 S/m ' 6 µS/m ' 1.8 S/m

Sensing Rsol CDL Rsol Rsol/Csol
LOD 105 CFU/ml 104 CFU/ml 3 · 106 CFU/ml 107 CFU/ml

Sample 2 µL 1000 µL 25 µL 5 µL
tdetect. 35 min 40 min @ 37◦C 60 min 20 min

IA: Impedance Analyzer. ∗: for the 200 µm-sided CFC
∗∗: including the sensor and readout, if integrated.

Table 4.3 – Comparison of relevant works on very-high-frequency CFC.

[244] [252] [243] [93] This work∗ [22]

CMOS
process 90 nm 0.35 µm 65 nm 90 nm 0.25 µm

Vdd 1.3 V 1.5 V NA 0.45 V 2.5 V
IC area 6.25 mm2 9 mm2 1.2 mm2 2.15 mm2 0.05 mm2

Power 16.5 mW 9 mW 114 mW 22 mW 29 mW
Frequency 9 GHz 2 GHz 25 GHz 10.4 GHz 291 MHz

εr,sol 30 9 4 30 80
Csense 0.4 pF 0.24 pF 3.5 fF 0.12 pF 14 pF

Power FoM 2.71 8.44 NA 87 1.1
Accuracy on

εr,sol
< 3.5% < 1% 1% 1.5% < 2%

Csense is the sensed capacitance including the Cins capacitance.
FoM , Power/(CIDE · fIDE · V 2

dd).

4.2.5 Conclusions

In this first chapter part, capacitive biosensing at VHF ∼ 575 MHz
was analytically, numerically and experimentally assessed to increase
sensitivity to bacteria in high-conductive buffers [22]. To this end,
a CMOS capacitance-to-frequency converter (CFC) connected to on-
chip Al/Al2O3 IDEs was designed and tested with various solutions.
The results showed excellent matching with simulations and ability to
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accurately sense volume properties instead of surface properties in high-
conductive buffers (σsol ' 1.8 S/m). As a proof-of-concept towards bac-
terial point-of-care (PoC) diagnostics, detection of whole-cell S. epider-
midis was successfully performed in pure PBS demonstrating a maximal
sensitivity in the 100 MHz − 250 MHz range and a detection limit of ap-
proximately 107 CFU/ml after 20 min of bacterial incubation. The 0.05
mm2 area, the 29 mW consumption at 250 kS/s, and the sensor/circuit
co-integration makes this biochip very suitable for PoC applications.
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4.3 A biosensor array towards single bacterium
sensing

4.3.1 Motivations

Integrated biosensor arrays are unique platforms combining thousands
biosensors on a single chip. Many studies have highlighted the huge
medical potential of charged-based multi-electrode arrays (MEA) to se-
quence bacterial and human genome in few hours [67] and record real-
time activities of electrogenic cells from the brain and heart [158, 253].

Such array can also be envisioned for PoC detection of pathogen
bacteria, where the huge amount of parallel detectors provides multi-
plexing and reduces the sample size, diagnosis time, cumbersomeness
and cost [1]. Another key advantage is that pixels can be shrunk to the
µm-size while keeping the same total sensing area by increasing their
number. When close to the bacterial size (∼ µm), each sensing unit
increases its sensitivity and can envision detection of single bacterium.
In this case, the biosensor array can thus enhance its detection limit in
term of number of bacteria per mm2 [240], substituting to concentration
techniques such as dielectrophoresis [220] or magnetic beads [94].

As previously established in Section 4.1.3, capacitive biosensor arrays
have been reported for detection of cells [231], DNA [92, 139, 234, 238],
proteins [235] or 10 µm polystyrene or magnetic beads [82, 231], but not
for whole-cell bacteria to the best knowledge of the authors. In the case
of nanometer biospecies such as proteins and DNA, the on-chip sensors
monitor a change of CDL. In contrast, cells and beads that are larger
than 10 µm typically exceed the pixel size, so that sensors evaluate their
volumic dielectric properties through Rsol or Csol. The same principle
can be used for bacteria but the modified volume between electrodes is
three orders of magnitude smaller because of their 1 µm diameter. In
this case, sensitivity is then the key performance to enhance.

In this second part of the chapter, we report the first CMOS capac-
itive biosensor array for detection of whole-cell bacteria [23]. Built in a
0.25 µm mixed-signal CMOS process, a 16 × 16 array comprises pixels
of 14 µm × 16 µm whose sensing parts include two Al2O3-passivated
microelectrodes in the last CMOS metal layer. The in-pixel readout
circuit uses a non-differential charge sharing principle combined with a
gain transistor in subthreshold operation to enhance the sensitivity to
bacterial cells, achieving a LoD of ca. 7 single bacteria.

The work is organized as follows. In Section 4.3.2, the challenges of
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capacitance conversion inside micrometer-sized pixels towards biosensing
are addressed. In Section 4.3.3, the designs of the electrical circuit and
sensing parts are detailed. In Section 4.3.4, experimental performances
achieved by the capacitive array are described in dry condition and in
solutions with and without bacterial cells. Finally, a discussion with
regards to literature is provided in Section 4.3.5.

4.3.2 Challenges of in-pixel capacitance conversion

Capacitive readout interfaces convert in-pixel capacitances into either
analog voltages, which then require ADC, or square voltages with a
frequency inversely proportional to the pixel capacitance. When the
readout circuit is integrated inside each pixel, the main challenges arise
from the small pixel area required to boost sensitivity to bacteria and
the next issues must be considered to design the readout interface:

• Sensed capacitances are typically extremely small (∼ 10 fF) despite
the large value of εr,sol. Parasitic capacitances and kT/C noise can
thus possibly deteriorate sensing performance.

• When electrodes are protected by a passivation layer [82, 226,
228, 231, 232, 235, 237], the sensed capacitance Csol is partially
screened.

• For high-conductive solutions, the low resistance Rsol can alter the
capacitance conversion.

• Mismatch (FPN) between small pixels must be reduced.

As previously described in Section 4.1.2, differential methods are not
suitable for biosensor arrays because of the need for a proper control
value for each pixel. On the other hand, pseudo-differential methods
consisting in subtracting the sensed capacitance from an fixed on-chip
capacitance [231, 242] are not versatile since the fixed capacitance is
calibrated for a given liquid featuring fixed εr,sol and σsol.

Among single-ended methods, capacitance-to-frequency converters
feature output voltages inversely proportional to Csol, charging time
constants extremely small at high σsol and no implemented compensa-
tion techniques for FPN (see Section 4.1.3). Capacitor dividers are not
recommended since one electrode side is floating and then presents trap
charges that strongly increases FPN. Coherent detection requires com-
plex electrical circuitry and can hardly be integrated within a micrometer-
sized pixel (see Section 4.1.3).
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Charge sharing principle or switched capacitors seem thus the most
appropriate techniques for the targeted application because of the pos-
sible FPN compensation and the linear dependence between the output
voltage and the input capacitance (see Section 4.1.2). Depending on the
switching frequency, they can be used with high-conductive solutions.

4.3.3 Implementation

System architecture

The biosensor array is divided in five parts: the row and column de-
coders, pixel array, column amplifiers and output stage. The analog-to-
digital conversion is performed off-chip with a dedicated instrument (see
Appendix A.5). The 4:16 decoders use two 2:4 decoders built with invert-
ers and NAND gates, while other blocks are implemented as depicted in
Fig. 4.12. The readout is controlled by digital signals synchronized on a
40 MHz-clock and features four phases: initialization, reset, integration
and readout. The supply voltage Vdd is fixed to 2.5 V.

Each pixel comprises both sensing and readout parts. The sensor is
implemented by miniaturized IDE patterned in the last CMOS metal
layer and covered with a thin post-processed passivation layer. The
underlying electrical circuit uses charge sharing principle to convert the
in-pixel IDE capacitance CIDE into a proportional output voltage. One
row of the capacitive array is read at a time and controlled by row
decoders. The critical in-pixel nodes VIDE and VgT are first initialized
to ground during the initialization phase. During the reset phase, the
transistor MR sets the voltage Vpix to its reset value and switches MC1

and MC2 load the voltage VgT to a value proportional to CIDE :

VgT =
( CIDE
CIDE + CD + CgT︸ ︷︷ ︸

β

)
· Vref (4.13)

'
( CIDE
CD + CgT

)
· Vref

with CgT the gate capacitance of MT , CD the in-pixel capacitance of
fixed value and Vref the reference voltage supplied off-chip and applied to
all pixels. This conversion comes from the charge redistribution between
CIDE , first loaded to Vref when Mc1 is asserted by Vc1, and the fixed
capacitance CD + CgT when Mc2 is enabled by Vc2. By placing MT in
subthreshold inversion, the small value of Vref enables maximizing the
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Figure 4.12 – System architecture of the pixel, column amplifier and output stage.
The temporal diagram illustrates the digital controls for the readout of a single row,
where annotations // refer to durations longer than the clock period. Four main
phases are highlighted: the initialization, reset, integration and readout phases. The
clock frequency is 40 MHz and the supply voltage Vdd is 2.5 V.

relative sensitivity Sr, defined as:

Sr ,
1

Vout
· ∂Vout
∂Csol

(4.14)

where Vout is the output voltage defined by Eq. 4.15 and Csol the medium
capacitance, which is slightly different from CIDE as explained in the
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next section. To maximize Sr, VgT is amplified by an exponential trans-
fer function (see Appendix C.2), provided by the subthreshold operation
of MT . SPICE simulations give a subthreshold slope of 98 mV/dec for
MT , corresponding to α = 98 mV

ln 10 = 42 mV in Appendix C.2. The sub-
threshold transfer function thus enhances Sr when VgT > 42 mV.

During the integration phase, VgT remains fixed to the value given by
Eq. 4.13 sinceMc1 andMc2 are both disabled. The drain current ofMT

progressively discharges Vpix during an integration period tint, reducing
its temporal noise. Both reset and signal values on Vpix, chosen at the
start and end of integration period, are stored on column-based ampli-
fiers. Eventually, for each in-row pixels selected by the column decoder,
the readout phase successively sends reset and signal values stored in
column amplifiers to the output stage, resulting in voltages Voutr and
Vouts, respectively. These are then converted to digital values by the off-
chip ADC and subtracted to implement the CDS, which reduces FPN
and kT/C noise [241]:

Vout , Voutr − Vouts
∝ exp(VgT )

∝ exp(CIDE) (4.15)

where the two last relationships hold when MT is in weak inversion.
The dependence of the voltage Vout with VgT is depicted in Fig. 4.13.
The operating range is defined as the region where MT goes from weak
to strong inversion, i.e. VgT ∈ [0.1 V, 0.32 V]. When VgT < 0.1 V, the
output voltage mostly depends on the mismatch between Vouts and Voutr.
When VgT > 0.32 V, both the signal Vouts and reset Voutr saturate and
Vout drops consequently. This dependence of the reset level with VgT is
due to the CDS implementation, since Vpix must be sampled after that
MR is cut off. The drop of Voutr compared to its value at VgT = 0 is
ca. 10 times smaller than for Vouts when VgT ∈ [0 V, 0.3 V] and does
not alter the circuit working principle. However, it slightly reduces the
sensitivity of Vout to VgT by ca. 10%.

The major contributions of our circuit with regards to the charge
sharing implementation proposed in [226] are the additional subthresh-
old gain stage, the calibration capability with Vref and the large on-chip
capacitance CD, providing a better linearity between VgT and CIDE .
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Figure 4.13 – SPICE simulations showing the impact of VgT on the output reset
voltage Voutr, the output signal voltage Vouts and the differential output Vout =
Voutr − Vouts. The voltages Voutr,0 and Vouts,0 correspond to the values of Voutr and
Vouts at VgT = 0, respectively.

Design of the pixel sensing part

Each pixel comprises two electrodes patterned in the last CMOS metal
layer and connected to VIDE and ground, respectively. They are de-
signed to maximize the sensitivity to adherent bacteria on the given
pixel area (Fig. 4.14(a)), fixed by the underlying readout circuit to
14 µm × 16 µm (see Section 4.3.3). Gaps de = 2 µm, widths we = 2
µm and lengths Le = 14 µm provide a maximal active area, a regular
pattern and enough place to let bacteria bind between microelectrodes,
where electric field is maximal. The capacitance CIDE of these elec-
trode configuration is impacted mainly by the interaction between the
electrode at VIDE and its counterpart at ground, but also by ground
electrodes of neighborless pixels which result in fill factors ≥ 100%.

Another key design parameter is the insulating layer covering these
electrodes and protecting them from electrochemical corrosion in bio-
logical buffers. The electrical equivalent model of one pixel is similar to
the one reported in Section 2.2.2, by accounting for an additional stray
capacitance Cstray (Fig. 4.14(b)). Compared to the model of Section
2.2.2, the following parameters are different: de = we = 2 µm, tins = 25
nm, te = 1.8 µm and G = 1. Since the sensing principle is based on the
linear change of Csol with the number of adherent bacteria (see Section
2.2.3), it is important to quantify the reduction of sensitivity caused by
lumped elements Rsol, Cins, CDL, Cox and Cstray.
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Figure 4.14 – Sensing part of the pixel: (a) 3D representation of the last metal layer
(M5) of one pixel with the neighborless pixels highlighting the concerned capacitances,
(b) 2D schematic cross-section of adjacent electrodes with their equivalent electrical
circuit and (c) simulation results of the dependence of capacitance Cox+Csol with the
solution relative permittivity εr,sol, based on the 3D representation of Fig. 4.14(a).

The resistance Rsol hardly perturbs the Csol-to-VgT conversion be-
cause the corresponding time constant is evaluated to τ ' εr,solε0

σsol
= 400

ns, which is far larger than the 25 ns clock period between Vc1 and Vc2.
Furthermore, the ratio CDL/Cins '

εr,sol
εr,ins

· tinsλD
' 9.3 shows that Cins

dominates CDL in series, while (Cins/2)/Csol '
εr,ins
εr,sol

· de
2tins

· 1
G ' 4.5

demonstrates that Cins cannot be neglected in series with Csol. By
assuming Cox and Cstray far smaller than Csol in parallel (see next para-
graph and Section 4.3.3 for justification), CIDE is approximated to:

CIDE ' (2C−1
ins + C−1

sol )
−1 ' 0.82 · Csol (4.16)
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Figure 4.15 – SPICE simulation results of (a) the impact of the electrolyte conduc-
tivity σsol on the gate voltage VgT of MT for several values of tov and εr,sol and (b)
the impact of variation of Csol, Cins and σsol (thus impacting Rsol and CDL) within
±50% of their nominal value on VgT . Vref is fixed at 0.9 V and the lumped elements
shown in Fig. 4.14(b) are used in SPICE.

To accurately estimate Csol, 3D finite-element simulations of the elec-
trode design in Fig. 4.14(a) were performed with Comsol Multiphysics R©,
by assuming no insulator and double layers. It highlights the follow-
ing linear dependence of Csol with εr,sol (Fig. 4.14(c)): Csol = 2 fF +
0.68 fF · εr,sol. In typical electrolyte featuring εr,sol = 80, the solu-
tion capacitance is then equal to Csol = 55.6 fF. By setting εr,sol = 0,
the capacitance corresponds to Cox and is equal to 2 fF, which is far
smaller than Csol, as expected. The cell constant κcell is equal to
(ε0εr,sol)/Csol = 127 cm−1, giving the following value for the solution
resistance: Rsol = κcellσ

−1
sol ' 7 MΩ.

Design of the pixel circuit

The charge sharing circuit is designed to obtain a gate voltage VgT pro-
portional to Csol, free of non-linearities and independent of Cins, CDL
and Rsol (see Eq. 4.13). Switches MC1, MC2 and MINIT are high-Vth
transistors with minimal widths and channel lengths to reduce clock
feedthrough and charge injection. The type of switches (low- versus
high-Vth) impacts by only 16 % the on-resistance Ron of switches, so
that high-Vth is preferred for low leakages. Based on sizes given in Ta-
ble 4.4, the stray capacitance Cstray has a simulated value of 4 fF, which
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is far smaller than Csol = 55.6 fF. The transition tov between Vc1 and
Vc2 must be sufficiently small to have a proper and stable operation at
σsol ≤ 0.05 S/m (Fig. 4.15(a)). In this work, tov was fixed to the clock
period (25 ns) to limit the VgT drop around σsol ' 0.01 S/m below
15% of the VgT value at tov = 5 ns and to provide a sufficient sensitiv-
ity at σsol < 0.05 S/m. At σsol > 0.05 S/m, the insulator capacitance
dominates (CIDE ' Cins/2) and results in VgT ' Vref · Cins/2

Cins/2+CD+CgT
from Eq. 4.13, which is thus insensitive to εr,sol whatever the tov-value.
Around the nominal operating point where σsol = 1.8 mS/m, εr,sol = 80
and εr,ins = 9, VgT predominantly depends on Csol with a maximum
non-linearity of 10% at ±50% of its variation (Fig. 4.15(b)). Further-
more, VgT is almost insensitive to variations of Cins and σsol, featuring
maximal deviations of 9% and 2% on VgT . The sensing principle is thus
mainly impacted by dielectric medium properties, and immune to un-
expected corrosion of the insulator layer [161] or ionic contamination of
the electrolyte buffer (see Section 2.2.3), both inexistent in this work
anyway.

To provide the high linearity between VgT and Csol, the capacitance
CD has been chosen constant and sufficiently larger than Csol, but with
moderation to limit degradation of the pixel area and sensitivity (see
Eq. 4.13). A MIM capacitance cannot be used since microelectrodes are
patterned in the last metal layer. Since VgT is typically small to placeMT

in weak inversion, a PMOS capacitor was used and features a maximal
variation of 1.5% when VgT spans from 0 to 0.5 V, thanks to its strong
inversion regime. A 3.95 µm × 3.95 µm size gives CD ' 100 fF, therefore
two times larger than Csol. In addition, MT is also designed with large
width and channel length (W/L) = (5.5 µm/5.5 µm) to increase its gate
capacitance CgT to 45 fF, reduce its Early effect and reduce the local
mismatch on IdT , detrimental for FPN. Finally, Vref is chosen to boost
Sr thanks to the experimental procedure described in Section 4.3.4.

The pixel source follower is designed to load a column bus capaci-
tance Ccol ' 1 pF in 6 clock periods (150 ns) and consists of a buffer
transistor MBUF , a row switch MSEL and a biasing transistor MB in-
cluded in a column amplifier. For noise and timing constraints, the
gm/Id ofMBUF is maximized to a high value of 22 V−1 (weak inversion)
thanks to a low-Vth feature. To have a settling error smaller than the
1-mV resolution of the off-chip ADC, the charging time tch must be 8
times larger than the time constant τch = Ccol

gm
. Since tch is limited to

6 clock periods (i.e. 150 ns) and Ccol ' 1 pF, the gm value of MBUF
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Table 4.4 – Transistor sizing for the circuit shown in Fig. 4.12(a)

Transistor Type (W/L) sizing

MC1 NMOS high-Vth (0.58 µm/0.24 µm)
MC2 NMOS high-Vth (0.58 µm/0.24 µm)
MINIT NMOS high-Vth (0.58 µm/0.24 µm)
MT NMOS high-Vth (5.5 µm/5.5 µm)
MR NMOS high-Vth (0.58 µm/0.24 µm)

MBUF NMOS low-Vth (3.86 µm/0.5 µm)
MSEL NMOS low-Vth (0.58 µm/0.5 µm)
CD PMOS capacitance (100 fF) (3.95 µm/3.95 µm)

MB NMOS high-Vth (0.8 µm/2 µm)
MSHR - MSHS NMOS high-Vth (0.58 µm/0.7 µm)

MBUFR - MBUFS PMOS high-Vth (9.5 µm/1 µm)
MSELR - MSELS PMOS high-Vth (0.58 µm/0.35 µm)
CSHR - CSHS NMOS capacitance (300 fF) (6.82 µm/6.82 µm)

MBR - MBS PMOS high-Vth 3 x (13 µm/12 µm)

Available values of threshold voltages Vth0 in the 0.25-µm CMOS technology:
NMOS: 60 mV, 180 mV and 480 mV; PMOS: 290 mV and 600 mV.

is fixed to 60 µS and the drive current therefore to 2.7 µA. Based on
the gm/Id method [254], the biasing voltage Vb and the (W/L) ratio are
found to be 0.7 V and 7.7, respectively, which results in sizes mentioned
in Table 4.4 by minimizing the channel length for reduction of the pixel
area. For the design of MB, high-Vth NMOS is chosen with gm/Id = 7.3
V−1 (moderate inversion) to reduce noise. Giving (W/L) = 0.4, a large
L is chosen to reduce the column FPN. Because of the non-zero body
source voltages of MBUF and MSEL, the source follower suffers from a
non-linearity of 3% per unit voltage when Vpix goes from 0.5 V to 2 V.

Design of the column amplifier circuit

The storage of the reset and signal values are ensured by large capac-
itances CSHR and CSHS . Designed to fill the column amplifier width
with a squared shape, the capacitances have a value of 300 fF that enable
only 3 mV shift after 100 µs of storage, thanks to high-Vth transistors
MSHR and MSHS featuring low leakages in OFF state.

The two source followers are identically sized and next developments
are only focused on the part storing the reset value. It consists of three
transistors MBUFR, MSELR and MBR, which have large widths and
channel lengths to minimize the column-based FPN (which was not
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Figure 4.16 – Chip microphotograph with pixel and column amplifier zoom.

compensated by the delta-difference sampling (DDS) scheme such as
in [255]). It is crucial for MSELR to be high-Vth in order to reduce its
drain leakage current and avoid the drain voltage of MBUFR to increase
with time, and perturb the storage node by capacitive coupling. The
same methodology as the pixel source follower is used to size MBUFR

and MBR and provides biasing voltage Vbr = 1.55 V. However, the body
of PMOS transistors is connected to the source to limit non-linearity
from body effect, which was not possible in pixels for size constraint due
to triple well. With CLR = CLS ' 100 pF, the maximal charging time
tread is 8 µs. With the sizes provided in Table 4.4, the source follower
achieves a non-linearity of 6.9% per unit voltage from 0 to 1.4 V.

4.3.4 Experimental validation

In this section, experimental tests performed with the fabricated chip
are detailed. Firstly, functionality of the capacitive array is confirmed at
dry condition and with basic solutions without bacterial cells. Secondly,
the real-time detection of bacterial cells is demonstrated. The chip fabri-
cation, post-processing and encapsulation is described in Appendix A.4,
while the measurement setup is provided in Appendix A.5.
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Figure 4.17 – (a) Experimental and simulated characteristics of Vout of test pixels
versus their MIM capacitance values at Vref = 0.8 V and at dry condition, showing
the FPN values with and without CDS. (b) Experimental and simulated mean pixel
output Vout versus Vref in PBS 1:1000 with corresponding measured FPN and tem-
poral noise (TN) levels, including comparison with measured characteristics of test
pixels at dry condition. SPICE simulations account for the model in Fig. 4.14(b).

Circuit functionality

At dry condition, the readout time tread was first ajusted to 20 µs to let
Voutr and Vouts achieve their steady state values. The time tov was fixed
to the clock period (25 ns), while tint to 2 µs (see Appendix D.6 for the
impact of tins). Test pixels with known MIM capacitance values ranging
from 25 fF to 65 fF by step of 10 fF (Fig. 4.16) feature output voltages
Vout that exponentially depend on MIM capacitances (as expected from
Eq. 4.15) and that perfectly match post-layout simulations at dry condi-
tion (Fig. 4.17(a)). FPN levels at Vref = 0.8 V with and without CDS
were computed from the difference Voutr − Vouts (Eq. 4.15) and from
the voltage Vouts only, respectively, on all except edge pixels. Thanks to
CDS, the FPN was reduced by a factor 9, close to 20 dB of improvement
(Fig. 4.17(a)). The array consumes 29 µW at a frame rate of 37 frames
per sec, corresponding to an energy efficiency of 3 nJ/(frame.pixel) (see
Appendix D.6 for the full characterization).

To validate sensing capabilities of all pixels, a 10 µL drop of PBS
1:1000 was pipetted atop the capacitive array and the package lid closed
to avoid drop evaporation and to work under dark condition. The
mean output voltage computed on all except edge pixels highlights three
different regions of operation depending on Vref (Fig. 4.17(b)). At
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Vref < 0.6 V, the output voltage is dominated by parasitics and noise.
The operating range spans from 0.6 V to 1.3 V, where MT progres-
sively goes from weak to strong inversion and provides Vout dependent
on Vref and CIDE according to Eq. 4.13. At each Vref , ca. 10 successive
temporal measurements were acquired and FPN was computed as the
standard deviation of the mean temporal values of each pixel, while the
temporal noise (TN) as the average of the standard deviations obtained
on successive temporal values of each pixel. As shown in Fig. 4.17(b),
FPN and TN have close values and both increase with Vref , because
mismatch and noise from MT in subthreshold are not compensated by
CDS. Operating in the subthreshold region ofMT thus enables to reduce
both FPN and noise. Also, for this reason, FPN in water (εr,sol = 80,
Fig. 4.17(b)) features larger values than FPN in air (εr,sol = 1, Fig.
4.17(a)), where MT is cut off thanks to small CIDE ' 2 fF and does not
add FPN. The measured noise figure follows the same evolution versus
Vref as that given by SPICE simulations, but is larger by a factor 3 due
to the use of external ADC that adds uncorrelated noise of 1-mV charac-
terized amplitude on Voutr and Vouts. The maximal signal-to-noise ratio
(SNR) accounting for both FPN and noise is 37 dB at Vref = 1.44 V
(Fig. 4.17(b)). By comparing the measured characteristics Vout versus
Vref of the different test pixels at dry condition, the slopes are different
because of the different values of β expressed in Eq. 4.13. The larger the
MIM capacitance, the larger the value of β and therefore the steeper the
slope. In solution, the effective capacitance CIDE is also slightly smaller
than Csol (see Eq. 4.16), so that β is smaller compared to a fixed MIM
capacitance of the same value. By considering this slope difference and
comparing Vout values at the start of the subthreshold operation of MT

(Vref ' 0.7 V), CIDE in PBS 1:1000 can be approximated to 40-45 fF
(Fig. 4.17(b)), which is ca. 80% of the simulated Csol value of (55 fF),
as expected by Eq. 4.16. SPICE simulations including the IDE model
of Fig. 4.14(b) confirms the good matching in the operating range.

To assess that pixel outputs depend on dielectric medium properties,
the capacitive array was subject to several glycerol dilutions, featur-
ing different relative permittivities characterized with a VNA (Agilent
N5242A) connected to a dielectric probe (Agilent 85070E) at 419 MHz:
35.5, 55.6, 66.9, 73.5 and 81.6 for glycerol, glycerol 3:4, glycerol 1:2,
glycerol 1:4 and DI water, respectively. These permittivity values can
be considered as good approximations for DC permittivities, since di-
electric dispersion occurs beyond 419 MHz. Within the operating range,
the mean pixel output and its slope both increase for larger εr,sol (Fig.
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Figure 4.18 – Experimental dependence of Vout with (a) Vref for several glycerol
dilutions and with (b) the solution permittivity εr,sol of these dilutions for several
Vref , considering all except edge pixels for mean and standard deviation. For (a), the
relative sensitivity Sr is also shown and is identical for all glycerol dilutions.

4.18(a)) for the same reasons as test pixels. At fixed Vref , Vout is shown
to be exponentially dependent on εr,sol (Fig. 4.18(b)) and confirms Eq.
4.15. Since Csol changes by 1 fF when εr,sol goes from 80 to 78.5, the
sensitivity S , ∂Vout

∂Csol
computed around εr,sol = 80 has a maximal value

of 55 mV/fF at Vref = 1.36 V. On the other hand, the relative sensitivity
defined by Eq. 4.14 has been extracted from the curves of different εr,sol
(Fig. 4.18(a)) and has a maximal value of 6.3%/fF at Vref = 1.24 V. As
expected, Sr is maximized in the subthreshold slope at estimated gate
voltage VgT ' 0.3 V, thus well beyond α = 42 mV (cfr Section 4.3.3 and
Appendix C.2). Since the noise σn at Vref = 1.36 V has a value of 5 mV
(Fig. 4.17(b)), the LoD corresponding to 5 · σn is evaluated to 450 aF.
Accordingly, the dynamic range is 20 · log10(55.6 fF

0.45 fF) ' 42 dB.

Sensing of bacterial cells

In this section, the response of the biosensor array to bacterial cells
contained in a low-conductive buffer is investigated. In contrast to the
previous experimentation with simple solutions, all pixels are not sup-
posed to give the same output voltage anymore, since bacterial cells
can preferably adhere to some pixels. Protocols for preparation of the
bacteria are provided in Appendix A.3.

The capacitive array was first measured under sterile PBS 1:1000
with Vref spanning from 0 to 2.5 V. Then, a real-time experiment on the
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Figure 4.19 – Experimental biosensing of real-time S. epidermidis binding on the
sensor surface: (a) temporal evolution of the output voltages V ∗out of three different
pixels, set identical at t = 0 s, (b) statistical evolution of ∆rt

1 , V ∗out,2 − V ∗out,1 and
∆rt

2 , V
∗
out,4 − V ∗out,3 on all pixels. Vref is set to 1.06 V.

capacitive array was performed based on the following protocol. The ref-
erence buffer, the bacterial solution and the reference buffer again were
successively incubated on the array surface, 20 min each time with lid
closed and under electrical measurements at Vref = 1.06 V, a midrange
value in the subthreshold slope. The chip surface was then dried and
observed by optical microscopy to localize bacterial binding. Then, the
capacitive array was measured again in PBS 1:1000 with Vref spanning
from 0 to 2.5 V to find the best conditions achieving the maximal sen-
sitivity with regards to the initial measurement. Because the bacterial-
covered surface can hardly be cleaned without damaging the array, the
biochip was discarded after a single experiment to avoid any interfer-
ence. More generally, the chip was not designed to be reused because
the Al2O3 layer would be strongly etched by chlorine solutions employed
to remove adherent bacteria.

The temporal evolution of the three distinct pixel outputs (2,6), (2,7)
and (2,8) during the two first incubation phases is described in term of
V ∗out(t) = Vout(t) − Vout(0) to suppress pixel mismatch and facilitate
comparison (Fig. 4.19(a)). During the first 20 min, the three pixel
outputs present a similar drift of approximately 5 mV (Fig. 4.19(a)),
occuring because of the slight drop evaporation or possibly the accu-
mulating charges in the DL because no reference electrodes is used.
The voltage difference at times [t1, t2] = [3, 19] min defines the shift
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∆rt
1 , V ∗out,2 − V ∗out,1 = Vout,2 − Vout,1, which has a Gaussian distri-

bution computed on all pixels with a −5-mV mean and 0.45-mV stan-
dard deviation (Fig. 4.19(b)). When the solution with bacterial cells
is pipetted, the pixel values recover instantaneously and approximately
their initial levels (the previous drift due to evaporation is suppressed
by the new drop, but a small difference in conductivity between PBS
1:1000 without and with bacteria explains the slight negative values
of V ∗out as the new drop is pipetted) but each pixel presents different
temporal evolutions (Fig. 4.19(a)). To quantify this, a second shift
∆rt

2 , V ∗out,4 − V ∗out,3 = Vout,4 − Vout,3 is defined with t3 = 24 min and
t4 = 40 min, and features a broader distribution centered around 1
mV with a standard deviation of 2.2 mV (Fig. 4.19(b)). Compared
to ∆rt

1 , the mean value increased by 6 mV because bacterial binding
induces an increase of pixel capacitances, as previously demonstrated
in [18, 22, 180]. Indeed, the bacterial impedance is dominated by the
large outer shell capacitance, thus increasing the global capacitance be-
tween electrodes [19]. The large dispersion of ∆rt

2 is due to the fact
that all pixels do not have the same number of bacteria and that their
positions affect the capacitance value [180]. The bacteria could then be
indirectly detected through the enlargement of the pixel distribution.

To quantify the voltage shift per bacterium, the number of adher-
ent bacteria on each pixel was estimated from microscope images taken
after the real-time experiment. Bacterial cells appear black (type 1)
or white (type 2) depending on their respective positions between or
atop microelectrodes (Fig. 4.20(a)). This distinction is important since
the positions of adherent bacterial cells slightly affect the capacitive
shift [180]. Pixel outputs with the same number of bacteria can then
exhibit non-negligible variability arising from these random bacterial po-
sitions. 3D simulations of the pixel represented in Fig. 4.14(a) demon-
strates that both pixel capacitance and output voltage increase with
the bacteria number Nb, but with a large variability (Fig. 4.20(c)):
∆Vout ' (2.6± 0.6 mV) ·Nb and ∆Csol ' (61± 14 aF) ·Nb. Despite the
exponential transfer function of MT (see Eq. 4.13), a linear dependence
between the mean ∆Vout and Nb is observed because of the very small
capacitance shifts (< 1% of the nominal value at Nb < 10). In these
simulations, the SNR achieves a peak value of 13 dB at Nb = 10 show-
ing that biological noise established in [180] and independent of Vref
strongly limits the biosensor performance. It is also confirmed that Sr
is strongly enhanced by the weak inversion of MT , from 1% at the input
capacitance level to 3.6% at the output voltage. Experimentally, since
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Figure 4.20 – Impact of the number of bacteria per pixel on the pixel output: (a)
microphotographs of one pixel before and after the bacterial binding. Two types
of adherent bacteria are found: type 1 corresponds to bacteria between electrodes,
while type 2 to bacteria atop electrodes. (b) Experimental Vout after wash versus the
number of adherent bacteria, computed on all countable pixels of the array at the
optimum Vref = 1.24 V. The number of pixels used for each error bar is indicated by
the symbol #. Edge pixels and pixels where the number of bacteria cannot accurately
be estimated were discarded. (c) 3D simulation results of random bacterial deposition
on the 3D structure of Fig. 4.14(a) at Vref = 1.24 V. Each error bar is obtained by
averaging 200 independent simulation results involving different bacterial positions.
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it was not possible to optically observe bacteria binding during the real-
time incubation, only Vout measured for each Vref before and after the
bacterial incubation are compared. The maximal sensitivity to bacterial
cells is obtained at Vref = 1.24 V (data not shown), as expected from
Fig. 4.18(a). The pixel output voltage Vout is shown to increase with
the number of adherent bacterial cells (Fig. 4.20(b)), and presents the
following dependence on Nb: ∆Vout ' −14.6 mV + 2.18 mV · Nb. The
negative value at Nb = 0 is due to the slight difference in σsol between
the initial and final wash, because it is very likely for low-conductive
electrolytes (σsol ' 1.8 mS/m). There is a good matching between ex-
perimental data and 3D simulations since the sensitivity to bacteria is
fairly the same, i.e. 2.18 versus 2.6 mV/bacteria, respectively. Based on
the sensitivity of 35.3 mV/fF at Vref = 1.24 V (see Section 4.3.4), one
bacterium is then represented by a capacitance increase of 62 aF, which
is the same order of magnitude as in [18]. Since the detection limit is
450 aF, the minimal detectable number of bacteria is approximately 7.

4.3.5 Comparison with relevant works

A comparison of performances from relevant CMOS capacitive biosen-
sors is provided in Table 4.1. Among biosensor arrays, our work is the
first to focus on bacterial detection, while others deal with protein [235],
DNA [92, 139, 234, 238] and cells/beads [82, 231, 237]. To our best
knowledge, this capacitive biosensor array is also the first CMOS ar-
ray for bacterial detection, whatever the transduction mechanism (ca-
pacitive, impedance, field-effect, etc.). In particular, [232] only shows
functionality with on-chip capacitances, and not in biological solutions.
Contrasting with these works, a more advanced CMOS technology (0.25
µm) and smaller pixels (16 µm × 14 µm) were required to enhance
the sensitivity to bacteria without using differential measurements. For
the same reason, miniaturized interdigitated electrodes with micrometer
gap (2 µm) were used instead of single squared/disk electrodes. Simi-
larly to [22, 82, 235], a thin passivated layer was post-processed on the
last CMOS metal layer to protect it from corrosion. As in [22], the
thickness (25 nm) was one order of magnitude smaller than in [82, 235]
(∼ 300 nm) to boost the sensitivity. While most work used differential
measurements to boost the sensitivity [139, 228, 232, 234], an innova-
tive gain stage in subthreshold region was included along with a charge
sharing capacitance-to-voltage conversion within the pixel to enlarge the
sensitivity by a factor 4. Compared to the best reported LoD ∼ 20
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aF [231, 232], the value achieved by this work is one order of magnitude
larger (450 aF) but obtained without differential or pseudo-differential
architectures. For the same reason, the sensitivity (55 mV/fF) is 4 to
5 times smaller as well compared to the best reported ones. However,
the pixel size (14 µm × 16 µm) and power consumption (29 µW) are
the smallest and then provide benefits in term of IC area, costs and
portability. Finally, thanks to the non-differential circuit, the design
of this biosensor array can still be scaled in more advanced technology
to eventually achieve single bacterial detection. The selectivity can also
easily be provided with lytic enzymes in volume (see Section 2.3) or with
antibodies on the sensor surface [104].

4.3.6 Conclusion

The design and fabrication of a 16 × 16 capacitive biosensor array in a
0.25 µm mixed-signal CMOS process has been reported towards detec-
tion of single bacterial cell [23]. Each pixel features two miniaturized
IDE and a readout circuit based on the charge sharing principle that
enables a linear capacitance-to-voltage conversion. To boost the bac-
terial sensitivity without differential measurements, a gain stage con-
sisting of a single transistor operating in the subthreshold region was
added after the linear capacitance-to-voltage conversion. Thanks to the
non-differential architecture, the array offers possibilities for miniatur-
ization and functionnalization. Experimental results demonstrate excel-
lent matching with simulations, and confirm the sensing principle based
on medium dielectric properties, featuring a maximal sensitivity of 55
mV/fF and a LoD of 450 aF. When S. epidermidis bind on pixels in
real-time, their output values were shown to be correlated to the num-
ber of adherent bacteria on each pixel. Each bacterial cell was shown to
induce a 62-aF capacitance shift, corresponding to 2.18 mV in output.
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4.4 Conclusions

In this chapter, we have presented two distinct CMOS interfaces for
the capacitive biosensor presented in Chapter 2. In addition to con-
vert the sensor capacitance into a readable output voltage, these imple-
mentations provide additional functionalities hardly achievable without
co-integrating the capacitive biosensor with the CMOS circuit:

• Ability to sense bacteria in high-conductive solutions [22]:
the screening by the passivation layer is avoided by exciting the
electrodes with a very-high-frequency (∼ 200− 500 MHz) voltage,
generated by a five-stage ring oscillator. The designed capacitance-
to-frequency converter (CFC) generates a square signal whose fre-
quency is lower than 1 MHz thanks to a frequency divider and
inversely proportional to the on-chip IDE. Owing to the VHF stim-
uli, bacterial cells are detected in PBS buffer characterized by an
electrical conductivity of 1.8 S/m.

• Ability to sense few bacteria [23]: the sensor is downscaled to
14 µm × 16 µm and replicated 16×16 times to form a whole capac-
itive biosensor array. Each pixel unit features two tiny electrodes
and a proper electrical circuit implementing capacitance-to-voltage
conversion with an innovative subthreshold gain stage. As a result,
the sensing of ∼ 7 bacteria per pixel with a maximal sensitivity of
55 mV/fF is achieved.



Conclusions and
perspectives

Thesis conclusion

In this thesis, three key aspects of capacitive biosensors towards the
detection of whole-cell bacteria have been investigated:

1. the transducer consisting in interdigitated passivated microelec-
trodes and its transduction mechanism [18–20] (Chapter 2).

2. the electrokinetic effects that can be integrated along with such
capacitive biosensors, and their mechanisms [21] (Chapter 3).

3. the CMOS readout interfaces enabling conversion of the biosensor
capacitance into an analog or digital signal [22, 23] (Chapter 4).

For each aspect, notable innovations have been proposed and studied
through analytical models, numerical simulations, innovative designs
and experiments. These innovations address known problems or chal-
lenges related to capacitive biosensors for bacterial detection; the most
important being:

• Avoiding significant sample pre-treatments and the effects of non-
specific bindings: a method using lytic enzymes has been developed
to selectively detect target bacteria in relatively complex matrixes
such as urine [18] (Chapter 2).

• Optimizing and understanding capacitive biosensors: analytical
models have been proposed and provide a cutoff-frequency analysis
of the metal-insulator-electrolyte (MIE) interface with and with-
out bacterial cells. In addition, 2D numerical simulations have
been implemented to accurately quantify the impact of key sys-
tem parameters on the sensitivity [19] (Chapter 2).

• Combining multi-range electrokinetics with capacitive biosensors:
an innovative design using macroelectrodes surrounding capaci-
tive biosensors has been demonstrated for simultaneous short and
long-range trapping of bacterial cells on capacitive biosensors [21]
(Chapter 3). In addition, an electromagnetic resonance effect has
been identified to strongly improve the bacterial short- and long-
range trapping.
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• Understanding the electrokinetics of passivated electrodes: new an-
alytical formulae have been proposed to quantify electrokinetic
effects generated by contactless electrodes [21] (Chapter 3). Nu-
merical simulations of contactless dielectrophoresis (c-DEP) have
also been implemented to explain experimental results.

• Capacitive biosensing in high-conductive buffers: to bypass the
screening of the double layer capacitance by the insulating capac-
itance, a capacitance-to-frequency converter (CFC) with on-chip
IDEs and working at very high frequency has been designed to-
wards sensing of the solution capacitance. Detection of bacterial
cells has been demonstrated in solutions featuring electrical con-
ductivities up to 1.8 S/m [22] (Chapter 4).

• Sensing single bacterial cells: a 16× 16 capacitive biosensor array
with 14 µm × 16 µm pixels has been designed towards single bac-
teria detection. Experimental results have demonstrated a detec-
tion limit of 7 bacteria per pixel, thanks to an innovative in-pixel
capacitance-to-voltage architecture [23] (Chapter 4).

The table 4.5 provides a comparison of the four different sensing devices
developed in this thesis. Due to the different sensor geometries, the nom-
inal medium capacitance in DI water ranges from 55 fF (single pixel in
the biosensor array) to 17.5 pF (IDE of the CFC). As described in Chap-
ter 4, this has obviously lead to different design considerations for the
readout interfaces. On the other hand, two different solutions (PBS and
PBS 1:1000) featuring extreme conductivities (1.8 S/m and 1.8 mS/m,
respectively) were used both in fluidic (Chapters 2 and 3) or steady state
conditions (Chapter 4). Detection limits range from 105 to 107 CFU/mL
after 20 minutes of sample incubation, depending on whether electroki-
netic effects are used or not. The related figures of merit, FoM1 and
FoM2, feature best values of 5 ·103 CFU and 105 CFU.min, respectively.
On the other hand, the intrinsic limits of detection (iLoD) range from
450 aF to 10 fF, mainly driven by the sensor area. For the two CMOS
interfaces, the intrinsic sensitivities are respectively equal to 16 kHz/fF
and 55 mV/fF.

Performances expressed in function of the bacteria number, e.g. the
sensitivity and the iLoD in Table 4.5, must only be interpreted as rough
approximations because of:

• The unaccuracy of the bacteria number : precise counting of bac-
teria is hardly possible because of the low resolution of micropho-
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Table 4.5 – Comparison of the different works performed in this thesis.

IDE [18] IDE+EK
[21] CFC [22] Array [23]

S
en

so
r

# 1 1 16× 16

Techno Winfab (Home made) 0.25-µm CMOS 0.25-µm CMOS
de 4 µm 1.5 µm 2 µm
we 2 µm 1.5 µm 2 µm
te 1 µm 1.8 µm 1.8 µm
tins 33 nm 25 nm 25 nm

Unit area 0.05 mm2 0.04 mm2 224 µm2

Voltage 50 mV 2.5 V 0.3 - 0.8 V
Frequency 1 MHz 291 MHz -
Csol ∼ 3 pF ∼ 17.5 pF ∼ 55 fF

S
ol

u
ti

on

Type PBS 1:1000∗∗ PBS PBS 1:1000
σsol 1.8 mS/m 1.8 S/m 1.8 mS/m

Selectivity Lytic enz. - - -
Total vol. 20 µL 100 µL 5 µL 10 µL
Flow rate 1 µL/min 5 µL/min - -

P
er

fo
rm

an
ce

s

Time 20 min 20 min 20 min

iLoD
5 fF 50 fF 450 aF

(∼ 50 bact.) (∼ 102 bact.) (∼ 7 bact.)
LoD 5 · 106 CFU/mL 105 CFU/mL 107 CFU/mL -
FoM1 105 CFU 5 · 103 CFU 5 · 104 CFU -
FoM2 2 · 106 CFU.min 105 CFU.min 106 CFU.min -

iSensitivity - 16 kHz/fF 55 mV/fF
Sensitivity ∼ 80− 100 aF/bacteria ∼ 8 kHz/bact∗ ∼ 2.2 mV/bact†

Input
range - - 0.45 fF - 57 fF

Power
consump. - 29 mW 29 µW

∗: corresponds to ∼ 490 aF/bacteria; †: corresponds to ∼ 60 aF/bacteria
∗∗: for IDE, urine was used as the resuspension medium for bacteria but measurements

were performed in PBS 1:1000.

tographs, the hidden bacteria atop electrodes (in the case of the
inverted microscope) and in 3D clusters, and the uncertainty of
the algorithmic or manual counting methods. In Chapter 4, bac-
teria are also numbered after the experiment so that their amount
possibly slightly differs from the real number during experiments.

• The unaccuracy of physical and biological properties: the dielec-
tric properties and sizes of the bacterial components can vary from
batch to batch (different cultures and manipulations) and inside a
given batch (mutations, clusters and biofilm formation). In addi-
tion, the bacteria dielectric and dimension values in this work are
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taken from [30], and must be considered only as an approximation.

• The unaccuracy of the transduction mechanism: a universal rela-
tionship between the sensor output and the number of bacteria
does not exist, since it depends on the bacteria position, the pos-
sible 3D agglomeration of bacteria, the kind of stimuli (e.g. DC
versus AC) and the simulation framework (e.g. 2D versus 3D).

With these notices in mind, the sensitivity were evaluated to ∼ 80−100
aF/bacteria, ∼ 490 aF/bacteria and ∼ 60 aF/bacteria for the IDE, the
CFC and the pixel array, respectively. The two last figures are still more
imprecise than the first, because they were indirectly obtained from the
measurement results by the means of post-layout simulations and the
number of bacteria was evaluated after the experiment. The larger bac-
terial sensitivity of the CFC compared to the IDE is due to the smaller
electrode gap (1.5 µm versus 4 µm) that partially compensates the loss
of sensitivity at VHF, as confirmed by numerical simulations of Section
2.4 (more details in Appendix D.3). The smaller sensitivity of the pixel
array (∼ 60 aF/bacteria) despite the small electrode gap of 2 µm prob-
ably originates from the transient stimuli applied on electrodes, which
are different from the AC stimuli applied on the IDE and CFC, and
from the larger number of unfavourable random bacteria positions on
the electrode configuration. Unfortunately, it is not possible to compare
with simulation results, since no numerical simulation were implemented
when considering transient stimuli.

As a general guideline, the detection principle must be chosen to
maximize the difference of dielectric properties between the bacterial
cytoplasm and the electrolyte medium. In particular, the maximal
sensitivity in low-conductive electrolytes is achieved thanks to the sig-
nificantly larger electrical conductivity of the bacterial cytoplasm. In
high-conductive electrolytes, the detection should rely on the smaller
conductance and capacitance of the cytoplasm compared to the outer
electrolyte. Finally, for a detection after drying the sensor surface, both
the very small permittivity and conductivity of the air will be strongly
impacted by the bacterial cell.

In conclusion, this thesis has opened some unexplored research di-
rections in the field of capacitive biosensors towards bacterial detection.
Owing to their miniaturization and integration capabilities, it has been
shown that capacitive biosensors can potentially be used for point-of-
care testing of bacteria because it provides competitive sensitivity and
selectivity means. However, the technology still requires 5 to 10 years
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of applied research to converge towards a competitive commercialized
product in the area of point-of-care diagnosis tools. For instance, even
though it is more cumbersome, expensive and non-portable, MALDI-
TOF analysis can perform analysis of urine samples (> 105 CFU/mL)
in less than 30 min (see Section 1.2.4), while more time is required with
our method. Similarly, the limit of detection must still be decreased
down to smaller bacterial loads, such as 103 CFU/mL in milk samples.
Besides the reported innovations, some interesting perspectives can be
highlighted. The two next sections thus develop the main outlooks re-
garding CMOS capacitive biosensing of bacteria cells.
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Next generation of capacitive biosensors for PoC
diagnosis

Because each of the four devices developed in this thesis provides inter-
esting features (see Table 4.5), the big question is:

Which device should be selected?

The answer is none of them. Indeed, each device targets specific and
isolated goals. The best option is thus to rethink the whole system by
trying to cleverly integrate most innovations present in these proof-of-
concept devices. The new PoC device should address the four following
targets at the same time, with their proper solutions:

• High sensitivity : the device should include small pixels and elec-
trokinetics, in order to cumulate their respective benefits in term
of sensitivity.

• Rapidity and simplicity : the device should avoid pre-treatment
steps, by using on-chip concentration means and by performing
the analysis in real-time.

• Multiplexing : the device should perform parallel detection of bac-
teria from a single sample, through innovative selectivity means.

• Portable and miniaturized : all electronic and sensing parts should
be integrated on a CMOS chip.

Based on these criteria and on the four devices of Table 4.5, the next
generation of capacitive biosensors for PoC diagnosis can be envisioned
(Fig. 4.21(a)). It consists in a CMOS biosensor array with pixel sides
of ∼ 3 µm and surrounded by a circularly-shaped macroelectrode that
enables bacteria volume trapping. The circular shape of the array is re-
quired to uniformly concentrate bacterial cells by electrokinetics. Each
pixel features a single pair of miniaturized electrodes spaced by ∼ 1 µm
to increase the sensitivity close to 1 fF per bacteria, thus enabling sens-
ing of single bacterium and rending the device very sensitive as only one
adherent bacteria per 0.1 mm2 could potentially be detected. Even if dif-
ferent sensor answers can be obtained for different bacteria, a sufficiently
small signal threshold can be settled to encompass most bacteria under
test. The in-pixel circuit should use VHF stimuli on the ns-order to
enable sensing in high-conductive buffers, thus avoiding washing or cen-
trifugation steps. In that case, the challenge resides in the non-overlap
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(a)

Macroelectrode

(b)

Figure 4.21 – (a) Next generation of capacitive biosensor arrays (not at scale) and
(b) its related microfluidics.

of digital command signals. An on-chip control can be provided with
larger electrodes that sense only the solution conductivity. To achieve
small geometric features as well as fast and compact in-pixel circuits, the
use of nanometer CMOS technologies (∼ 65 nm) is advised. The mul-
tiplexing capabilities can be provided by patterning several parts of the
array by specific bioreceptors (e.g. antibodies or lytic enzymes) prior
to biosensing thanks to a dedicated microfluidic clamp, as shown by
conceptual linear fluidic channels in Fig. 4.21(b). It can then be with-
drawn and replaced by the main microfluidic channel enabling the flow
of a larger sample volume atop the sensor. It is important to note that
selectivity through volume-based methods (Chapter 2) would require
permanent multi-channels atop the biosensor array, which can possibly
trouble electrokinetic effects.
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Other outlooks

Besides this big picture, other important aspects can further be explored:

• Challenges for extreme scaling of pixels: shrinking pixels is re-
quired to enhance the sensitivity to bacterial cells. Some important
tradeoffs must be considered: a more advanced CMOS technology,
a smaller number of transistors within the pixel circuit, a higher
mismatch between sensing parts, a more problematic kT/C noise
and a smaller size of the column amplifier.

• Combining different transducers inside the biosensor array : in-
cluding different sensing sites within the biosensor array can lead
to innovative applications:

– e-Nose sensor array : the design of a generic in-pixel circuit to
interface optical, impedance, field-effect and temperature sen-
sors can provide pixels with identical dimensions and termi-
nals but including different transducers, enabling multi-type
sensing of various chemical and biological parameters.

– Multi-function pixels: several kind of sensors can be inte-
grated inside each pixel, which thus features larger sizes but
multi-sensing capabilities. This could enable statistical con-
sideration and improvement of sensitivity and selectivity.

– Multi-signal pixels: a single in-pixel sensor can be interro-
gated differently with different interface circuits located inside
each pixel. For instance, the capacitance of capacitive biosen-
sors could be converted both into voltage and frequency at
different operating frequencies to retrieve complementary in-
formation. This could possibly enhance detection limits and
physical information on bacteria binding.

• Combining capacitive sensing with droplet microfluidics: profit-
ing from the electrowetting-on-dielectric (EWD) technology for
droplet microfluidics, capacitive biosensors can directly be inte-
grated on the metal-insulator-electrolyte (MIE) interface and thus
benefit from the bacterial confinement inside well-controlled drops.

• Capacitive biosensors for biofilm monitoring : another very impor-
tant application of capacitive biosensors is their ability to monitor
biofilm formation [89, 90], several hours after that bacterial cells
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have bound. This ability is critical for healthcare system and wa-
ter and food industry, where biofilm prevention can save lives and
money, respectively [7]. Many challenges and possible innovations
can be identified: early biofilm detection, differentiation of the
biofilm type (e.g. 2D or 3D) and EPS-destructive enzymes use.

• Screening drug resistance of bacteria: identifying the bacterial
species is important, but determining resistance factors to antibi-
otics and drugs is still more critical for medical diagnoses [61].
Strategies using local spotting or flow of antibiotics can be used
on capacitive biosensors to obtain new generations of antibiograms,
enabling massive screening of drugs on target bacteria.

• Combining magnetic particles (MP) with dielectrophoresis (DEP):
an interesting method can be envisioned. The first step aims at
mixing the bacterial sample with antibody (Ab)-coated MP for
selective trapping. Then, an external magnetic field is applied to
separate conjugates (target bacteria + Ab-MP) from the rest of
the sample. Finally, the resuspension is flown on the capacitive
sensor where DEP is applied similarly to Chapter 3 to attract
only bacterial conjugates, and not excessive MP that are repealed
by n-DEP since εr,p � εr,sol and σp � σsol (Fig. 4.22). A fine
tuning of the MP diameter and electrokinetics could optimize the
opposition between the two forces.

• Combining the biosensor array with coils: to attract magnetic par-

Figure 4.22 – Scheme combining magnetic particles (MP) and dielectrophoresis
(DEP) for selective detection of bacteria.
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Figure 4.23 – Optimal combination of a sensor array with several coils.

ticles (MP) conjugated to bacterial cells to the sensor surface, it
is possible to adopt the arrangement shown in Fig. 4.23, avoiding
loosing too much spaces by integrating coils inside each pixels such
as [82]. The space and number of pixels between each coil must
be optimized to enhance the trapping of MP.

• Non-linear impedance spectroscopy for bacterial detection: using
voltage amplitudes far larger than 10− 50 mV could lead to inter-
esting results for detection of bacterial cells. Some effects would
change the system behavior: the electrical double layer would be
strongly different because of steric effects, harmonics could not be
neglected anymore and could contain information on bacterial cells
and finally, electrokinetic effects could appear at the same time as
the real-time detection.

• Combining lytic enzymes and antibodies: when the sample ma-
trix contains many parasitic components, such as other bacteria,
cells, proteins, etc., it could be very interesting to combine surface
functionalization using antibodies with a volume-based selective
method using lytic enzymes. Indeed, without an antibody layer,
the surface can be mainly covered by parasitic components so that
target bacteria have no place to bind the sensor surface. The sen-
sitivity is then strongly impacted. This combination results in
a more costly and intricate selective method, but which is more
sensitive and selective in return.
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Besides these novel aspects, many optimizations regarding the work
performed in this thesis can still be realized:

• Optimizing the microfluidic chamber : the design of the microflu-
idic chamber could be optimized to increase the number of trapped
bacteria per unit time. Geometric factors such as the channel
width and height could be tuned with regards to the bacterial di-
ameter, flow rate and sensor dimensions [96]. It is also possible
to imagine vertical channel inlets atop the sensor to maximize the
number of bacteria coming into contact with the sensor surface.

• Improving the biosensor array architecture: several features could
be added at the circuit level to enhance the performances of the
biosensor array:

– A digital interface could be implemented to control the read-
out and avoid loss of power. A calibration procedure can also
be included to automatically set tuning factors such as Vref
and tint.

– A cancelling scheme for the column-based FPN could be im-
plemented by using double delta sampling (DDS) [255].

– For pixels sufficiently large, the kT/C noise can be neglected
and the NCDS could then be implemented instead of the CDS
to increase the frame rate and alleviate storage capabilities.

– Methods should be implemented to compensate noise and
mismatch of the in-pixel capacitive sensor and transistorMT .
For instance, increasing the integration time, modifying the
pixel architecture, bringing a differential low-noise ADC on-
chip, performing an averaging procedure on-chip and imple-
menting the DDS for column FPN can all provide noise and/or
mismatch reduction.

– Analog-to-digital conversion should be added inside each pixel,
e.g. by using capacitance-to-frequency conversion, or inside
each column amplifier with differential ADCs.

• Ability to measure dozens of capacitive biosensors in parallel : a
characterization platform should be built to enable simultaneous
measurements of dozens capacitive biosensors similar to those in
Chapter 2.
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• Investigating the optimal insulating material : Al2O3 used in this
thesis could be replaced by a more resistant oxide withstanding
corrosion in electrolytes during several months, because it is re-
quired for long-term testing with biofilms for instance. This mate-
rial should be biocompatible, present a high relative permittivity
and be deposited by ALD. The best candidate seems to be TiO2,
because of its biocompatibility and its high relative permittivity.

• Optimizing sticking coatings: other coatings as Polydopamine im-
proving the adhesion of bacterial cells can be studied and opti-
mized, such as poly-L-lysine.

• Investigating different bacterial species under electrokinetics: by
quantifying the effects shown in Chapter 3 for different bacterial
species, it is possible to assess whether the attraction speed, reso-
nance and electrokinetic effects are different or not. It can poten-
tially lead to a selectivity means since electrokinetic effects slightly
depend on physical properties of bacterial cells.
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APPENDIXA
Protocols and setups

A.1 Sensor microfabrication

The process is detailed in Table A.1 and sketched in Fig. A.1. The main
steps are the following:

1. The 3-inch 400 µm-thick Pyrex wafer is immersed in a fresh Pi-
ranha solution (H2O2:H2SO4, 2:5) during 10 min for cleaning, fol-
lowed by two continuously renewed immersions in DI water baths
during 20 min.

2. Aluminum is evaporated in a rotate mode to deposit a 1 µm-thick
layer. A first optical lithography with positive photoresist AZ6612
(Microchemicals) and developer AZ726MIF (Microchemicals) then
provides finger masking during the subsequent Al plasma etching
in RD600 equipment. After removing the photoresist with an oxy-
gen plasma, the whole wafer is covered with 33 nm of plasma
enhanced ALD Al2O3 at room temperature (RT) with trimethyla-
luminum and oxygen as precursor. The argon flow through plasma
source is 200 sccm and the oxygen flow for the plasma step is 30
sccm during 20 sec.

Figure A.1 – Sensor micro-fabrication steps: (1) aluminum deposition, (2) positive
optical lithography followed by aluminum plasma etching, (3) deposition of an ALD
Al2O3 layer, (4) positive optical lithography to open pads, (5) etching Al2O3 with
IPA:HF 70% (3:1), (6) positive optical lithography to define thick KMPR walls and
(7) PDMS cap pressure.
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Table A.1 – Process sheet for the fabrication of the IDE devices.

Sequence Parameters Thickness

1 Cleaning without HF
2 Metallization e-gun Varian Rotate, Front, Al 1 µm
3 Lithography Positive Metal LFi, exposition of 2.6 s
4 Etching Al Plasma RD-600 1 µm
5 Photoresist barrel stripping 500 W prog, 10 min
6 Measurement Dektak 1 µm
7 Custom ALD, Front, Al2O3 30 nm
8 Measurement ellipsometer Al2O3 30 nm
9 Custom HMDS layer, LP-III
10 Lithography Positive Contact DFi, exposition of 3.5 s
11 Custom Etching Al2O3 with HF:IPA 30 nm
12 Photoresist barrel stripping 500 W prog, 10 min
13 Custom HMDS layer, LP-III
14 Lithography Positive RemoveAl DFi, exposition of 5.5 s
15 Etching Al wet H3PO4, 65◦C 1 µm
16 Photoresist barrel stripping 500 W prog, 10 min
17 Lithography Positive Microfluidics DFi, KMPR 1025 30 µm
18 Dicing

LFi: Light Field, DFi: Dark Field, HMDS: hexamethyldisilazane
Italic names are the masks used for photolithography

3. A second optical lithography with positive photoresist AZ6612 and
developer AZ726MIF is used to define pad area and etch the sub-
sequent Al2O3 layer after 15 sec immersion in IPA:HF 70% (3:1),
presenting a characterized etch rate of ' 0.5 µm/min for Al2O3.
The photoresist is then removed with an oxygen plasma.

4. A third positive lithography with positive photoresist AZ6612 and
developer AZ726MIF is performed to open central aluminum lines,
connecting all the sensors together. These lines were included to
further enable a potential anodization step, instead of using atomic
layer deposition (ALD). These lines are removed by subsequent
immersion in H3PO4 at 65◦C during approximately 3 min since
the etch rate is ca. 300 nm/min.

5. A last optical lithography with negative photoresist KMPR 1025
defines 30 µm-thick walls to support the microfluidic cap. The pa-
rameters of this non-standard photolithography step are detailed:

(a) Coating at 1500 RPM and 1000 RPM/s during 60 s.
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(b) Soft bake during 30 min at 100◦C, followed by a cleaning with
acetone on the wafer backside.

(c) Exposure during 120 s with a soft contact at a distance of
100 µm.

(d) Post exposure bake of 6 min at 100◦C.

(e) Development in SU-8 Developer during 6 min, using two dif-
ferent baths and ending with 20 sec of ultrasounds.

6. The wafer is then diced into 8 mm x 8 mm chips, each containing
3 to 12 individual sensors (Fig. A.2(b)).

To define the microfluidic cap, a 270 µm-thick KMPR 1050 layer is
patterned by optical lithography on a clean 3-inch silicon wafer (Fig.
A.2(a)). The following parameters are used to achieve this thick pat-
terned photoresist:

1. Coating at 600 RPM and 1000 RPM/s during 80 s.

2. Soft bake: 15 min at 40◦C, followed by 15 min at 65◦C and 260
min at 100◦C. After, the wafer must cool down overnight. The
plate level must also be tightly controlled.

3. Exposure during 100 s with a soft contact.

4. Post exposure bake: 5 min at 40◦C, followed by 10 min at 65◦C
and 15 min at 100◦C.

5. Development in SU-8 Developer during 25 min, using two different
baths and ending with 3 min of ultrasounds.

This mold is then covered with a thin hexamethyldisilazane (HMDS)
layer to easily take off the polydimethylsiloxane (PDMS) cap subse-
quently. Inside a Petri dish, the PDMS is flown on the mold wafer
and incubated at 60◦C overnight. Every microfluidic caps are then cut
individually with a cutter blade. To improve the sticking, an oxygen
plasma (25 W during 35 s) was performed on both the PDMS and chip
faces, that are next pressed against each other (Fig. A.2(c)). Microflu-
idic tubes are then plugged manually through the device. To ensure
the watertight sealing of the system during several hours, a transparent
pressure tool has also been used (Fig. A.5).
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(a)

PDMS cap

fluidic channel

Access lines

Capacitive

sensors

Contacting

Pads

(b)

(c)

Figure A.2 – (a) Molding wafer to define the PDMS caps and (b)(c) packaged sensor
(die + PDMS cap): (b) top view from Cadence design and (c) photograph.
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A.2 Materials

PBS tablet, creatinine, Na2HPO4, CaCl2, dopamine hydrochloride and
lysostaphin were purchased at Sigma-Aldrich (Diegem, Belgium). Urea,
KCl, MgSO4 and Tris were purchased at Merck (Overijse, Belgium).
NaCl, NaHCO3, NaCl and glycerol were purchased at VWR (Leuven,
Belgium). (NH4)2SO4 was purchased from UCB (Brussels, Belgium).

• PBS dilutions : 0.01 M phosphate buffer saline (PBS) at pH
7.4 was obtained by diluting one tablet in 200 mL of milliQ water.
PBS 1:1000, PBS 1:100 and PBS 1:10 were prepared by adequately
diluting PBS in milliQ water by volume. PBS and all PBS dilu-
tions were autoclaved 15 min at 121◦C before use.

• Culture media : Tryptic Soy Broth (TSB), Tryptic Soy Agar
(TSA) and Lysogeny broth (LB) were prepared standardly and
autoclaved 15 min at 121◦C.

• Synthetic urine : Synthetic urine was made as follows (w/v):
urea 2%, KCl 1.2%, creatinine 0.1%, (NH4)2SO4 0.1%, Na2HPO4

0.1%, MgSO4 0.01%, CaCl2 0.01% and NaHCO3 0.01%. These
compounds were diluted in 1 L of milliQ water, the pH was then
adjusted at 7 using 1M HCl. Synthetic urea was sterilized using
0.22 µm porosity Millipore filters in PES (Filter service, Eupen,
Belgium) before use.

• Polydopamine solution : A Tris-NaCl buffer contains Tris 50
mM, NaCl 150 mM dissolved in milliQ water, adjusted to pH=9.2
with HCl 1 M and autoclaved prior to use. The polydopamine
solution was prepared by dissolving 4 mg/mL of dopamine hy-
drochloride in the Tris-NaCl buffer. The solution was left 1 hour
in the dark to polymerize before being injected in the microfluidic
channel.

• Lysostaphin solution : commercialized lysostaphin, sold as 1
mg powder where 55% of the total mass is lysostaphin, was di-
luted in 1 mL of PBS supplemented with 30% of glycerol, and
transferred into 50 µL aliquots stored at -20◦C. Working solutions
were prepared by adding 950 µL of PBS to 50 µL of stock solution
(20 µM) yielding a 1µM lysostaphin.
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A.3 Bacterial handling

• Section 2.2.3 (IDE for real-time bacterial sensing): S. epi-
dermidis ATCC 35984 (purchased from LGC standards, Molsheim,
France) was used as reference Gram-positive bacteria. Following
overnight culture on TSA plates at 37◦C, liquid cultures were per-
formed in 250 mL Erlenmeyer flasks containing 50 mL of TSB. Sta-
tionary phase cultures were obtained after overnight incubation at
37◦C at 120 RPM. Two 2mL tubes of stationary phase culture of
S. epidermidis were centrifuged 10 min at RT at 5500 g. The su-
pernatant was then discarded and both pellets were resuspended
in 1 mL of synthetic urine. The centrifugation, supernatant re-
moval and resuspension steps were repeated twice for both tubes.
Suspensions from both tubes were pooled and the optical density
(OD600nm) was adjusted from OD600nm = 3 (' 109 CFU/mL) to
OD600nm = 0.003 (' 106 CFU/mL), by adequately diluting the
concentrated suspension in PBS 1:1000.

• Section 2.3.2 (IDE with lytic enzymes): E. faecium ATCC
19434 (purchased from LGC standards, Molsheim, France) was
used as negative control. The culture and resuspension steps use
the same protocol as in Section 2.2.3, but the optical density was
adjusted to OD600nm = 1 (∼ 5 · 108 CFU/mL). For exponential-
state S. epidermidis, an exponential phase culture was obtained by
inoculating 50 mL of fresh medium with 500 µL of the stationary
phase culture and incubating at 37◦C, 120 RPM until an OD600nm
of 0.5 was reached. One 50 mL tube was then centrifuged 10 min at
4◦C with an acceleration of 5500 g and the pellet was resuspended
in 2 mL of synthetic urine. This step was repeated two times in
two 2 mL tubes. The suspension was adjusted to an OD600nm = 1
(∼ 5 · 108 CFU/mL) in order to be injected into the setup. The
bacterial concentration was determined by plate count technique
and expressed in colony forming units per milliliter (CFU/mL).

• Section 3.5 and 3.6 (IDE + EK): Staphylococcus epidermidis
ATCC 35984 was cultivated overnight at 37◦C on Tryptic Soy Agar
(TSA) plates. One single colony was then scraped and brought
into Tryptic Soy Broth (TSB) medium for overnight culture at
37◦C. From this culture, 2 mL was extracted and centrifuged at
7000 RPM during 10 min. The supernatant was discarded and the
pellet resuspended in PBS 1:1000. The centrifugation and resus-
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pension steps were repeated two times to remove any remaining
ions from the initial culture medium. The bacterial sample in PBS
1:1000 was diluted 100 times in sterile PBS 1:1000, and the num-
ber of viable bacteria was estimated to 7 · 106 colony forming unit
(CFU)/mL after plate counting.

• Section 4.2.3 (CFC): S. epidermidis ATCC 35984 was cultivated
on agar plates and incubated at 37◦C overnight. Then, one single
colony was suspended in 50 mL of Tryptic Soy Broth (TSB) and
incubated overnight at 37◦C to obtain a stationary phase bacterial
culture. Afterwards, the culture was centrifugated and bacterial
cells were resuspended in pure PBS. This step was repeated two
times. The bacterial concentration was c.a. 5 · 108 CFU/ml, as
determined by surface plate counting.

• Section 4.3.4 (capacitive biosensor array): After cultivated
on agar plates at 37◦C overnight, one single colony of S. epi-
dermidis ATCC 35984 was suspended in 50 mL of Tryptic Soy
Broth (TSB) and incubated overnight at 37◦C. Afterwards, the
culture was centrifugated and bacterial cells were resuspended in
PBS 1:1000. This step was repeated two times. The bacterial
concentration was evaluated to 5 · 108 CFU/ml by surface plate
counting.



204 Protocols and setups

A.4 CMOS chip fabrication, post-processing and
encapsulation

(a) (b)

Figure A.3 – Photograph of (a) the packaged biochip in the ceramic package
CQFP160, highlighting protected wirebonds, and (b) the biochip with locations of
the capacitive biosensor array and capacitance-to-frequency converters (CFCs).

The CMOS chips were fabricated in an industrial 0.25 µm 2.5-V
multi-Vth 1P5M Mixed-Signal CMOS process, comprising a 1.8 µm-
thick Al 99.5%/Cu 0.5% last metal layer (M5) used for patterning sens-
ing parts. The CMOS dies were not covered by the thick SiO2/Si3N4

passivation layer and were encapsulated in open-top CQFP160 pack-
ages. The wirebonds were covered by epoxy resin to avoid contact with
liquid during experiments (Figs. A.3(a) and A.3(b)). As character-
ized by ellipsometry, a 25± 0.25 nm-thick Al2O3 layer was deposited by
plasma-enhanced atomic layer deposition (PE-ALD) at room temper-
ature with trimethylaluminum (TMA) and oxygen as precursor. The
argon flow through plasma source was 200 sccm and the oxygen flow for
the plasma step was 30 sccm during 20 sec. Compared to the conven-
tional 1-µm thick CMOS passivation layer in Si3N4, the ALD-deposited
Al2O3 passivation layer is much thinner (∼ 25 nm), features a higher
relative permittivity (9 versus 7.5) and is positively charged in physi-
ological buffers (see Fig. 2.21(a)), so that negatively-charged bacteria
(see Fig. 2.21(b)) adhere more easily. Besides these advantages, a TiO2

passivation layer should have been better because it is more resistant to
corrosion [161], features a very large relative permittivity ( 160) and
can also be deposited by ALD.
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A.5 Measurement setup

• Section 2.2.2 (IDE in simple solutions): the device is po-
sitioned on probe station (PA200, Karl Suss, Germany) and con-
tacted by electrical probes to an impedance analyzer (LCR 4284A,
Agilent, USA), which is remotely controlled by LabVIEW R© to
perform sweep the applied frequency from 100 Hz to 1 MHz, at
voltage amplitude of 50 mV (Fig. A.4). Samples were flown
through the microfluidic channel by a peristaltic pump.

• Section 2.2.3 (IDE + bacteria): the device was positioned on
an inverted microscope (DMI6000, Leica, Belgium) enabling real-
time imaging of the sensor surface during electrical measurements
(Fig. A.5). Samples were flown through the microfluidic chan-
nel by a peristaltic pump. An impedance analyzer (LCR 4284A,
Agilent, USA) was connected to electrical probes and remotely
controlled through LabVIEW R© to perform an automatic sweep
from 100 Hz to 1 MHz, at voltage amplitude of 50 mV. Before
impedance measurement, an open calibration was performed by
positioning electrical probes above aluminum pads, without any
electrical contacts.

Once electrical probes contacted to pads, the sensor was first rinsed

Figure A.4 – Measurement setup with electrical probes of the sensor encapsulated
in a microfluidic package. Electrical probes are connected to a LCR meter and the
microfluidic flow is imposed by the peristaltic pump.
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Peristaltic pump

Inverted microscope

Remote control

LCR meter

Optical control

Microfluidic setup

+ Sensor

Electrical 

Probes

Figure A.5 – Measurement setup enabling real-time optical and electrical monitor-
ing. The encapsulated sensor is positioned on an inverted microscope and contacted
through electrical probes to the LCR meter. The microfluidic flow is imposed by the
peristaltic pump.

and measured in PBS 1:1000 at 125 µL/min, during 10 min at RT.
Then, a polydopamine solution, known as biological glue [195],
was incubated during 30 min at dark condition, without flow and
electrical measurements. Afterwards, the sensor was washed with
PBS 1:1000 during 5 min at 250 µL/min followed by 5 min at 125
µL/min under electrical measurements to reach a constant value.
At this point, the sensor is ready to be experimented with bacterial
cells.

• Sections 3.5 and 3.6 (IDE + EK): the device described in
Section 3.2 was contacted to instruments by electrical probes con-
nected to 50-Ω BNC cables. The IDEs impedance was measured
by a LCR meter (Agilent 4284A) between 1 kHz and 1 MHz, with
an amplitude of 50 mV. The LCR was calibrated in open position
(electrical probes ca. 250 µm above electrical pads) before use. A
14-Vpp sinusoidal voltage, with tuneable frequency comprised be-
tween 1 kHz and 80 MHz, was applied on the macroelectrode by



A.5. Measurement setup 207

a function waveform generator (Agilent 33250A), having the same
ground as the LCR and an input impedance of 50 Ω. Simultane-
ous optical and electrical monitoring was performed by placing the
microfluidic transparent device on an inverted microscope (Leica
DMI6000), as illustrated in Fig. A.5.

The S11 parameter of the previous setup, i.e. BNC cables and
electrical probe contacting the macroelectrode immersed in PBS
1:1000 without bacteria while microelectrodes are grounded, was
measured by a vector network analyser (VNA Agilent ENA 5061B)
between 10 kHz and 300 MHz. The VNA power and input impedance
are 0 dBm and 50 Ω, respectively. Furthermore, the VNA port was
calibrated with the calibration kit 85032F in a standard SOLT
(Short-Open-Load-Thru) calibration method.

• Sections 4.2.3 and 4.3.4 (CMOS biochips)

The open-top CQFP160 packages were soldered on slave PCBs,
each successively mounted in a master PCB to enable multiple
purpose measurements (Fig. A.6(a)). The measurement setup is
slightly different for the two following circuits (Fig. A.6(b)):

– Section 4.2.3 (CFC): a LabVIEW R© program was imple-
mented to automatically sweep Vdd, generated by a Keithley
K2400, and accordingly measure the mean fout and the stan-
dard deviation σfout on 100 repeated measurements of fout
from the two circuits, whose outputs were connected to scope
channels (Agilent MSO8104A).

– Section 4.3.4 (capacitive biosensor array): digital sig-
nals were generated by the National Instruments R© (NI) PXI-
6552 card while analog output signals from the chip were
converted to digital signals by the NI PXI-5105 card. Sup-
ply and biasing voltages were provided by the N6715B and
K2400 equipments. All the setup and data acquisition were
controlled through LabVIEW.
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(a) (b)

Figure A.6 – (a) Measurement setup for the CFC and biosensor array and (b) related
slave and master PCBs to interface the packaged chip.
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Programs

B.1 Matlab algorithm for automatic bacterial
counting

Based on microscope images, a MATLAB R© program was implemented
to automatically count the number of attached bacteria on the sensor
surface. A mask was first obtained from an image of the sensor surface
with almost no bacteria (Fig. B.1(a)) after black and white (B&W)
conversion and electrode dilatation (Fig. B.1(c)), compensating the blur
effect on IDE edges. Using the mask, the electrode region was set to a
zero value and the whole image (Fig. B.1(d)) was converted to B&W
with an optimal threshold to distinguish bacteria (Fig. B.1(f)). Finally,
the number of pixel clusters was automatically counted to estimate the
total number of bacteria on the picture, and subsequently the bacterial
density (in # per mm2). Two important remarks must be drawn:

• The bacteria density takes into account the mask area by removing
it from the active surface when computing the ratio.

• When the mask is not dilated at the sensor edges (Fig. B.1(b)),
the inaccuracy is very high because edges are wrongly numbered
as bacteria (Fig. B.1(e)).

B.2 PIVlab for bacterial speed extraction

To extract the speed of attracted bacterial cells based on videos taken by
the inverted microscope, the graphical user interface (GUI) open-source
tool PIVlab was used in MATLAB [256]. Performing digital particle
image velocimetry (DPIV), the speed extraction is based on the analysis
of the cross correlation for a particle group in several successive images,
giving the most probable displacement for the considered particles [256,
257].
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(a) (b) (c)

(d) (e) (f)

Figure B.1 – Results of the MATLAB algorithm on microphotographs of the sensor
surface: (a) original image used for the mask, (b) obtained mask without dilatation
and (c) obtained mask with dilatation, (d) original image with bacterial cells, (b)
bacterial numbering without dilatation and (f) bacterial numbering with dilatation.



APPENDIXC
Mathematical
developments

C.1 Analytical expression of the sensitivity to
bacteria

We simplified the spherical bacterial cell and the semi-planar electrodes
by the situation shown in Fig. C.1. The bacterial cell is modelled as a
square with the same area as the spherical one: deq =

√
π

2 · dbact. Two
single electrodes are assumed and the capacitances are expressed in 2D.

G
(t

e
+
w

e
/2
)

de

deq

deq Bacteria

Electrolyte

Figure C.1 – Schematic of the simplified geometry for bacterial sensitivity compu-
tation

For the bacterial impedance, we assume that the two capacitances
of outer shells dominate, i.e. Cout =

ε∗outdeq
t∗out

. We thus have the following
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expressions:
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with T =
t∗out
de
· εsolε∗out

· dedeq and Csol,0 and Csol,1 are the system capacitances
without and with bacterial cell, respectively. The following steps are
required to obtain the maximal sensitivity:

S2D
max ,

C−1
sol,0 − C

−1
sol,1

2C−1
ins + C−1

sol,1

=
G−1 − (G+ P )−1

2Q−1 + (G+ P )−1

=
P

G
· 1

1 + 2 · G+P
Q

In our case, we have G ' 1.28, T = 0.06, P = 0.17 and Q = 15.
Therefore Smax ' 11.4 %.
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C.2 Linear versus exponential sensitivity

Let Ain be a quantity subject to variation and Aout its value through
a transfer function, either linear Alinout = KAin or exponential Aexpout =
K exp(Ain/α), with fixed-value constants K and α. For a change ∆Ain,
the respective relative sensitivities in linear and exponential modes are
respectively:

Sr,lin ,
1

Alinout
· ∂A

lin
out

∂Ain
=

1

Ain
(C.1)

Sr,exp ,
1

Aexpout

· ∂A
exp
out

∂Ain
=

1

α
(C.2)

Consequently, the following relationship is obtained: Sr,exp = (Ainα ) ·
Sr,lin. The exponential relative sensitivity Sr,exp is then always larger
than Sr,lin if Ain > α.

C.3 Analytical models of electrokinetic effects
with passivated electrodes

In this section, electrokinetic effects for passivated electrodes are mod-
elled. Compared to Section 3.3, the mathematical and physical devel-
opment are fully described.

Generalities

To derive expression of electrokinetic effects for passivated electrodes,
we use similar developments as those indicated in [83] and [206]. The
situation is represented in Fig. C.2, where cylindrical coordinates are
used. All parameters are defined in Table 3.2 and the friction factor is

r

θ

aθar

V gnd

Figure C.2 – Schematic cross section of the electrodes and point of observation.
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defined as fv = 6πηrbact. Some important expressions will be used in
following developments:

• Gradient: ~∇a = ∂a
∂r · ~ar + 1

r ·
∂a
∂θ · ~aθ + ∂a

∂z · ~az

• RMS AC voltage: Va,RMS ,
√
〈V (t)2〉 = 1√

2
· Va

• RMS electric field: Esol,RMS ,
√
〈Esol(t)2〉 = 1√

2
· Esol

Expression of the electric field between passivated electrodes

Let ~Eins and ~Esol be the electric field contained in the insulating layers of
thickness tins and in the electrolyte, respectively. The current conserva-
tion at the insulator-electrolyte interface gives the following relationship:
εins ~Eins = (εsol +

σsol
jω ) ~Esol. The applied AC electric potential Va is thus

expressed as:

Va = −
∫ tins

0
Einsdx−

∫ πr+tins
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·
(
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jω

)
+ πr

]
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The quantity πr is simply obtained by integrating the circular path from
the left to the right electrode (θ goes from 0◦ to 180◦). Consequently,
the electric field ~Esol can be expressed as:

~Esol =
Va
πr
·

(
1

1 + 2 · ( εsolεins
+ σsol

jωεins
) · tinsπr

)
︸ ︷︷ ︸

H(ω,r)

·~aθ

It can be noticed that the electric field depends on the frequency when
tins 6= 0, unlike gold electrodes (tins = 0) immersed in solution where
the electric field ~Esol = Va

πr · ~aθ is constant [83, 206]. The modulus of
H(ω, r) and ~Esol are equal to:

‖H(ω, r)‖2 =
1

(1 + 2 εsol·tinsεins·πr )2 + (2σsol·tins
ωεins·πr )2

‖Esol‖2 =
V 2
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)2
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Expression of the dielectrophoresis

The dielectrophoresis force can generally be expressed as [83, 206]:

FDEP (t) = (~m(t) · ~∇) ~Esol(t)

The time-average dielectrophoresis force 〈~FDEP 〉 is thus equal to:
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1

2
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[
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]
where rbact is the bacterial radius and fCM (ω) the Clausius-Mossoti
factor. As | ~Esol|2 is always a real number (even if ~Esol is complex), we
get:
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The resulting speed is computed as follows:
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As R{fCM (ω)} is positive, the speed is directed towards the sensor centre
and positive dielectrophoresis then occurs.
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Expression of the AC-electroosmosis

Based on Fig. C.3 and the expression of the series capacitance Cs =
[C−1
ins + C−1

DL]−1, the voltage drop across one double layer is:
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Figure C.3 – Schematic view of the situation.
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Therefore:
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Finally, the slip velocity inside the electrical double layer is approxi-
mated by [206]:

~vslip ,
εsol
2η
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= −εsol
2η
· Λ · R{∆φDL ·

∂∆φ∗DL
∂r

} · ~ar

Because c · ∂c∗/∂r = c∗ · ∂c/∂r = 0.5 · ∂(c · c∗)/∂r = 0.5 · ∂|c|2/∂r for all
complex c, the following formula is finally obtained:
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It is important to remember that ~vslip is only a slip velocity which exists
only at the electrode surface, so that ~ar is parallel to ~ax.

Expression of the electrothermal flow

To estimate the electrothermal flow, it is required to evaluate the in-
crease of the local temperature induced by the electric field ~Esol. The
Poisson equation gives: −σsolEsol(t)2 = −k~∇2T (t). Since Esol(t) =

Esol · cos(ωt), we have: Esol(t)
2 =

E2
sol
2 · (1 + cos(2ωt)) = E2

sol,RMS ·
(1 + cos(2ωt)). The following relationship is obtained by neglecting AC
terms:
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with Esol,RMS =
Va,RMS

πr ·H(ω, r). A particular solution T (r, θ) to this
equation was not found, mainly because of the dependence of H(ω, r)
with r. By assuming H(ω, r) = H(ω), it is possible to find a particular

solution: T (θ) = −σsol
k ·

V 2
a,RMS ·H(ω)2

2π ( θ
2

π − θ). The correctness of the
approximation H(ω, r) = H(ω) was numerically verified between f = 1
kHz and 1 GHz at σsol = 1 mS/m and 10 mS/m. However, it does not
hold anymore for f < 10 kHz at σsol = 0.1 S/m and for f < 100 kHz
at σsol = 1 S/m since k

r
∂
∂r (r ∂T∂r ) � k

r2
∂2T
∂θ2 . No conclusion can thus be

drawn in these two cases.
With this assumption, ~∇T = 1
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1) · ~aθ. Starting from Coulomb equation like in [83], the force exerted
on the fluid can be expressed as:
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To compute the fluid speed, we use the Stokes equation ~vE ≈ 0.13 ·
〈~FE〉r2/η, as Eq. 32 in [83]:

~vE(θ) = −0.13 ·M(ω, T ) · εsolσsolV
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Supplementary results

D.1 2D-to-3D sensitivity conversion

This section investigates the difference of sensitivity to bacteria between
2D and 3D numerical simulations. Physics is described by the Maxwell
equations in the whole system, thus neglecting the ion transport equa-
tions provided in Section 2.4. The 2D and 3D geometries are identical,
except that the bacterial cell is spherical in 3D (while virtually cylin-
drical in 2D) and that the electrode length is set to 10 µm in 3D (Fig.
D.1(b)). To enable a visual comparison between 2D and 3D sensitivity,
the 2D sensitivity is multiplied by the factor K = S3D

max/S
2D
max.

The two curves of the sensitivity versus the frequency are similar in
amplitudes, but present slight differences in the transitions around 100
kHz and 100 MHz, which reduces the frequency range in 3D where the
sensitivity is the highest (Fig. D.1(a)). On the other hand, the bump
around 10 kHz due to Cpl is strongly attenuated in 3D because of the
slight differences of the cutoff frequencies.
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Figure D.1 – (a) Comparison between the 2D and 3D sensitivities versus the applied
frequency. The 2D sensitivity is multiplied by the frequency-independent constant
K = S3D

max/S
2D
max ' 0.1. (b) Representation of the 2D and 3D geometries used for

numerical simulations in Comsol Multiphysics.
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D.2 Characterization of the permittivity of dif-
ferent solutions

To evaluate how frequency impacts the relative permittivity of differ-
ent solutions, a dielectric probe (Agilent 85070E) was immersed in each
solution and connected to a VNA (Agilent N5242A) that performs di-
electric measurements. Several volume dilutions of glycerol in DI water
were measured. For instance, 100 mL of Gly 25 % is a mixture between
25 mL of Gly 100 % and 75 mL of DI water.

The extraction of the relative permittivity between 20 MHz and 20
GHz is shown in Fig. D.2. It is clearly observable that DI water and Gly
25 % features a constant relative permittivity up to 1 GHz. However,
the other solutions present a relative permittivity value that begins to
change below 1 GHz. Dispersion of the permittivity occurs from ca. 4
GHz in DI water to 100 MHz in pure Glycerol.
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Figure D.2 – Experimental characterization of the relative permittivity of glycerol
dilutions in DI water.

D.3 Performance comparison between reference
and CFC IDEs

In this Section, the difference of performance between the IDEs of Chap-
ter 2, called the reference IDE, and Chapter 4, called the CFC IDE, is
explained with regards to their different design and conditioning prop-
erties (see Table D.1).



D.3. Performance comparison between reference and CFC
IDEs 221

As shown in, it is required to duplicate the CFC IDE to compare
devices with identical bacterial surface coverages. 2D numerical simu-
lations show that the capacitive shift ∆C induced by one bacterial cell
for the CFC IDE is 4.4 times larger than for the reference IDE. This
confirms why experimentally, the capacitive shift is 490 aF for the CFC
while it is only 80-100 aF for the reference IDE (see Table D.1). How-
ever, the nominal capacitance C0 of the CFC is almost 10 times larger
than for the reference IDE. Consequently, the 2D maximal sensitivity is
only 7% for the CFC IDE, while it achieves 16% for the reference IDE,
which makes a factor S2D

max,ref/S
2D
max,CFC ∼ 2.3 of difference. We find

approximately the same factor by considering experimental sensitivities
normalized to bacterial surface coverages, both mentioned in Table D.1:
Smax,ref/Sb,ref

Smax,CFC/Sb,CFC
≈ 2.5. The lower simulated sensitivity of the CFC IDE

is thus experimentally balanced by a higher bacterial surface coverage.
To understand the relationship betweenK factors, the previous equation
S2D
max,CFC

S2D
max,ref

' Smax,CFC/Sb,CFC
Smax,ref/Sb,ref

results in:

Smax,CFC ' (K0Sb,CFC)︸ ︷︷ ︸
2KCFC

·S2D
max,CFC (D.1)

Smax,ref ' (K0Sb,ref )︸ ︷︷ ︸
Kref

·S2D
max,ref (D.2)

where a factor 2 must be considered for KCFC since 2D sensitivity is
divided by 2 by duplicating the simulated structure (see Fig. D.3). This
leads to KCFC/Kref = 1

2 · Sb,CFC/Sb,ref ' 1.8, which is almost verified
since KCFC = 0.89 and Kref = 0.58.

Table D.1 – Comparison between the design, conditioning and experimental perfor-
mance of IDEs from Chapters 2 and 4.

Reference IDE CFC IDE
(Chapter 2) (Chapter 4)

we 2 µm 1.5 µm
de 4 µm 1.5 µm
te 1 µm 1.8 µm
tins 33 nm 25 nm

Electrolyte PBS 1/1000 Pure PBS

Bacterial coverage Sb 3.2 · 104 #/mm2 1.15 · 105 #/mm2

Maximal sensitivity Smax ∼ 9 % 12.7 %
Bacterial sensitivity 80-100 aF/bact. 490 aF/bact.

Factor K 0.58 0.89
Theoretical factor Kth 0.32 0.44
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Figure D.3 – Schematic representation (at scale) of the IDEs from Chapter 2 and 4
with indicated nominal capacitance C0, capacitance shift ∆C and 2D maximal sensi-
tivity S2D

max for identical bacterial surface coverages, all obtained from 2D numerical
simulations of Section 2.4.

The theoretical factor Kth is defined as the ratio of the measured
bacterial surface coverage to the bacterial surface coverage in the 2D
plane: Kth , Sb

1/
[
de·(te+we

2
)·G
] . As indicated in Table D.1, Kth is equal

to 0.32 and 0.44 for the reference and CFC IDEs, respectively. Their
ratio is Kth

CFC/K
th
ref = 1.38, which is close to the experimental ratio

KCFC/Kref = 1.53. The smaller values of Kth
CFC and Kth

ref with regards
to KCFC and Kref can be explained by the incertitudes on both the
bacteria number and the bacterial dielectric properties.

D.4 CFC inverter sizing

The Figure D.4 shows how the (W/L) ratio of inverters increases the
IDE frequency fIDE . A transistor width Wn = 5 µm ensures an oscil-
lation frequency of ca. 300 MHz on the 200 µm-sided CFC. The figure
also shows that the increase of parasitic capacitances with Wn can be
neglected versus the sIDE capacitance.
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Figure D.4 – SPICE simulations of the frequency fIDE versus the inverter NMOS
width Wn for the 200 µm-sided CFC, as Ln = Lp = 0.24 µm and Wp = 2.5 ·Wn.

D.5 Temperature impact on CFC

As the 200-µm CFC is activated, the temperature at the chip/liquid
surface increases by 0.5◦C and 1◦C in air and PBS condition, respectively
(Fig. D.5(a)). The difference comes from the difference of power (10 mW
versus 29 mW) consumes by the CFC in air and PBS. During the ca.
10 min of incubation, a temperature slope can be noticed for the PBS,
while inexistent in air. Indeed, as the drop progressively evaporates (see
Fig. D.5(c)), the underlying aluminum tracks from the CMOS chip are
more apparent and thus cause an incorrect temperature increase because
of the higher aluminum reflectivity. Furthermore, the drop also heats
quicker because of its smaller volume owing to evaporation.

Post-layout simulations on the 200-µm sided IDE demonstrate that
fIDE decreases from 293.1 MHz to 291.8 MHz as the temperature in-
creases from 25◦C to 28◦C. Indeed, the propagation delays of inverters
increase with the temperature since the electron mobility decreases so
that the drain current as well.

The impact of temperature on the electrical conductivity σsol of PBS
has also been characterized, by using a conductimeter indicating both
σsol and the temperature (Fig. D.5(c)). It can be seen that σsol spans
from 1.8 S/m to 1.66 S/m as the temperature goes from 10◦C to 36◦C.
It corresponds to 0.1 % of variation per ◦C between 22◦C and 36◦C.
The stagnation after 36◦C is mostly due to the partial evaporation of
the fluid, resulting in indirect σsol increase.
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Figure D.5 – (a) Real-time increase of the temperature monitored at the chip/liquid
surface by the infrared camera in PBS and air condition, (c) infrared image at two
different sampling time in (a), and (c) conductivity of PBS versus the temperature
as characterized by a conductimeter in stirred solution.

D.6 Characterization of the biosensor array

The biosensor array has been characterized more extensively to provide
information on the following parameters:

• The integration time tint is shown to strongly impact the output
voltage Vout (Fig. D.6(a)). Furthermore, Vout is well proportional
to tint (Fig. D.6(b)), as expected since Vpix decreases linearly with
time during the integration phase.

• The electrical conductivity σsol impacts the Vout versus Vref
curve by featuring a strong evolution from Csol to Cins, as PBS
1:100 is replaced by PBS 1:10. However, the electrical conductivity
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does not strongly impact the curves in these two different regions.

• The power consumption P of the capacitive biosensor array at
different frame rate is provided in Fig. D.6(d). It can be seen that
the power P linearly depends on the frame rate FR, and that the
energy efficiency is Epix , P

FR·N2 ' 3 nJ/(frame.pixel), with N2

the total number of pixels.

• The experimental output noise is compared to the SPICE
simulation results in Fig. D.6(e). These curves demonstrate that
the maximal noise is approximately three times larger in measure-
ments compared to simulations, mainly because of the additional
uncorrelated noise sources introduced by off-chip ADCs. Its sup-
pression or mitigation can be obtained by reducing the reference
voltage Vref to lower values. It is also possible to use on-chip
low-noise ADC instead of off-chip ADCs.
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Figure D.6 – Additional experimental characterization of the capacitive biosensor
array: (a) (b) impact of the integration time tint and the reference voltage Vref for
the test pixel featuring a MIM capacitance of 65 fF, (c) dependence of the Vout versus
Vref characteristics with σsol, (d) power versus the frame rate and (e) comparison
between measurements and SPICE simulations of the output noise.
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