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We have investigated in the framework of the Ising-like model, by means of Monte Carlo Metropolis

method with open boundary condition, the architecture effect on the cooperativity of spin transition

coordination polymers. We have analyzed the influence of several physical parameters (size,

pressure, and edge effects) on different lattice architectures which were in good agreement with

reported experimental data. We show that the cooperativity of a spin crossover system, characterized

by the same number of molecules and the same short- and long-range interaction parameters, is

progressively enhanced when going from a 1D chain to a 1D ladder type lattice and to a 2D square

lattice. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4864035]

I. INTRODUCTION

Spin crossover (SCO) materials are a fascinating class

of switchable molecular solids that continue to attract enor-

mous interest due to their potential technological applica-

tions such as sensing devices (temperature, pressure or gas),

data storage, displays,1–5 molecular switches,6,7 etc. The spin

state change in SCO molecular materials is communicated

by elastic interactions between the switching molecules,

thanks to a strong electron-lattice coupling that leads to co-

operative phenomena. The experimental progress has been

followed closely by theoretical understanding. To describe

the complex behavior exhibited by SCO molecular systems,

several models such as Ising-like,8–12 atom-phonon

coupling,13–17 or mechano-elastic18,19 ones have been used.

In order to use SCO materials to store binary data, the

switching between the low-spin (LS) and high-spin (HS)

states must be accompanied by a hysteresis loop providing a

useful memory effect.20 For this reason, important efforts

have been undertaken by coordination chemists, to increase

cooperativity of SCO systems. Indeed combining different

strategies, such as the insertion between 1D SCO chains of

different counter-anions of different size, geometry and

charge,21,22 hydrogen bonds,23 p-p interactions,24 etc.,

allowed to enhanced cooperativity in various systems.

Recently, Bauer et al. reported the synthesis and crystal

structure of a 1D SCO molecular system featuring a novel

ladder structural geometry.25 This report caught our attention

given that the authors stressed a cooperativity increase com-

pared to its 1D homologue system. Motivated by these very

interesting results, we performed a theoretical study of the

lattice architecture effect from 1D to 2D on the cooperativity

of SCO systems.

II. THEORY

The SCO has been modeled as a two-level system,

described by an Ising-type Hamiltonian. The Hamiltonian

has been solved using the Monte Carlo Metropolis algorithm,

with open boundary conditions.26,27 Here, we compare the

thermal behavior of three different systems, i.e., a 1D SCO

chain, a 2D ladder type lattice, and a 2D square lattice,

which all have been reported experimentally.28

We have focused on the influence of both short- and

long-range intermolecular interactions which are known to

play an important role on the hysteretic behavior of SCO

systems.12,29–33

The Hamiltonian of SCO systems, that includes both

short-range (J) and long-range (G) interactions, as proposed

in Ref. 12, is given by

H ¼ D
2
� kBT

2
ln g

� �XN

i¼1

r̂i � J
X
hi;ji

r̂ir̂j � G
XN

i¼1

hr̂ir̂i; (1)

where
PN

i¼1 is the sum over all SCO molecules, r̂ can take

the value þ1 (when the molecule is in the HS state) or �1

(when the molecule is in the LS state), D is the energy gap

between the HS and LS states, kB is the Boltzmann constant,

and g ¼ gHS=gLS is the degeneracy ratio.

Short-range interactions are described by the second

term of the Hamiltonian and are proportional to the product

between the strength parameter J and the sum over all the

nearest interacting neighbours. Long-range interactions are

described by the third term of the Hamiltonian and are pro-

portional to the average value of the “fictitious magnet-

ization” hr̂i and the strength parameter G. Thus, the

system’s Hamiltonian (Eq. (1)) can be written in a simplified

form as follows:a)Electronic addresses: jorge.linares@uvsq.fr and rotaru@eed.usv.ro
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H ¼ h
XN

i¼1

r̂i � J
X
hi;ji

r̂ir̂j; (2)

where h is the effective field felt by SCO molecules

h ¼ D� kBT ln g

2
� Ghr̂i: (3)

The HS fraction of the system, nHS, is usually given as a

function of the “fictitious magnetization” hr̂i as

nHS ¼ hr̂i þ 1ð Þ=2.

In our simulations, typical thermodynamical values for

SCO materials featuring a cooperative spin transition were

used: DS¼ 50 J K�1 mol�1 for the entropy change, which

corresponds to the following degeneracy value: ln g ¼ 6 and

DH¼ 10.8 kJ mol�1 for the molar enthalpy change, that cor-

responds to the following value for the gap energy: D=kB ¼
1300 K.34–36 For the thermal dependence of nHS in both heat-

ing and cooling modes, we used a temperature step of 0.5 K

and 10 different random seeds. We used 100 MC steps for

system thermalization and 1000 MC steps to calculate the

stable states of the physical system.

III. RESULTS AND DISCUSSION

A. Lattice architecture effect

In order to get insight into the architecture effect on the

cooperativity of a SCO system, we have simulated three typ-

ical lattice architectures in coordination polymers such as a

1D molecular chain, a 1D ladder type lattice, and a 2D

square lattice. Figure 1 shows the thermal dependence of the

HS fraction calculated for the three lattice architectures,

each composed of 1600 molecules, for two different values

of short-range interactions parameter: J/kB¼ 64 K (left

panel) and J/kB¼ 105 K (right panel), respectively. For

J/kB¼ 64 K, the 1D system exhibits a gradual transition as

observed for 1D chains with shock absorber spacers;37 a

thermal hysteresis is observed for a 1D ladder type lattice

and the hysteresis width increases more for a 2D square lat-

tice. A hysteretic behavior is obtained for the 1D system by

increasing the short-range interactions parameter J/kB from

64 K to 105 K, with the same tendency of the dependence of

the hysteresis width on the lattice architecture as discussed

in the previous case.

Here, we underline that we can take into account the

emergence of the hysteresis loop in a 1D system by introduc-

ing into the Hamiltonian of the long-range interactions term,

G. For the sake of consistency, we kept G constant for all

three investigated architectures. In this way, it can be empha-

sized the role of inter-chains bridges. This has been already

reported in several experimental studies, which showed that

by using appropriate intermolecular interactions between

chains, it is possible to significantly increase the hysteresis

width of a 1D SCO system.20,22,23 In our simulations, the

contribution of these inter-chain interactions is described by

the long-range interactions parameter G.

B. Size effect

Another feature investigated in our work concerns the

size effect on the thermal dependence of the HS fraction. The

size dependence of the hysteresis width, for the three types of

architectures, is presented in Figure 2(a). The dependence of

the hysteresis width on the number of molecules is strongly

affected by the lattice architecture and follows a behaviour

similar to that observed in the framework of other mod-

els,14,38,39 i.e., the hysteresis width increases with the number

of molecules until reaching a critical value where saturation is

observed and the size of the system does not affect anymore

the hysteresis loop width. Moreover, the saturation width of

the hysteresis loop varies from one lattice architecture to

another. The critical value of the number of molecules in order

to keep the hysteretic properties of the SCO system strongly

increases when going from a 2D square lattice to a 1D ladder

type lattice and to a 1D molecular chain. These results under-

line an important aspect regarding the type of SCO system we

should use in various applications: as recording media, where

a large hysteresis is needed or as sensing devices, where the

SCO should present a very smooth gradual transition from one

state to the other one as linearly as possible.3

FIG. 1. Simulated thermal hysteresis loops of a square lattice [40 � 40 molecules] (stars), a 1D ladder type lattice [2 � 800 molecules](triangle), and a 1D mo-

lecular chain [1600 molecules] (circle) for different values of the short-range interactions parameter: (a) J/kB¼ 64 K and (b) J/kB¼ 105 K. The values of the pa-

rameters used in calculations are D/kB¼ 1300 K, ln(g)¼ 6, and G/kB¼ 105 K.
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These differences in the size effect between the different

architectures clearly appear from the Edge/Inner molecules

ratio and the coordination defects at the system surface, i.e.,

from the missing bonds due to the creation of the surface.

The Edge/Inner molecules ratio for a 2D system can be

expressed as follows:

NEdge

NInner

¼ 2ðhþ w� 2Þ
N � 2ðhþ w� 2Þ for h � w > 2ð Þ; (4)

where h is the height, w is the width of the 2D system, and

N ¼ h� wis the number of molecules.

As we can observe in Figure 2(b), the NEdge/NInner ratio

strongly depends on the considered lattice architecture. By

decreasing the width of the system (and keeping the same

height), the amount of edge molecules becomes higher than

the inner molecules and the effect of the coordination defects

on the SCO system cooperativity will be more significant,

leading to a decrease of the thermal hysteresis loop width.

C. Influence of short-range and long-range
interactions on the hysteresis loop

As previously mentioned, both short- and long-range

interactions play an important role on the hysteretic proper-

ties of a SCO system.

The critical values of J and G above which the SCO

system exhibits a hysteretic behavior are given by Eqs. (5)

and (6)31,32,40

Gc=kB ¼ T0e�qðJ=kBT0Þ; (5)

Jc=kB ¼
T0

q
lnðT0kB=GÞ; (6)

where q is the number of neighbours.

The evolution of the hysteresis width with the short- and

long-range interactions, recorded for the three types of lattice

architectures, is reported in Figure 3. As it can be observed,

the hysteresis width increases with the increase of short- and

long-range interactions. However, this dependence is, in

addition, strongly affected by the lattice architecture; the 2D

square lattice and 1D ladder type lattice are more sensitive to

inter-molecular interactions. This difference appears in fact

from the different number of neighbors, q, around a SCO

molecule in the various lattice architectures: q¼ 4 for the

square lattice (or 3 for the edge molecules), q¼ 3 for the lad-

der type lattice and 2 for the 1D molecular chain.

For very small size, the 1D ladder type and 2D square

lattices have a similar hysteretic behavior due to the higher

number of molecules on the edge of the lattice comparing to

the molecules situated in the inner of the lattice.

1. Analysis of the p-T phase diagram

Due to the change of the metal-ligand distance during

the spin state transition, SCO materials are sensitive to the

application of an external pressure that will affect the ligand

field strength around the central transition ion. In the frame-

work of the Ising-like model, the pressure is acting on the

gap energy value as follows:41–43

Dðp; TÞ ¼ Dþ pDV; (7)

where D is the gap energy at ambient pressure, p is the

applied pressure, and DV is the volume change of the mole-

cule during the spin state transition. Figure 4 shows the p-T
phase diagrams recorded for each lattice architecture. As

expected, the critical value of the applied pressure above

which the system loses its cooperativity is strongly

FIG. 2. (a) Variation of hysteresis loop

width DT vs. number of molecules (N)

calculated for the three different types

of architectures. The values of the pa-

rameters used in the calculations are

D/kB¼ 1300 K, ln(g)¼ 6, and

G/kB¼ 105 K and (b) variation of

edge/inner molecules ratio as a func-

tion of system height h, for different

lattice architectures.

FIG. 3. Evolution of the hysteresis loop

width DT vs. (a) short-range interactions

strength and (b) long-range interactions

strength for three different types of

architectures: 1D chain (circle), 1D lad-

der type lattice (triangle), and 2D square

lattice(stars). The parameters values are

D/kB¼ 1300 K, ln(g)¼ 6, and long-

range interaction G/kB¼ 105 K. The pa-

rameters values are D/kB¼ 1300 K,

ln(g)¼ 6, and short-range interaction

J/kB¼ 64 K.
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dependent on the lattice architecture. Since the lowest criti-

cal value is obtained on the 1D molecular chain, the highest

value of the critical pressure is obtained for the 2D square

lattice.

The dependence of the critical temperature Tc and criti-

cal pressure Dc as a function of short- and long-range param-

eters, J and G, is displayed in Figures 5 and 6. From these

dependencies, one can observe a linear variation of Dc and

Tc with the interactions parameters. An interesting result is

pointed out from the slope of the Dc vs. J and Tc vs. J curves

recorded for the three lattice architectures.

We can see that the curve recorded for the 1D ladder

type lattice is characterized by a slope which is between the

1D and 2D square lattices. For different architectures, the

dependences of these critical parameters on the strength of

long-range interaction have almost the same slope.

2. Edge effect

When the size of the SCO system is reduced, in some

cases, an increase of the residual HS fraction and a lowering

of the switching temperatures are observed.44 This effect has

been theoretically explained by various approaches such as

surface energy,45 short- and long-range interactions,46 or by

considering molecules from the surface trapped in the HS

state.47,48 We have also investigated the edge effect on two

different lattice architectures by considering that all the mole-

cules situating on the lattice edge are blocked in the HS state.

We have indeed considered a rectangular lattice having

(2 � 800) active molecules of a total number of molecules (4

� 02) and square lattices having (40 � 40) active molecules

of a total number of molecules (42 � 42). The thermal de-

pendence of the HS fraction, taking into account the edge

effect (i.e., the molecules from the lattice edge that are

blocked in the HS state), is shown in Figure 7. By taking into

account these ingredients we succeeded to reproduce the

general trend of the experimental results reported in Ref. 43.

Thus, by decreasing the dimension of the SCO systems, the

switching temperatures shift towards lower temperatures

with a decrease of the hysteresis width.

FIG. 4. Phase diagram in p-T coordinates. The values of the parameters

used in the calculations are ln(g)¼ 6, J/kB¼ 64 K, and G/kB¼ 105 K.

FIG. 5. (a) Evolution of Dc vs. long range interactions strength G/kB. The pa-

rameter values are ln(g)¼ 6 and short-range interaction J/kB¼ 64 K. (b)

Evolution of Dc vs. short range interactions strength J/kB. The parameter val-

ues are ln(g)¼ 6 and long-range interaction G/kB¼ 105 K.

FIG. 6. (a) Evolution of Tc vs. long

range interactions strength G/kB. The

parameters values are ln(g)¼ 6 and

short-range interaction J/kB¼ 64 K. (b)

Evolution of Tc vs. short-range interac-

tions strength J/kB. The parameters val-

ues are ln(g)¼ 6 and long-range

interaction G/kB¼ 105 K.
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From the above reported results, it can be observed that

the square lattice is less affected by the effect of the low

dimensionality than the rectangular lattice (Fig. 8).

Another consequence of the dimension reduction on the

thermal behavior is the increase of the residual HS fraction;

when the dimension of a SCO system is reduced, the number

of the molecules from the edge of the lattice becomes com-

parable with the number of molecules from the inner of the

lattice affecting both the gap energy and the cooperativity of

the system.

The variation as a function of the lattice dimension of

the equilibrium temperature and of the residual HS fraction

is shown in Figures 9(b) and 9(c), respectively. Significant

differences between the two lattice architectures (the square

and rectangular (4� Size
4

)), if the edge effect is taken into

account, are observed in the hysteresis width. Despite the

number of molecules are the same in both lattices, the criti-

cal temperature above which the hysteresis width saturates is

much higher in the 2D square lattice than in the 2D rectangu-

lar lattice.

IV. CONCLUSIONS

In this work, we investigated the architecture effect on

the hysteretic properties of spin crossover systems from 1D

to 2D. Our results are in good agreement with the experi-

ments and give a broader view on the influence of different

physical parameters, such as pressure, size, and strength of

the long- and short-range interactions. Moreover, we have

shown that the cooperativity of a SCO system not only

depends on short- and long-range interactions but also

strongly on the lattice architecture.
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