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Abstract

There are more and more automated systems and people are led to
interact with them everyday. They are also increasingly complex and
exhibit more and more “smart” behaviour. One direct consequence is that
it becomes harder for the human operators to drive those systems safely
for both the system and the user. Due to that increasing complexity,
interactions between users and automated systems are more likely to be
error-prone. In particular, inadequately designed interactions may result
in the user being surprised while interacting with the system. Several
accidents are due to such surprising situations, as it can be testified by
real accidents, including the Three Mile Island nuclear meltdown, the
lethal radiation doses administered by the Therac 25 medical device or
the shutdown of the aircraft of the KAL007 flight.

Human-Computer Interaction (HCI) has been studied for many years
by researchers from various fields including psychology, human factors
and ergonomics. This thesis follows a recent research direction that
considers the use of formal methods to analyse the behavioural aspects
of HMI. The focus is put on the actions or events exchanged between an
operator and the system being used during an interaction. The work of
this thesis builds on its initial inspiration from the recent work of Degani
and Heymann that addressed the problem of automatically generating
an adequate user interfaces for a given system model. In their work,
an adequate user interface refers to one ensuring that potential mode
confusion is avoided for the operator.

The main contribution of this thesis is an analysis framework sup-
ported by formal methods that can be used to assess whether a system
model is prone to potential automation surprises when being used by
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a human operator. The thesis develops a formalisation of automation
surprises. It proposes and precisely characterises the full-control property
that captures the fact that interactions between a system and its operator
are free of potential automation surprises. It also defines a property, the
full-control determinism, that guarantees the existence of a full-control
conceptual model for a given system model.

The thesis also defines precisely the minimal full-control conceptual
model generation problem. The problem consists in finding a minimal
conceptual model of the system model that allows full-control of it, which
is only possible for fc-deterministic system models. Such full-control
conceptual models can be used to generate artefacts to help the user
to better understand them, such as user and training manuals. Three
algorithms are proposed to solve the generation problem. The first one
is based on Three-Valued Deterministic Finite Automata (3DFA) that
are used to characterise the full-control property in terms of traces. The
second one is based on a reduction approach inspired by the Paige-Tarjan
algorithm that solves coarsest partition problems. Finally, the third one
is based on an active learning approach based on the L∗ algorithm.

The three proposed algorithms have been analysed for correctness
and time complexity considerations. Moreover, the proposed framework,
and therefore the proposed algorithms, have also been tested on various
examples among which a large case study of an autopilot. That latter
case study comes from ADEPT, a toolset to support designers in the
early phases of the design of automation interfaces. That case study also
shows how the proposed methodology could be integrated with ADEPT.
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Foreword

The work of this thesis lies mainly between two fields, namely human-
computer interaction and formal methods. More specifically, this thesis
is about using techniques based on formal methods to analyse human-
machine interactions. In such situations, it is not always easy or possible
to use a vocabulary common to both fields, each community having their
specific words to designate similar objects or concepts. An effort has
been made to use terms that refer unambiguously to the same object or
concept. However, to help the reader and avoid any confusion, a glossary
that gathers the key terms used in this work is provided on page 253.

In this work, the two main concerned entities are the system and the
user who is operating the system. To use formal methods to analyse the
interaction, models of those two entities are used. Whereas the model
of the first entity is always referred to as the system model, the second
entity is called mental model or conceptual model in this thesis. Both
terms refer to a model of the knowledge of the user about the system that
is operated. However, mental model is used to refer to the model that
actually lies in the mind of the user, and can evolve over time. The term
mental model is mainly used up to Chapter 4 since the proposed analyses
could be applied to a mental model at a given time. From Chapter 5
the term conceptual model is used to distinguish the mental models that
are generated by the algorithms proposed in this thesis, from the actual
mental model of the users. Conceptual models can be seen as “perfect
mental model” that the users should have in their mind.

Finally, another specificity of the human-computer interaction field is
that it includes the study of the human, as a user of interactive systems.
In this thesis, the pronouns “he”, “his” and “him” are used in their
epicene sense, to refer to the human user.
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Chapter 1
Introduction

The number of automated interactive systems has been growing rapidly
those years. Such systems include consumer electronics, cars, vending
machines, medical devices and aircrafts. Moreover, those systems are
also increasingly complex and exhibit more and more “intelligent/smart”
behaviours. A direct consequence is that it is hard to ensure that
the human operators will be able to operate those systems safely and
without confusion. The increasing complexity of automated systems
has important consequences on the interactions, making them more
error-prone. Several accidents are due to wrong interactions between the
operator and the system being used, as testified by real accidents [Deg04,
Per99].

Critical accidents include the Three Mile Island accident which was a
partial meltdown of one nuclear reactor that took place in Pennsylvania
in the United States on March 28, 1979. This accident included human
errors where the operators were confused by wrong indications provided
by the user interface on the control panels of the reactor. A valve that
was stuck open appeared as closed to the operators that were not trained
to handle the particular ambiguous nature of that indicator. With the
information shown on the interface, the operator thought the system was
in another configuration than the actual one and he drove the system
according to his wrong understanding. That confusion lead them to
performing inadequate operations with the system.

Another system which is involved in several incidents between 1985
and 1987 and which lead to human death is the Therac 25, a radiation
therapy medical device. This device can administer two kinds of beams
to patients, one of which requires a spreader to be in place. Because
of some internal events, invisible to the operator, some patients were
administered lethal doses of radiations. This accident is an example of a
well-known class of problems called automation surprises [SWB97, Pal95].

1



2 CHAPTER 1. INTRODUCTION

In such situations, the system reacts in a way that the operator did not
expect, causing surprise and confusion. More precisely, such a situation
is a mode confusion [LPS+97], a particular case of automation surprise
where the actual operating mode of the system is not the one expected
by the operator, which can induce bad interactions with the system.

A lot of accidents also occurred in the aviation domain. One very
impressive example is the Korean Air Lines Flight 007 whose aircraft
was shot down by a Soviet interceptor Sukhoi Su-15 on September 1,
1983. The airplane deviated more than 200 miles from its route inside
the prohibited Soviet airspace, but due to a confusion the pilots did not
notice the deviation and continued to fly just as if they were on the
correct route.

These accident examples, and the many other existing ones, are not
only due to a bad system design, but also to the human operator. Neither
the system nor the human is at fault on their own, but the problem
is located in a faulty interaction. As automated systems continue to
become more and more complex, human-machine interaction errors
like automation surprises are more likely to appear. That increasing
complexity can in turn lead to more and more incidents if no particular
attention is paid to those potential errors during the design phases of
the systems.

Human-Machine Interaction (HMI) has been extensively studied for
several years by researchers from various fields, mainly from psychology,
human factors and ergonomics. Initially, the research focused on incidents
or accidents that had occurred, in order to understand what went wrong.
From those analyses, researchers moved to the development of models
of the interaction and of the human cognition. Since the mid-1980s,
researchers have been investigating the use of formal methods to analyse
behavioural aspects of HMI. Formal methods bring rigorous, systematic
and automatic techniques that can be used to help designers for the
analysis and design of complex systems involving human interactions.

The first results were obtained by using and applying formal methods
techniques to analyse existing accidents. The analysed systems were
modelled with a mathematical formalism from which properties were
verified by using automatic formal analysis tools. The work then moved
to more generic results using theories like graph theory, model checking
or theorem proving. The researchers now develop techniques that can
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be applied on system models in order to identify whether potential
automation surprises can arise when the system is to be used by an
operator. Such automatic identification of potential interaction errors
can be integrated into the design process of a system

1.1 Research Goals

The objective of this thesis is to demonstrate how techniques based
on formal methods can be used to analyse aspects of human-machine
interactions (HMI). More precisely, one of the aspect of interest is the
detection of potential automation surprise situations. The goal of the
work is to define a general formal framework to support the analysis of
HMI. The framework has to be based on formal models and on properties
to capture precisely the elements that play a role for the desired analyses.
The framework must be supported by algorithms. It must also be applied
on case studies in order to demonstrate the validity and applicability of
the proposed approach. A real-size example must also be analysed in
order to assess how the algorithms scale.

The techniques that are developed in this thesis are meant to be used
by system designers during the design of a system or by system analysts
during any later phase requiring to analyse an existing system. Many
accidents that happened were due to a wrong interaction between the
user and the system being operated. Those wrong interactions can be the
result of an automation surprise. On possible way to analyse formally
potential automation surprises is to focus on the behavioural aspect of
the interaction. This is precisely the focus of this work which focuses
on system whose behaviour can be described such as the VTS example
presented hereafter.

This work does not analyse the interaction means or devices, nor the
ergonomics and user interface design aspects, such as the modality of the
interface or the arrangement of the components of the UI for a software.
This work is only concerned by the “event communication” that takes
place between the user and the system being used. Correspondingly, it
is the software component of the system that is the focus of analysis in
the frame of this work.
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The following example illustrates the motivation of this work. Degani
et al. use a small model of a semi-automatic transmission system of a
large vehicle to illustrate the concepts they developed. Figure 1.1 shows a
graphical representation of the system model of the vehicle transmission
system (VTS) example. The system is composed of three operating levels:
LOW, MEDIUM and HIGH. The system is composed of eight internal states
represented by the rectangular boxes. There are two kinds of actions
that are possible with that system, represented as lines linking together
two states.

• The user can drive the transmission lever to increase or decrease
the operating level of the gearbox (push-up and pull-down). Those
actions are under the control of the user who decides when they
are performed.
• The gearbox can automatically shift gears as the speed of the
engine changes (up and down). Those actions are not controlled
by the driver but he can detect their occurrence as he hears the
engine speed going up or down.

GEAR LEVER

push-up

pull-down

(a) The lever of the VTS
(physical device).

high-1 high-2 high-3

medium-1 medium-2

low-1 low-2 low-3
up

down

up

down

up

down

up

down

up

down

push-up push-up pull-down
pull-down

push-up

push-up push-up
pull-downpull-down pull-down

(b) A graphical representation of the be-
haviour of the VTS (model).

Figure 1.1. The Vehicle Transmission System (VTS) (Example taken from [HD07]).

The peculiarity of the VTS example is that pushing up the lever
when the system is in the LOW level can lead to two different situations.
The gear either moves to the MEDIUM level (when the system is in the
low-1 or low-2 state) or to the HIGH level (when the system is in the low-3



1.2. OVERVIEW OF THE CONTRIBUTIONS 5

state). A direct consequence of that difference is that if the user wants
to be able to predict in which level the gearbox will transition in reaction
of a push-up on the lever, the user must be able to track in which state of
the LOW level the system is.

Such subtleties that may be part of the system model must be taken
into consideration whenever designing a system and analysing it. For
the VTS example, attention has to be paid to the LOW level. Either
the automatic transitions have to be hearable for sure by the driver or
user interface elements such as visual indicators or audible alert must be
provided to indicate the actual state in the LOW level.

The designer of the system may have thought that the system could be
viewed by the user as a three-mode system, one for each level. Applying
the methodology proposed in this thesis can identify that the three-
mode system view is not adequate and may cause potential automation
surprises. Moreover, the developed algorithms can identify that the
operator has to be aware of at least five states about the system in order
to be able to control it while avoiding potential surprises. The states
of the HIGH and MEDIUM levels can be merged together while the three
states of the LOW level are kept separated.

1.2 Overview of the Contributions

The contributions of this thesis are multiple and revolving around the
full-control property, which is the central contribution of this work.

To capture the features that are necessary to model the human-
machine interactions, a generalised version of the automata-based formal-
ism proposed by Degani et al. based on an enriched version of labelled
transition systems (LTS) have been defined. The proposed formalism
includes the distinction between commands performed by the operator
on the system, observations triggered autonomously by the system and
observed by the operator and internal actions not perceivable by the
operator. A formalism mixing event-based and state-based observations
has also been developed to be closer to how system models are designed
by system designers and analysts.

A criterion to characterise one aspect of adequate interactions between
an operator and a system has been formalised and put in the form of
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a property called full-control. The full-control property captures the
fact that for an interaction to be adequate, that is, to avoid potential
automation surprises, the operator must always know what commands he
can perform on the system and he must expect at least all the observations
that may arise. In addition to the characterisation of the full-control
property, it has been compared and positioned regarding other existing
relations such as trace equivalence and input-output conformance, for
example. That comparison highlighted a trace characterisation of the
full-control property. Moreover, existence of full-control mental models
for a given system is guaranteed by the fc-determinism criterion that is
also defined and characterised in this work.

To support the formal framework, three algorithms that can be used
to automatically generate a minimal full-control mental model for a given
system have been proposed and analysed. The first proposed algorithm
is based on the trace characterisation of the full-control property and
encodes the full-control mental model candidates into a Three-Valued
Deterministic Finite Automaton (3DFA) that is then reduced to get one
minimal full-control mental model. The second proposed algorithm is
based on a reduction-based approach similar to the one used to compute
the bisimulation reduction. It has been developed based on the procedure
proposed by Degani et al. [HD07]. Finally, the third proposed algorithm
is based on an active learning-based approach where the minimal full-
control mental model is built incrementally state by state.

Based on the full-control property and the proposed algorithms, a
proposed methodology to analyse a given system model during the design
stages is developed and illustrated on existing small but realistic case
studies. Those analyses highlight some limitations of the full-control
property and some possible variants of the full-control property are
proposed, analysed and illustrated with small examples. Those analyses
also revealed the necessity to integrate user tasks into the formal analysis.
That latter point is sketched in this thesis and precise and further analyses
are left for future work.

The proposed methodology and algorithms have also been applied
on a larger realistic case study which is a model of an autopilot of a
Boeing 777 aircraft. The autopilot model that has been used is initially
modelled in ADEPT, a tool dedicated to system designers to help them
to prototype user interfaces. To be able to analyse that model, this
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thesis proposes a formal semantics for ADEPT models and proposes a
systematic way to translate ADEPT models to the models used in this
work.

In summary, the contributions of this thesis are as follows:

• Definitions and characterisation of HMI-LTS, HVS and HVM mod-
els, along with translation algorithms from HVS and HVM to
HMI-LTS;
• Definition and characterisation of the full-control and fc-determinism
properties, along with algorithms to check them;
• Three minimal mental model generation algorithms, based on:
3DFAs, a reduction-based approach and a learning-based approach;
• An analysis framework with a proposed method, illustrated by

concrete examples and a variant of the full-control property along
with intuitive ideas about the integration of user task models;
• A semantic for ADEPT models, with a translation algorithm to

HVS and the analysis of an autopilot case study.

1.3 Publications

The work presented in this thesis has already given rise to five publica-
tions:

• The definitions of HMI-LTS and of the full-control property have
been initially published in the first ACM SIGCHI Symposium on
Engineering Interactive Computing Systems in July 2009 [CP09].
The paper also describes the reduction-based algorithm for the
generation of minimal full-control abstractions. The version pre-
sented in the paper is restricted to system models satisfying specific
requirements, but the algorithm has been generalised in this thesis
to handle any system model.
• The application of the proposed analysis techniques to the human-
machine interaction field, and in particular how they can be used
in the design process of systems, has been published in a special
session of the IEEE International Conference on Systems, Man,
and Cybernetics in October 2011 [CGPF11a].
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• The learning-based algorithm for generating a minimal full-control
conceptual model has originally been published in the International
Workshop on Machine Learning Technologies in Software Engineer-
ing in November 2011 [CGPF11b]. This paper also provides the
trace characterisation of the full-control property.

• The prototype tool jpf-hmi is described in a paper published in the
Java Pathfinder Workshop in November 2011 [CGPM11].

• Finally, exploratory work on how user task models can be integrated
into the analyses has been presented at the Third International
Workshop on Formal Methods for Interactive Systems in November
2009 [Com09].

1.4 Organisation of the Thesis

This thesis is organised in eight chapters. The remainder of this thesis is
organised as follows:

• Chapter 2 presents fields of the human-machine interaction and
formal methods. After reviewing background information about
those two fields, it draws up the state of the art of applying formal
methods to the analysis of human-machine interactions. Finally,
the precise context in which the work presented in this thesis lies
is summarised.

• Chapter 3 presents HMI-LTSs which are the enriched labelled tran-
sition systems that are used to represent system and mental models.
It also presents HVS and HVM, generalised versions of HMI-LTSs
that mixes event-based and state-based approaches for observations.
Finally, other kinds of formalisms used to model reactive systems
are briefly presented and compared to the formalism proposed in
this work.

• Chapter 4 presents the full-control property and characterises it.
An algorithm to check whether the full-control property is satisfied
between a mental model and a given system model is proposed.
The fc-determinism property that guarantees the existence of a full-
control mental model is presented and characterised. Finally the
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last section reviews how properties developed by other researchers
can be used to relate mental and system models, and how they
compare to the full-control property.
• Chapter 5 formulates formally the problem of generating a min-
imal full-control mental model for a given system. Based on a
trace characterisation of the full-control property, it presents three
approaches: the 3DFA-based, the reduction-based and the learning-
based approaches. Concrete algorithms are described and the three
approaches are compared.
• Chapter 6 follows by presenting how the proposed full-control prop-

erty and mental model generation algorithms can be used concretely
to analyse human-machine interactions that can potentially lead to
interaction failures. The proposed methodology is illustrated with
small realistic examples. Limitation of the full-control property is
also presented, along with a discussion about how user task models
can be integrated into the analysis.
• Chapter 7 applies the proposed technique to a real-size concrete

example which is a partial model of an autopilot of the Boeing 777
aircraft written in the ADEPT toolset. ADEPT models are first
described and a formal semantics for them is proposed. Then, the
autopilot model is described and analysed with the methodology
proposed in this thesis.

The last chapter concludes the work presented in this thesis and
draws up some possible future work.
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Chapter 2
Context and State of the Art

The goal of this first chapter is to lay down background information,
about both the human-machine interaction and the formal methods
fields, that is relevant for the work presented in this thesis. Section 2.1
defines human-computer interaction and provides definitions for general
concepts and elements used throughout this thesis. Section 2.2 reviews
main kinds of analyses that can be performed for human-machine in-
teractions, and which are close to the analyses performed in this thesis.
Then, Section 2.3 defines formal methods and presents briefly two main
verification techniques: model checking and theorem proving. Section 2.4
follows directly with a state of the art that reviews how formal methods
has been used for the analysis of human-machine interaction. Finally,
Section 2.5 draws up the main underlying hypotheses of this work.

2.1 Human-Computer Interaction

Human-computer interaction (HCI) is a field that studies the interactions
between people and computers, and their designs [CMN83, Car97]. This
field is sometimes referred to as human-machine interaction [Boy11],
human-automation interaction or man-machine interaction in the lit-
erature. HCI is an interdisciplinary field which involves and connects
together computer science, psychology, system engineering, ergonomics,
human factors, cognitive science and interface design [HLP97]. The
origins of HCI date back to 1960 in the seminal paper by Joseph Lick-
lider [Lic60] which states the need to have easier interactions between
humans and computers.

The main goal of HCI is to work on the design of interactive systems,
along with their interfaces, to make them usable by their users. The
cognitive capabilities of the users, such as what they can observe about

11
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the system or their memory capacity, are one important aspect considered
by HCI people. They have to be well understood to be able to allow
building systems that are usable by their operators. Whereas it is a
crucial point of interest for the field in general, it is not really the focus
in this thesis.

There is no one unique definition of human-computer interaction.
ACM SIGCHI defines it as “a discipline concerned with the design,
evaluation and implementation of interactive computing systems for
human use and with the study of major phenomena surrounding them” in
a technical report describing a curricula for HCI [HBC+92]. This latter
definition only considers computing systems, but more generally, the
work presented in this thesis is also applicable to any machine whose
behaviour can be described as an automaton. However, the proposed
techniques can only be applied on finite automata even though many
interactive systems do have an infinite set of states. They will therefore
not be considered for analysis, except under suitable abstraction or
simplification. Also, looking back to the definition just mentioned, this
work is more focused on the evaluation part, and to a lesser extent on the
design part of interactive systems, but not much on the implementation
part.

To highlight the fact that the work of this thesis is not only concerned
with interactive computing systems, the term human-machine interaction
(HMI) is used in the sequel.

2.1.1 Human-Machine Systems

Human-machine interactions are happening between machines and their
operators. But, there are also many other elements involved and of
interest for the approach developed in this thesis. Among the involved
components, some of them correspond to concrete elements while others
are abstractions used for the formal analysis. Those elements, presented
in the next section, are inspired from the ones defined by Degani et
al. [DH02]. The difference is that they are put in a broader and more
general context, such as proposed in [Cac04]. A human-machine system
(HMS) can be defined as in [DoD84]:

“A composite, at any level of complexity, of personnel, procedures,
materials, tools, equipment, facilities, and software. The elements of
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this composite entity are used together in the intended operational
or support environment to perform a given task or achieve a specific
production, support, or mission requirement.”

There can be more than one system in an HMS, in general. The
system can also be decomposed in several subsystems running in parallel.
Many architectures are possible in such a setting: either the operator in-
teracts with each system independently or there can be machine-machine
interactions. In that latter case, those interactions can be visible or invis-
ible to the operator. One example is a bread production line composed of
the succession of several machines. The user has to control and operate
the different machines while the breads are progressing through the
production line. The different machines may be communicating together
and exchanging information in order to adjust their own settings, given
a communication protocol.

It is also possible to have more than one user operating the system.
In such a situation, the different operators may just act independently
on the system, they can cooperate to reach a global goal, or they can be
competing against each other. For the two latter cases, there is the need
to consider the possible human-human interactions as well. One example
of such a situation is an aircraft that is flown by a pilot and his copilot.

The work presented in this thesis only considers HMS with a single
machine used by a single operator. The extension of the developed
techniques to more general HMSs is left for future work.

Reactive Systems

By definition, a system in an HMS is a reactive system [HP85]. A reactive
system is viewed at a high level of abstraction as a black box which is
provided with inputs and produces outputs. Such systems usually never
terminate and are always interacting with their environment. Harel and
Pnueli precisely stressed the difference between transformational systems
which take inputs and produce outputs in a functional way, and reactive
systems which “are repeatedly prompted by the outside world and their
role is to continuously respond to external inputs” [HP85]. Reactive
systems are offering a set of input actions to their environment and, in
reaction to these inputs, produce outputs.
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It is exactly this dynamic aspect and distinction between inputs
and outputs that are of interest for the work of this thesis, that is, the
behavioural control aspects of HMI (versus ergonomic and timing aspects,
for example). That is the reason why considered systems are all reactive
systems. The operator is interacting with the system, by providing inputs
and observing outputs, and without any knowledge about the purely
internal behaviour of the system, considered as a blackbox by the user.
The system is in an ongoing relationship with the environment and the
operator. To be more precise, the operator may know precisely how
the system works, but during the interaction, it is not possible for him
to know what is happening inside the system, except by observing the
produced outputs and remembering the provided inputs.

2.1.2 General Overview of Involved Elements

Figure 2.1 shows elements that are involved in a human-machine sys-
tem [Nor88] and that are of interest in the frame of the work presented
in this thesis. The user interacts with the system through an interface.
That interaction takes place in a given environment. The user gets
his knowledge about the system through user manual or training, for
example, and has to perform some tasks. The behaviour of the system
is captured by a system model and the knowledge of the user about
the system is represented by a mental model. The conceptual model
abstracts the system model and is used to generate training material.

System, User and Interface

Three real concrete elements are involved in human-machine interactions.
The system is the machine that is used, such as a vending machine, an
ATM, an autopilot, a car or a software running on a computer. The
system may either be a physical device or a computer program that can
be used to control a physical device.

The user is the operator who is using the system. Different kinds of
interactions are possible between the user and the system. For example,
the user may be monitoring the system, executing a procedure or trying
to achieve a specific task with the system. The user can also just be
exploring and discovering the functionalities of a system that he has
never used before.
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Figure 2.1. General overview of elements involved in human-machine interactions.

The third element is the interface which is located between the user
and the system and serves as a communication channel. The interface
allows the user to send commands to the system. It is also through the
interface that the user will be able to observe information provided by the
system. Any interaction between the user and the system is done through
the interface. The interface can either be a physical or a virtual interface.
The interaction with physical interfaces is done through physical devices
such as buttons, knobs or levers to execute commands and lights, LCD
displays, gauges or alarms to get information about the system. For
virtual interfaces, the interaction is done through a command line or
through the widgets of the graphical user interface (GUI). The interface
is tightly coupled to the system and is most of the time considered as
being part of it.

Environment

The interaction between the user and the system does take place inside
some environment. The environment is everything that has an influence
on the interaction, but which is external to the system and the user.
It is also referred to as the socio-technical working conditions or the
context. Usually neither the system nor the user have any control on
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the environment, but it must be taken into account by both the system
and the user to ensure a good interaction. The environment is made of
three elements: the actual environment, other operators and the social
context [Cac04].

For example, elements belonging to the environment may be physical
values such as temperature, pressure or wind speed for physical systems.
For a computer running a software system, it could be the operating
system or the internet service provider (ISP).

System and Mental Models

In order to be able to analyse human-machine interaction using formal
methods, both the system and the user are modelled with a well-defined
modelling formalism. The interaction analysis is based on a system model
and a mental model which respectively models the system and the user.
The system model, also referred to as the implementation model [CRC07a]
when referring to software systems, represents the behaviour of the system.
It contains all the executions that the system can go through. The
mental model contains the knowledge that the user has about the system,
that is, all the executions that he knows or thinks that are possible
on the system [SN93]. The mental model can also be characterised as
the representation of how the system works that emerges from its use.
Norman [Nor02] defines it as follows:

“Mental models are models people have of themselves, others, the
environment, and the things with which they interact. People form
mental models through experience, training, and instruction.”

By definition, the mental model is therefore a highly probabilistic
model. Moreover, it evolves over time as the user is learning new func-
tionalities or is forgetting others as they are not used frequently enough,
for example. Social interactions with other users of the same or similar
systems may also alter the mental model.

There are plenty of different formalisms that can be used to model
system and mental models. The choice of a formalism depends, among
other things, on the kind of analysis to be performed. Moreover, the
system model may not represent the exact behaviour of the system, it is
often an abstraction of it. This is for example the case when a continuous
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system is modelled using a discrete formalism. The abstraction level that
is chosen may also have an influence on the kinds of analyses that are
possible.

User’s Tasks

A user is operating a system because he has a goal to achieve, that is,
some tasks to be executed on the system. The user’s tasks can be of
different types. One possible mission for an operator is to monitor a
system, and to ensure that it will never reach some forbidden hazardous
states. For example, the operator’s goal may be to watch the temperature
of the cooling system of a nuclear power plant. Another kind of user’s
tasks is the execution of a procedure on a system, that is, performing
a sequence of commands that will depend on the observations that are
made during the interaction. For example, a user may want to go to
an ATM to withdraw money with his credit card. The interaction will
be different if there is no more money left in the ATM, or if the credit
card has been blocked by the bank, for example. The user will follow
a procedure which starts with the insertion of the card followed by the
composition of his PIN code. Of course, user’s tasks can be more complex
and are usually presented as a hierarchy with a main task decomposed
into subtasks. For example, “driving a car” could be the main task, with
“monitoring the speed” as one of the subtasks.

User’s tasks may also be modelled formally in order to be able to
apply formal methods techniques to perform analysis related to user’s
tasks. Possible analyses include the feasibility of a given set of tasks on
a system, or the evaluation of the cognitive complexity for an operator
to perform a task on a system. Different elements have be considered in
order to have a task model.

Training Material

In the frame of this work, the systems, and consequently the system
models, are supposed to be immutable. System models are thus frozen
and do not evolve over time. Contrarily, mental models may evolve over
time, as previously mentioned. The user has initially no knowledge about
a specific machine. The user will learn and grow an initial mental model
using information coming from many sources, referred to as training
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material. Those sources of information include common knowledge
coming from the use of similar machines and knowledge learned through
the reading of training manuals or obtained during practical training
sessions.

Training material are not considered directly in this thesis. They may
play a role in two main situations: the approach used in this work can be
used for the generation of user manuals and existing user manuals can be
checked with the developed technique. Small examples illustrating those
two roles are provided in Chapter 6 and a more thorough development is
left for future work.

Conceptual Model

Norman also defined the notion of conceptual model that corresponds
to the mental representation of the design. The conceptual model is
developed by the designer and communicated to the user through the
system design and its interface. Norman [Nor86] distinguishes three
conceptual models: the design model is the representation of the system
in the mind of the designer, the user’s model is the model developed
by the user and finally the system image is the perceivable part of the
device. The designer cannot communicate directly with the final user
and transmits his design model through the system image, which can
thus be seen as a materialisation of the design model.

In the remainder of this thesis, the generic term conceptual model is
used to refer to an abstraction that is directly generated from the system
model. In contrast, the term mental model refers to the model that is
actually in the user’s mind. The conceptual model can be viewed as a
kind of “perfect/ideal” mental model, with enforced properties.

The work presented in this thesis focuses on the analysis of the
interactions that take place between a user and an operated system. The
first focus is on the relation that should be defined between a system
and a mental model so as to detect potential wrong interactions. The
second focus is on the generation of a conceptual model from the system
model, so that the generated conceptual model is a good abstraction of
the system model, that if used by an operator, avoids potential wrong
interactions. The system and conceptual models are thus at the core
of the analysis approach proposed in this thesis. The other elements,
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and their integration, are also discussed in this thesis, but to a lesser
extent. Moreover, the system with its interface and the environment are
considered as a whole, and the interaction is taking place between the
user and that “large system”.

2.2 Analysing Human-Machine Interactions

The HCI field tackles many different problems related to the analysis
of human-machine interactions. This section reviews briefly the main
kinds of analysis and positions this work relative to them. Initially, HCI
was called “software psychology” and had as a goal to consider human
related aspects to better understand software design, programming and
interactive systems [Shn80]. Assessing the usability of systems and
software is a key analysis to get a better understanding of human-machine
interaction.

For the particular case of software development, two categories of
properties are of interest for people from HCI [GC96]. External proper-
ties are related to the perspective of the user while internal properties
are related to the perspective of the software developer. A first kind
of questions dealt with by HCI is related to goals and tasks. The task
completeness property addresses several questions including the possibil-
ity for a user to achieve his goals and to do his tasks on a system and
the ability of the system to provide a feedback to the user about the
successful realisation of a task. Such questions are not covered in this
thesis.

Another kind of analysis that is central in HCI is about interaction
robustness. A robust interactive system is one that supports the user
during the execution of a task so that he does not perform any irreversible
mistakes, and allows him to know where in the task progress he is. That is
precisely the goal of this thesis, defining a property that minimises the risk
of failure during the interaction, namely avoiding automation surprises.
As summarised in [GC96], seven properties are related to the interaction
robustness. Observability, insistence, honesty and predictability are user-
dependent properties whereas access control, pace tolerance and deviation
tolerance are less user-dependent. The first four ones have to be validated
by user testing and the three last ones can be validated by analysing the
system.
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A system is observable if it is possible for its user to observe all the
information necessary for him to perform his tasks. A system is predictable
if it helps the user, with its past and present provided information, to
predict the outcome of future interactions. The full-control property,
defined and developed in this thesis, addresses both properties. It checks
whether the user knows enough about the observable behaviour of a
system in order to avoid automation surprises when interacting with it.

HCI covers many other kinds of analysis including the development
of design processes for interactive systems such as what is done in the
software engineering field. This thesis is not related to design processes
although future works discusses how the developed techniques could
be integrated in the design loop of systems. Other subjects of interest
of HCI include the development of cognitive models for the users, the
study of affective aspects of the interaction, the analysis of interface
and interaction means (physical or virtual), multimodal interactions,
support for design, prototyping and construction of interactive systems,
evaluation of interactive devices (manual through surveys or automated)
and usability testing [DFAB03, SRP07, CRC07b].

2.3 Formal Methods

Formal methods is a field of computer science in which mathematical
techniques are used for the specification, development and verification
of software and hardware systems [CW96]. Formal methods have been
applied to different fields ranging from software and hardware systems
design, such as verification of the design of chips or network protocols.

When talking about formal methods, in particular for automated
verification of properties, two main approaches are distinguished: model
checking and theorem proving. Those two methods are used to perform
verification of formal specifications on systems. Even if only the explo-
ration capabilities of model checking is used in this work, the next two
sections present model checking and theorem proving and discuss the
difference between those two approaches, so as to present the state of
the art in the domain of formal methods applied on HMI.
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2.3.1 Model Checking

Model checking [CGP99] is the problem of exhaustively checking whether
a model of a system meets a given specification, both the model and the
specification being formulated in some precise mathematical formalism.
The model checker exhaustively explores all the states of the model
and checks whether the specification is satisfied for the whole system.
Should the specification be unsatisfied, the model checker provides a
counterexample which is an execution trace within the model which
violates the specification. Figure 2.2 illustrates the working of model
checking.

AG (¬closed
=⇒

EF alarm)Model
Checker

model specification

YES NO
+counterexample

Figure 2.2. Model checking algorithms exhaustively search through all the states of
a model and check whether a given specification is satisfied in all those states. If
the answer is no, the model checker provides a counterexample which is typically an
execution path in the model leading to a state not satisfying the specification.

A specification is a set of desired properties each of which representing
an element of the specification. Satisfying the specification means satis-
fying all of its properties. If M denotes a model and S a specification,
the notation M |= S means that the model satisfies the specification.

Different kinds of specifications can be checked with a model checker.
Firstly, a model checker can verify properties expressed in a given logic,
for example linear temporal logic (LTL) defined by Pnueli [Pnu77] or
computation tree logic (CTL) defined in parallel by Clarke and Emer-
son [CE81] and in a slightly different form by Queille and Sifakis [QS82].
The specification used in Figure 2.2 consists of a single CTL property,
stating that whenever the door is not closed, an alarm can eventually be
raised.
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Besides being able to check whether a given property holds on a
model, model checkers can also check whether two given systems are
equivalent, according to a chosen equivalence relation. One example of
such an equivalence relation is the trace equivalence. Two models are
trace equivalent if they can perform exactly the same set of observable
executions. Model checkers with this possibility include CADP [GLMS13]
and FDR2 [For10].

Both those possibilities offered by model checkers have been used in
the techniques presented in this thesis. In particular in the algorithm
presented in Section 5.5, model checking is intensively used to check
whether some forbidden states cannot be reached and to test whether
two models are equivalent according to full-control, a property developed
in this work.

2.3.2 Theorem Proving

Theorem proving [HV91, Wie06] works differently from model checking
by applying inference rules to a specification in order to automatically
derive new properties of interest. Given a model of a system and a
property to verify, a theorem prover outputs a proof stating whether
the property is verified or not for the system. The theorem prover
must receive as input an appropriate formulation of the problem as
axioms, hypotheses and a conjecture. The formulation is provided using
a formal logic. During the proof, some theorem provers may require
human assistance in order to provide some guidance to the prover. Those
systems are therefore referred to as proof assistants instead of theorem
provers. Theorem provers can output a yes/no answer or they can also
output counterexamples or detailed proofs, for more elaborated ones.
Many theorem provers have been developed; well-known and successfully
systems include Otter [McC03], Coq [The13] and HOL [GM93, For12].

2.3.3 Limits to Adoption

When formal verification techniques started to be developed, people were
rather sceptical about what they could bring to computer science and
software engineering.
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In 1979, De Millo et al. argued that software verification was doomed
as summarised in the abstract of their paper [MLP79]:

“It is argued that formal verifications of programs, no matter how
obtained, will not play the same key role in the development of
computer science and software engineering as proofs do in mathe-
matics. Furthermore the absence of continuity, the inevitability of
change, and the complexity of specification of significantly many
real programs make the formal verification process difficult to jus-
tify and manage. It is felt that ease of formal verification should
not dominate program language design.”

De Millo et al. were mainly targeting theorem proving at that time.
However, as time passed and as verification techniques became more
advanced, people changed their mind. Although many scholars agree
that formal methods are a good way to bring safety and reliability in
system design, the attitude of practitioners is not as enthusiastic [Hol97].
Except people from the hardware design community, practitioners from
other fields are more reticent, not about the general idea of using formal
methods, but about the lack of adequate tools, the necessity to understand
too much of mathematics or high computational costs. People willing to
use verification techniques are often required to be specialised in the field
since formal verification is not always as easy as pressing on a button
and getting a result. Verification indeed suffers from high computational
complexity. It can only be applied with abstraction and scaling up to
real-size is challenging. Those arguments have to be taken into account
when developing new analyses approaches based on formal methods:
new methodologies proposed must be supported by usable tools targeted
to their final users who are not necessarily people with high technical
backgrounds.

Moreover, as pointed out by Henzinger [Hen96], formal methods do
not have to be taken as a holy grail. Formal methods cannot prove that
a given system is error-free and that any interaction with it will never
cause trouble:

“The only sensible goal of formal methods is to detect the presence
of errors and to do so early in the design process. Indeed, ’falsifi-
cation’ would be a more appropriate name for the endeavor called
’verification.’”
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Formal methods should be used as a complementary tool inside
the design process loop, where they can bring useful feedback about
the design of systems to the system designers. Those considerations
have been taken into account in the work of this thesis. The modelling
approach has been chosen in order to be as close as possible as the way
designers think about systems. Even if the work presented in this thesis
is focused on the formal method developments and does not go until
the production of a usable tool, the case study presented in Chapter 7
shows that the proposed techniques could be integrated with ADEPT,
an existing toolset specialised for human-machine interaction analysis.
Also, the integration of the proposed techniques in the system design
loop has also been thought about, and are presented in Chapter 6.

2.4 Analysing HMI with Formal Methods

The work presented in this thesis aims at analysing human-machine
interactions and more precisely verifying that interactions between oper-
ators and the machines are safe. Formal methods have proven useful for
predicting system failures in computer hardware or software, but have
not been used extensively to detect potential human errors yet.

Since the mid-1980s, researchers started to investigate the use of
formal methods techniques for HMI. Initial work focused on small case
studies but the field has been growing now for many years towards
more general and generic techniques. According to Dix [Dix13], the
first uses of formal methods in the HCI field date back to the work by
Reisner who used BNF to specify user interfaces [Rei81] and the work
by Dix et al. who considered the use of abstract models for interactive
systems [DR85]. Today, many other researchers have investigated the use
of formal methods to analyse HMI, such as described in [HT90, Pal97].

Formal methods can be used for several purposes in the analysis of
human-machine interactions. The different approaches can be classified
according to the three following categories:

• Systems can be modelled formally so that rigorous and systematic
analysis can be performed on them. Given a formal model, systems
can be characterised and compared. For example, measures for the
level of usability or complexity can be computed.
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• Properties can be expressed formally and verified against systems.
Such verifications can be mainly done with either model checkers
or theorem provers. For example, a system can be proved to have
no deadlocks or it can be checked that some actions are always
undoable by the operator.
• Finally, by using formal methods to model HMI, it is also possible
to use algorithms that are able to generate artefacts, such as
user manuals, other models, alternative system models and user
procedures, satisfying some precise and well-defined properties. For
example, a user manual covering all the behaviour of a system can
be automatically generated.

This section presents a state of the art of approaches that have been
developed to apply formal method techniques to analyse some aspects
of human-machine interaction. For each piece of work, a representative
example is concisely presented. Those case studies are a good illustration
of real concrete interactive systems that are subjects of formal analysis
of human-machine interactions. Some reviews about applying formal
method techniques to the analysis of human-machine interactions have
been previously realised by several authors [CH97, BBS13, Dix13].

2.4.1 Analysing Mode Confusion with Model Checking

Rushby was among the first researchers to use formal methods in order
to provide a more systematic way to analyse human-machine interac-
tion [Rus00, Rus02]. His work first focused on the specific case of mode
confusion issues, that is, situations where an operator of a system is
confused because he thinks the system is in one operating mode while
it is actually in another one. Such confusion could possibly lead to
accidents. Rushby started with the analysis of a well-known case study,
and then extended his work to open perspectives to the more general
case of automation surprises analysis.

Systematic Analysis of a Well-know Case Study

In [RCP99], Rushby et al. started from the description of an existing
and well understood incident that occurred due to a bad operation
between a pilot and an airplane autopilot. From that description, the
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authors identified the different operating modes that played a role in
the incident. They also proposed two state-machine models: one for
the actual system and one mental model for the pilot. They clearly
identified a discrepancy that could occur between the two models, in one
execution scenario which was actually the one that occurred during the
analysed incident. The formalisation of the situation allowed the authors
to perform a systematic analysis, to reason about the situation and to
identify potential bad interactions.

The case study that was analysed is a kill-the-capture bust, a well-
known kind of automation surprise described by Palmer [Pal95]. That
analysis was done in a NASA study in which several crews flew realistic
missions in DC-9 and MD-88 airplanes simulators. In summary, the
analysed incident was due to an altitude deviation of the airplane.

The autopilot of an airplane can be instructed to maintain a given
altitude (hold mode, HLD) or to climb to reach a given altitude, by setting
its pitch mode. There are two ways of climbing: at a given rate of climb
(vertical speed mode, VSP) or at whatever rate consistent with a given air
speed (indicated airspeed mode, IAS). In addition to the pitch mode, the
pilot can set a capture mode to define a “goal to reach”. The pilot can
ask the autopilot to drive the plane to a given altitude (altitude mode,
ALT). An additional capture mode that is not activated by the pilot,
but autonomously by the autopilot, levels off the airplane to the desired
altitude with a smooth levelling off (altitude capture mode, ALT CAP).
There are two more things to know to understand the case study: firstly,
if no capture mode is set and pitch mode is set to VSP or IAS, the airplane
climbs indefinitely, and secondly, if the ALT mode has been set, then
the ALT CAP mode is entered automatically when the airplane arrives
near the target altitude. In the latter case, the pitch mode automatically
transitions to HLD mode when the target altitude is reached. Figure 2.3
shows the controls of the autopilot that are of interest for this case.

The mode confusion the pilot has been confronted to, initially de-
scribed by Palmer in [Pal95], first formally analysed by Leveson et
al. [LP97] and rephrased from [RCP99], took place as follows:

“The airplane was at 2,100 feet when the pilot received the clearance
to climb and maintain 5,000 feet. The pilot changed the target
altitude to 5,000 feet, which automatically armed the ALT capture
mode. The pilot also set the pitch mode to VSP with a vertical
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Pitch mode

HLD IAS

VSP

Capture mode

ALT

Target altitude (feet)
5,000

Vertical speed (feet/min)
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Airspeed (knots)
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Figure 2.3. Control of pitch and capture modes. The pitch mode is chosen with a
knob and the altitude capture can be set or not with a button (on the left). Target
altitude, vertical speed rate and airspeed can be chosen with knobs (on the right).

speed of 2,000 feet/min. When the altitude of the airplane reached
4,000 feet, the pilot changed the pitch mode to IAS, while the
airspeed was previously set to 256 knots. The ALT capture mode
was still armed. When the airplane approached the target altitude,
the autopilot automatically switched to ALT CAP capture mode.
A few seconds later, the captain changed the vertical speed to
4,000 feet/min. The autopilot automatically changed the pitch
mode to VSP and the airplane continued to climb, not levelling off
at the specified target altitude...”

Figure 2.4(a) shows the state-machine that represents the logic of the
behaviour of the autopilot for the considered pitch and capture modes,
as proposed by Rushby. This state-machine summarises the description
presented here above. What caused the automation surprise is that the
pilot does not have the same representation of the autopilot in mind. A
good mental model may suppress behaviour details and this is necessary
since a human operator cannot memorise every detail accurately in his
mind. In that specific situation, the pilot was not aware of a difference in
the behaviour of the autopilot between ALT and ALT CAP: VSP/IAS resets
ALT modes (bold transition on Figure 2.4(a)). For the pilot, whenever
the capture mode is active, it remains active even when changing the
pitch mode to VSP. Rushby proposed the mental model on Figure 2.4(b).
This is precisely what caused the incident: after the pilot changed the
vertical speed to 4,000 feet/min, in the last manoeuvre, the actual system
transitioned to the initial state where capture is not armed, but in the
mind of the pilot, capture was still armed.
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(a) State-machine for the actual system.
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(b) State-machine for the mental model.

Figure 2.4. State-machines representing the actual behaviour of the autopilot, and
the one for the pilot. The transition to the ALT CAP mode is automatically triggered
by the autopilot when the airplane is approaching the target altitude (near). The
arrive transition is triggered when the airplane reaches the target altitude [RCP99].

The lesson learned from that incident is that the pilot has to know
about the difference between ALT and ALT CAP capture modes. The
reason is that the behaviour resulting from triggering the same action
(entering VSP or IAS) is different depending on the actual capture mode.
More precisely, the pilot has to be made aware of the silent event near.
An explicit indicator on the user interface may be a solution; another
possible solution is a redesign of the system.

Using a Model Checker to Automate Mode Confusion Analysis

The mode confusion analysis performed by manual inspection in [RCP99]
has been extended in [Rus02], so as to automate the analysis using the
Murφ model checker [Dil96]. The general idea is to write one Murφ
model that embodied two set of variables, representing the state of the
system and the one of the pilot. The model checker is then used to
explore that model which represents the parallel execution of both the
system and mental models. The property that is checked by the model
checker guarantees coherence between the states of both models.



2.4. ANALYSING HMI WITH FORMAL METHODS 29

Figure 2.5 illustrates the performed analysis. Each node represents a
state of the exploration, which is composed of the values of the variables
in the system (s) and in the mental (m) models. If all the explored states
are agreeing on the values of their variables (states of “type” j), the
system is guaranteed to be safe according to mode confusion. Whenever
one bad state (states of “type” i) is reached, the path from the initial
state to this bad state is a scenario which may lead to a mode confusion.

s0
m0

si
mi

sj
mj

“Type” i state

“Type” j state

Figure 2.5. Automatic detection of mode confusion using a model checker. A possible
mode confusion is detected whenever there is a discrepancy between variables in the
system (s) and mental (m) models, during the exploration done by the model checker.

A Murφ model consists in a set of state variables and a set of rules
describing when and how the state variables are updated. The model
checker can check invariants (conditions that must always be satisfied)
and assertions (conditions that must only be satisfied in some situations).
The kill-the-capture case study has been modelled with three state
variables:

• two of them model the system: pitch_mode is an enumerated value
for the pitch mode of the autopilot (VSP, IAS, ALT CAP or HLD) and
capture_armed is a boolean value representing whether the capture
is armed or not.

• and the third one models the mental model: ideal_capture represents
whether the capture is armed or not in the operator’s mental model.

Given the modelling, a potential mode confusion can be detected by
stating an invariant exhibiting the fact that the mental model diverges
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from the actual system model. Should the mental model be correct,
ideal_capture should be true whenever the capture is armed on the actual
system, that is, when the pitch_mode is ALT CAP or the capture mode is
ALT. That condition is expressed with the following invariant:

Invariant ideal_capture = (pitch_mode = alt_cap | capture_armed)

The Murφ model checker exhaustively explores all the states of the
system and finds a scenario where the invariant is false. That scenario
precisely corresponds to the one that the pilot faced in the story presented
at the beginning of this section.

The general goal of Rushby et al.’s work is to develop an automated
methodology whose aim is to detect whether a given system design
is prone to mode confusions. The proposed methodology consists in
comparing the design of the system with a generic mental model. One
issue with the proposed automated technique is that the two models
have to be written together in a single Murφ model, comprising variables
for the system and for the mental models. Such a way to proceed is
not very convenient. That criticism must be tempered in the sense that
what is not convenient in this approach is that both models, with their
sets of variables, have to be written in a single model. This has to be
opposed to event-based modelling approach where the focus is not on
the variables defining the states, but on the actions responsible of state
changes. Such models can be defined separately and naturally composed
together; and this is precisely the approach taken in this thesis.

Another shortcoming is that in order to detect the potential mode
confusion, the potential divergence must be somewhat a priori identified
to be stated as an invariant formula. Finally, a difficulty with that
approach is to determine a good generic mental model, so as to be able
to detect potential mode confusion. The quality of the mental model
determines the quality of the potential mode confusion situations found
by the approach.

Explicitly Separating the Actual System Model and the Mental Model

The work of Rushby et al. has been extended by Buth [But04] in order
to explicitly compare the actual system model with the operator mental
model. The analysis is done with the FDR2 model checker [For10] which
permits to directly compare two models, as opposed to Murφ which does
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not allow that. The FDR2 model checker uses a machine-readable version
of CSP [Hoa85] as a specification language. The comparison between
models is done with the refinement properties of CSP models. The idea
of this work is to define two CSP processes, one for the actual system
and one for the operator. The FDR2 model checker is then used to check
whether the two processes are equivalent. FDR2 can check for traces
and failures equivalences, that are both considered by Buth in her work.
Trace equivalence is first used to check whether both models are able to
perform the same sequences of events. Even if both compared models
can execute the same sequence of events, it may be the case that one of
the models could refuse an event which cannot be refused by the other
model. Failure equivalence can precisely detect such situations and is
thus also used in the approach proposed by Buth.

One of the contributions of Buth’s work is the ability to describe
separately the actual system model and the operator mental model. It is
however still necessary to have identified a priori where potential mode
confusion can occur in order to focus on the right part of both models.
Another difficulty resides in the analysis of error traces produced by the
FDR2 model checker. It is not easy to express the error in terms that are
meaningful at the human-machine interaction level. One of the reasons
for that difficulty is that error traces provided by the model checker has
to be executed on the models to understand if they are due to wrong
modelling choices or to a real situation that may occur. Some noise may
also have been introduced by spurious actions introduced only to make
the analysis possible by the model checker.

Both works from Rushby et al. and Buth confirmed that model check-
ing provides a convenient approach to investigate models for mode confu-
sion situations. The proposed methodologies are not fully automated but
provide a well-defined framework for analysing possible mode confusion
in human-machine interactions. As summarised by Buth [But04], two
main issues remain: how can the specifications for the system model and
the mental model be derived in a systematic way and how errors found
during the analyses can be related to situations in the system. The work
presented in this thesis addresses the first question; the second one being
discussed as perspective for future work.
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2.4.2 User Interfaces Analyses Based on Metrics

Thimbleby is also investigating the use of formal methods to analyse
human-machine interactions [Thi10, TG07], but with a quite different
approach from Rushby’s. The focus of the analysis performed by Thim-
bleby is put on the description of the interactive system itself, without
trying to model the user in any way, at least explicitly. The model of
the system must be as precise as possible, a rough abstraction is not
enough to have a good analysis, especially for safety-critical devices.
Furthermore, the focus is put on modelling and analysing the behaviour
of the user interfaces, more than the actual underlying system.

Graph-based Analysis

The choice in Thimbleby’s work is to use graph theory [Wes00] as the
formal framework to analyse human-machine interaction. Graphs are
very suitable since they naturally provide an interpretation of systems at
the level of human interaction. For example, a path in a graph represents
a sequence of actions by the user, and the shortest path between any
two states represents the most efficient way for an operator to achieve
a given goal. That example also shows how properties on graphs could
be related to usability properties of interactive systems. In the work
presented in [TG07], Thimbleby et al. propose to use labelled directed
multigraphs to model systems. Based on that modelling, the authors
derive usability properties based on properties and metrics on graphs.
Some of them are summarised hereafter.

• The first concern is about navigability, that is, the ability for the
user to navigate through the state space of the device. The strong
connectivity ensures that every state of the graph is reachable from
any other state if the graph has exactly one strongly connected
component. The diameter of the graph measures the difficulty
for the user to perform the worst task (the one with the greatest
number of actions); where a task is defined as a path between two
states of the graph.
• Another concern is evaluating the cost of various error scenarios.

If the user engages in an action mistakenly, one interesting measure
is the evaluation of the undo cost if the user wants to cancel the
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last executed action, or the overrun cost if the user triggered an
action once too often. Those costs can be measured by computing
an average on some set of shortest paths.

• A third concern is about knowledge about the system. Those metrics
aim at measuring whether an interactive system is easy to learn
for a human. The minimum cut in a graph is the smallest set of
transitions that, when removed, make the graph disconnected. The
interpretation is that if the user does not know those transitions,
there will be some functionalities that will never be used. Actions
corresponding to such transitions must be focused in well-designed
training materials.

• A last concern is about what the user can observe about the system.
The chromatic number χ is the minimum number of colours to be
used to colour the states of the graph so that no two states linked
by a transition have the same colour. If the user must always know
that the system has changed state, it must be provided with a
number of indicators that is at least equal to the chromatic number
(or to be more precise, with a set of indicators that can take χ
different states altogether). Such a system is said to be trackable,
meaning that the user can keep track of which state the system is
in. Finally, a user that claims to know completely a system should
know a Chinese postman tour of the graph, that is, a shortest tour
that visits every transition of the graph.

Advantages of graphs is that they are simple to build and understand
and they are very visual, in comparison to other formalisms such as BNF
grammars, for example. Moreover, their properties can be easily related
to the human-machine interaction language, to provide relevant analyses.
One difference with the work of Rushby is that there is no need to think
about what could be a good mental model since the performed analysis
are targeting general interaction concerns. The drawback is that it is
not possible to capture more dynamic aspects of the interaction, such
as to analyse mode confusion potentials for example. Another weakness,
stated in [TG07], is that graph models may be non-deterministic, but
such situations have not been considered in this work since it may
complicate many of the used metrics. The work presented in this thesis
also relies on a simple formalism that is essentially a graph enriched with
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elements on the states and transitions so as to be able to capture more
dynamic aspects. Moreover, the user is explicitly taken into account and
non-determinism in the system is directly taken into account.

2.4.3 Using Model Checking to Verify Usability Properties

Campos et al. are in some way in-between the two previous presented
works. The authors use model checking techniques, as Rushby does, to
check that a given system satisfies some properties such as usability, as
used by Thimbleby. Campos et al. are using interactors and the MAL
modelling notation to model systems [CH11, CHL04, CH08].

Model Checking Interactors

In [CH11], Campos and Harrison present interactor-based specifica-
tions [FP90, DH93] and the role they can play as a partial model of
interactive systems in automation surprises analysis, especially to detect
them early in the design process of interactive systems. Interactors are
objects with a state and operations, but for which perceivable states and
actions are explicitly identified. The authors emphasise that interactors
bring nuances in the verification of interactive systems that differentiate
from the more general problem of software verification.

An interactor, as illustrated on Figure 2.6, is an object which interacts
with its environment through events. It is also capable of rendering (part
of) its state. That is, an interactor is composed of three main components:
a state, a behaviour and a rendering. There is no one prescribed notation
to specify interactors and several have been used such as Z, modal action
logic (MAL) and VDM.

In the work of Campos et al., the states of interactors consist of a
set of typed attributes. The behaviour of the interactors is defined with
axioms and a logic based on structured MAL [RFM91, DBMD95]. MAL
contains the usual propositional operators and it adds a modal predicate
[a]Q meaning that Q is required to hold in any state that results after
performing the action a and two deontic operators per(a) and obl(a)
respectively meaning that the action a is permitted or obliged. Rendering
aspects are defined by offering the possibility to annotate actions and
attributes, to define that they are perceivable by the user. Interactors
can be included within others in order to build more complex systems.
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State
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Figure 2.6. A York interactor is an object which interacts with its environment
through events and which is capable of rendering (part of) its state in some presentation
medium [DH93].

Figure 2.7 shows an interactor example for a very simple system which
is a lamp that can be turned on and off by pressing on a button.

interactor lamp
attributes

vis light: boolean
action

vis press
axioms

(1) [press] light’ = !light

Figure 2.7. Example of a simple interactor representing the model of a lamp that can
be turned on and off with a single button.

In addition to this modelling approach of interactive systems, Campos
et al. developed algorithms to translate them into a SMV specification, the
language used by the SMV model checker [McM00]. An SMV specification
is a collection of SMV modules, each of them defining a finite state-
machine. An SMV module is basically composed of state variables with
a set of rules specifying how the module progresses from one state to the
next one. The analogy between the state variables and the interactor
attributes and between the set of rules and the interactor axioms is
immediate, as shown by Figure 2.8 showing the SMV specification that
is obtained after translation of the lamp interactor example.

Invariants can be stated in interactors and will be checked on the
obtained SMV specification by a model checker. The methodology has
been applied on the kill-the-capture case study of Palmer and it was
also able to detect the potential mode confusion, just as it is the case
with Rushby’s approach. The advantage of the approach developed by
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MODULE lamp
VAR

light: boolean;
action: {press};

INIT
light = 0

TRANS
next(action) = press -> next(light) = !light

Figure 2.8. SMV specification obtained after translation of the lamp interactor
example of Figure 2.7.

Campos et al. is the modelling language that makes it possible to describe
the model of a system in a modular way, with state variables and with the
focus on actions and the dynamic behaviour it implies. This is exactly
the same kind of expression that is captured by the modelling approach
chosen in this thesis.

Checking Generic Usability Properties

In [CH08], Campos et al. use a model checking approach to automatically
verify generic usability properties on a given system. The authors express
usability properties as generic CTL formulæ that are instantiated for
a particular model. The CTL properties are then checked against the
system with the NuSMV model checker [CCJ+10]. This is precisely where
the approach of Thimbleby and the work by Campos et al. just presented
here above are merged together. The HMI analyses that are performed
only concern the system, without explicitly including the operator.

One example of a generic property is the following:

AG(pred(s) ∧ c =∗ x =⇒ AXa(c 6=∗ x))

That property represents the feedback usability property which states
that whenever the user performs an action on a system, there is always
a perceivable change in some of the visible attributes of the system.
The pred(s) predicate can be used to add a condition to the property,
c is a set of attributes, the =∗ operator is equality distributed over the
attributes and AXa p is a shortcut for AX(a =⇒ p), that is, in all next
states arrived at by action a, p holds.
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The case study that has been used by Campos et al. is the air
conditioning panel of the Toyota Corolla (2001 European version). As
illustrated by Figure 2.9, the user interface consists of ten buttons and a
display showing three elements. Perceivable attributes of the system are
the three values shown on the display (flow mode, fan speed and target
temperature) and the four boolean attributes corresponding to some of
the buttons at the bottom (air conditioning mode selection, windscreen
front flow mode selection, air intake mode selection and automatic mode).
In addition to those visible attributes of the system, there are also some
hidden attributes such as some values that are memorised when the
system is switched off.

n

Fan
o

A/C

↓ 20

Front MODE Recirc OFF

n

Temp

o

AUTO

Figure 2.9. Control panel of the air-conditioning system of the Toyota Corolla (2001
European version). The four buttons A/C, Front, Recirc and Auto at the bottom are
used to activate or deactivate some options. The MODE button is used to switch
the operating mode. The OFF button is used to switch the air conditioner off. The
button with arrows on the left (resp. on the right) is used to increase or decrease the
speed of the fan (resp. the target temperature). The front display shows the flow
mode, the fan speed and the target temperature [CH08].

The tricky part of this system is the flow mode which is not simply
controlled by one unique button, as opposed to the fan speed and target
temperature (which are in fact controlled by two well identified buttons).
There is a total of five different flow modes which may change after a
press on the A/C, front or MODE.

The generic feedback usability property can be instantiated to the
visible attributes of the system. The generic property can for example
be instantiated for the mode key, knowing that the feedback will be
provided by the flow mode indicator on the display:

AG(airflow = x =⇒ AXmodekey(airflow 6= x))
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The property will be instantiated for all the five possible values of
the airflow and checked on the system. For that case study, it is indeed
satisfied. However, if the fanspeed attribute is checked regarding the
feedback usability property, the check fails. Nothing visible changes when
the maximum speed is already reached and when the user is trying to
augment the speed indeed. Such a situation may or may not induce a
bad interaction; further analysis is left to the designer of the system, as
stated in [CH11]:

“A property of concern may not represent a failure for the inter-
active system rather it may highlight scenarios where special care
should be taken to understand how the user will interact with the
system at this point.”

Other generic usability properties are defined in [CH08] and the
authors provide a collection of them, well documented, that can be used
by the system designers without much knowledge about model checking
and CTL temporal logic.

The work presented in this thesis is not concerned directly with
usability properties. It defines a more general property that can be used
to identify potential mode confusion, but more generally the property
captures situations of potential automation surprises for the operator.
Nevertheless, integrating usability properties as those defined by Cam-
pos et al. may bring additional constraints to analyse whether a given
mental model is suitable to operate a system; and the idea of proposing
a library of properties helps to make the formal methods usable by sys-
tem designers, overthrowing the limits to adopt formal methods based
techniques.

The IVY Tool

The IVY workbench1 [CH08, CH09] is a model based tool that is used
to perform formal analyses on interactive systems design. The purpose
of that tool is to detect usability problems early in the design and
development process. Models to be analysed are specified with the MAL
interactor language and then compiled into the SMV language. The
verifications that are performed by the tool are done with the NuSMV
model checker.

1Available online at: http://ivy.di.uminho.pt/.
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IVY is composed of several tools:

• The model editor is used to express the model of the system to
be analysed, using the MAL notation. A model is composed of
a set interactors, each composed of attributes defining the states,
actions and axioms describing the state transitions. Two possible
edition modes are available in the editor: a textual one and one
based on a graphical notation inspired from UML class diagrams.

• The property editor is used to define the properties to be checked
on the model. Those properties are expressed in CTL. The editor
proposes a set of predefined generic usability properties which are
specialised by the user in order to make them relevant for the
analysed model.

• The AniMAL plugin is used to build user interface prototypes from
MAL models. The prototypes take the form of a simple GUI with
one panel for each interactor, showing the different attributes and
actions. AniMAL can animate a sequence of events which helps
the designer to get a more textured indication of what went wrong
the case of failure, for example.

• Finally, the verifier is used to check the properties on the model.
It uses i2smv to compile MAL interactor models into SMV models.
Properties expressed thanks to the property editor are then checked
by the NuSMV model checker. If the model does not satisfy the
properties, the counterexample provided by NuSMV is analysed so
as to provide a relevant representation for the designer.

2.4.4 Cognitive considerations for the human behaviour

The research presented in the previous sections either view the human as
an automaton, state-based, or they do not consider explicitly the human
operator. There is also lot of research more focused on the formalisation
of more precise user behaviour models. Capturing the human behaviour
with a formal model is not easy due to high variance in population and
its dependence on context and situation [Suc87].
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But a realistic simplification focusing on achievement of goals can be
stated as follows [CseB07]:

“It is a reasonable, and useful, approximation to say that humans
behave rationally in the following sense. They enter an interaction
with goals they try to achieve and have some knowledge that seems
likely to help them achieve those goals.”

One of the main reasons to be interested in cognitive considerations
for the human behaviour is that it helps to better understand user errors
and consequently to get a better analysis of human-machine interaction.
According to Reason [Rea90], whole classes of systematic errors may
occur due to cognitive causes, for certain types of interactive system
designs.

Detecting Systematic Human Errors

Curzon et al. [CseB07] focus on the definition of a cognitively plausible
human behaviour that is used, once combined with the design of a
device, to detect potential erroneous actions and thus potential bad
design choices. Unlike the other approaches that consider the human as
perfectly following a given behaviour, Curzon et al. consider human errors
that are essentially cognitive slips. The detection of systematic human
errors due to cognitive causes is precisely the core of their approach. The
user and the system are explicitly modelled separately with a higher-
order logic formalisation. The verifications are performed with the HOL
interactive proof system [GM93, For12].

Analysing Different User Behaviours

Basuki et al. [BCGS09] developed an approach that is used to analyse
different user behaviours against a given system. They model human-
machine interaction with interacting components (human and machine
actors) that act like peers communicating together through a particular
interface component. The interacting components are represented with
labelled transition systems (LTS) which are essentially graphs whose
transitions are labelled with actions. Those LTSs are modelled with
the Maude rewrite system [CDE+03]. The advantage of using a rewrite
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system is that it makes it possible to define one user model that can be
refined to get new user models just by adding new rewrite rules.

In Basuki et al.’s approach, users are modelled either as goal-based
users or reactive users. The first category represents users that have
a predefined goal they want to perform with the system and that will
drive their interactions. The second category corresponds to users that
will interact with the system in response to the signals it sends. Those
different user behaviours are then combined with the system model and
properties such as goal completion or flexibility are specified as LTL
properties and verified by the model checking capabilities of Maude.

The assumption made by the author to model users is that they
are acting like rational users, that is, users who want to achieve a goal
and, for that, will perform actions. Random user behaviours are thus
excluded from their models. Basuki et al. characterise the user behaviours
according to several aspects. First of all, the user has a goal to achieve
by interacting with the system, after which he will leave the interaction.
To do so, the user has to perform operations to achieve the goal and
must be able to react to stimuli produced by the system. Three other
aspects are taken into consideration:

• The user may get used after having interacted several times with
the same machine or similar ones. The user may just ignore stimuli
from the machine and directly perform the sequence of actions to
achieve his goal.
• The user has also a certain time tolerance, that is, he does not
want to wait to the machine being processing information for a
time longer than his tolerance time. After a too long wait, the user
may suspect that something is going wrong and thus he may redo
the last performed action.
• Finally, the user is acting carefully. It means that the user is not
willing to loose any of his possessions if it is not required to loose
any of them to achieve his goals. That third aspect influences the
user when he is tempted to redo an action.

All those considerations are taken into account in the design of the
rewriting rules used to specify the user behaviour model. In their paper,
Basuki et al. illustrate their approach with a vending machine example.
Figure 2.10 shows the interface of the chocolate vending machine. There
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are two lamps that can light up to indicate the user that the machine
expects some action. There is also one button that allows the user to
select chocolate. Finally, there are three slots that are respectively used
for the user to insert one-euro coins, to get back the change and to take
the chocolate bar.

CHOCOLATE MACHINE
(0,50 e)

Take change Take chocolate

Insert 1e Select item
Chocolate

Figure 2.10. Interface of a chocolate vending machine [BCGS09]. One bar of chocolate
costs fifty eurocents and the user can only pay using one-euro coins. After having
inserted one euro, the user has to make a selection (only chocolate is possible) and
then can take back his chocolate bar and the change. The user is guided thanks to
two lamps that indicate him what the machine is waiting for.

Three models are necessary to model the interaction with the vending
machine: the machine model, the user behaviour model and the interface
model which is the communication medium between the user and the
machine. One basic property that can be checked is that the user is
always able to reach his goal, which can be expressed with the following
LTL property:

G(Approaching =⇒ FGoalAchieved)

The property states that whenever the user approaches the machine
with the intention to interact, he eventually manages to achieve his goal.
That property is very general since it does not state whether the user
has to achieve his goal directly or whether he can leave and come back
later. Another stronger version of the property can be defined:

G((Approaching ∧ Enabled) =⇒ (¬UserLeft UGoalAchieved))
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The property states that whenever the user is approaching the ma-
chine and that the machine is working properly (that is, still has chocolate
bars to sell and fifty eurocents coins left) the user does not leave the
machine unless his goal is achieved.

These properties, and all the others described in [BCGS09] are generic
properties that can be used to check whether a user is able to achieve
his goal during an interaction with a machine.

2.4.5 Integrating User’s Tasks into the Interaction Analysis

Up to now, the presented works do not take user’s tasks into account in
the interaction analyses performed. Such a consideration is useful for the
human-machine interaction analysis since human factors engineers use
task-analytic methods to describe the normative human behaviours that
are required to control the system to be operated [DS03]. Those task
models can be viewed as a kind of mental model, containing the mental
and physical activities that are carried out by the operators. Formal
task-analytic models have been developed and include ConcurTaskTrees
(CTT) [PMM97], operator function models (OFM) [MM86] and user
action notation (UAN) [HSH90]. Those modelling approaches represent
the task models as graphs representing hierarchies of activities that are
decomposed into sub-activities and so on until those sub-activities are
reduced to atomic actions. The execution of the different sub-activities
are controlled by conditions.

Bringing Together Tasks and System Models

Palanque et al. [PB97, NPB01, BNP03, NPLB09] defined and developed
interactive cooperating objects (ICO), an object-oriented formal dedicated
to the modelling of interactive systems. The ICO formalism is built upon
the object-oriented Petri nets paradigm. An object consists in four parts:
a cooperative object, a presentation part, an activating function and
a rendering function. ICO is a genuine combination of concepts from
the object-oriented approach for the description of the structure of the
interactive systems and high-level Petri nets to describe the dynamic
behaviour. Petri Nets (PN) [Pet62, Mur89] is a formalism that has both
an algebraic and a graphical representation, which makes it possible to
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perform mathematical analyses on them and which is intuitive and easy
to model thanks to the graphical representation.

The ICO formalism aims at providing a rapid prototyping way of
designing user interface. All the parts of an ICO model are thus related
to some part of the application. Cooperative objects are expressed with
object petri nets (OPN), a variant of Petri net where tokens are complex
objects defined in some object-oriented language. They encode how
the objects react to external stimuli, according to their current state.
Based on that, the presentation part defines the external appearance
of the object, which can be a window or a single widget. Then the
activation function part associates inputs from the user on the interface
to the corresponding cooperative object. Finally, the rendering function
associates a change of state of the cooperative object to an output to the
user. This decomposition approach is very similar to the one captured
by York interactors, presented above.

One advantage of the ICO formalism is that, in addition to the ability
to describe the dynamic behaviour, it also makes it possible to define the
structure of the system with the object-oriented concepts such as dynamic
instantiation, encapsulation and inheritance. Another advantage is that
user’s tasks can be directly described with ICO. The analyses that are
available come directly from the mathematical tools provided by the
Petri net theory [PB95], and supported by a tool.

The CASE tool Petshop2 [NPLB09] is a Java-based tool which is used
to support the modelling of systems with the ICO formalism. Petshop
offers tools to perform classical manipulations on Petri nets, in order
to build the model. A great advantage of Petshop is that it is possi-
ble to execute simultaneously the interactive application and its ICO
underlying model. Furthermore, the ICO model can be modified while
the application is running and the changes are directly passed on the
interactive application.

Formal analyses of interactive systems can be done with the analyses
module. It works by first translating the ICO models into their underlying
Petri nets. Standard analyses such as deadlock or invariant analyses can
then be performed on the models. It is also possible to perform richer
analyses by checking the system against properties expressed in ACTL.
For those analyses, Petshop relies on the CPN Tools.

2Available online at: http://www.irit.fr/recherches/ICS/softwares/petshop/.
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Modelling Human Errors with Tasks Models

Bolton et al. [BBS08, BSB11] are going one step further in the analysis
of human-machine interaction. In their work, they are also modelling
explicitly users’ tasks with enhanced operator function models (EOFM)
which is a generic task-analytic modelling language. Based on those task
models, and on models of erroneous human behaviour, they developed a
methodology to identify potential interaction issues.

The general framework was initially described in [BBS08] and illus-
trated with a model of the Therac-25 , a medical device that is used to
treat tumours by patient and that has been involved in accidents that
led to death, due to human errors [LT93]. The authors extended the
classical model checking process (Figure 2.2 on page 21) by adding a
model of human error that is combined with the model of the system to
get a single model that can be fed into a model checker for analysis.

Figure 2.11 shows a statechart representing the formal system model
of the Therac-25 that has been used by Bolton et al. The system is
composed of four concurrent finite state-machines (FSM). The left FSM
represents the interface which allows the operator to select the kind of
beam that will be administered: electron beam is used for shallow tissue
treatment and X-ray is for deeper treatments. For the X-ray mode of
operation, a spreader has to be put between the beam and the patient.
The bottom middle FSM models the spreader which is mandatory for
the X-ray mode, or the patient may get a lethal dose of radiation. The
top right FSM represents the beam that is effectively selected. One
peculiarity is the two 8s transitions which do not correspond to an action
of the user, but that occur after a time lapse of eight seconds. Finally,
the bottom right FSM represents the firing of the beam. Again, there
is an automatic reset transition that takes place whenever the beam has
been fired.

Many problems have been found with the Therac-25. The most
notorious occurred when a benign human error caused the machine to
administer X-rays to patients, without the spreader in place, giving rise
to important consequences. The interaction took place as follows [LT93,
BBS08]:

“The operator wanted to apply an electron beam treatment to a
patient. He first erroneously pressed the selectX key. The operator
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Figure 2.11. A statechart representing the formal system model of the Therac-25
machine that has been used by Bolton et al. [BBS08]. The model is made of four
concurrent finite state-machines. The 8s transitions of the BeamLevel FSM is in
dashed-style since they represent automatic transitions that take place after eight
seconds. Similarly, the reset transition of the BeamFire FSM takes place after the
beam has been fired.

directly reacted by pressing the ↑ key, so as to take the interface
back into the initial state. He then successively pressed on selectE,�
and then fire. The Therac-25 applied an X-ray treatment, but

without the spreader in place which caused a lethal dose of radiation
for the patient...”

The issue that caused the accident is related to the beam level. The
mode was initially set to X-ray erroneously, which makes the BeamLevel
FSM to be in the XSet state. If the operator performs the procedure to
recover from his error to set the machine in the electron beam mode and
fires, in less than 8 seconds, then the actual mode of the machine will
not have time to change from X-ray to electron beam and the patient
will get X-rays without the spreader in place.

Bolton et al. explain how that potential bad interaction may have
been predicted with the approach they propose in [BBS08]. The first
step of the analysis if to provide a normative human behaviour model,
describing the task to be executed. For the Therac-25 case study, this
task corresponds to the administration of an electron beam treatment.
The human behaviour model is described with the OFM formalism and
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basically corresponds to the sequential execution of the following four
actions: selectE, �, fire, �. The second step of the analysis is to define the
specification that has to be satisfied. The following CTL formula states
that there will never be a state where X-rays are administered without
the spreader in place:

AG¬(BeamLevel = X ∧ Spreader = OutP lace ∧BeamFire = Fired)

The third step is to derive an erroneous human behaviour model,
from the normative one and the formal specification of the system. The
common type of error that is of interest here is the execution of a
familiar action (selectX) at the inappropriate time, known as Reason’s
slip [Rea90] or Hollnagel’s erroneous act [Hol93]. Finally, the last step is
the combination of the erroneous human behaviour model with the system
model so as to get a single model that is analysed by the SAL model
checker (Symbolic Analysis Laboratory) [BGL+00]. The specification
failed to be satisfied and the provided counterexample corresponded
exactly to the described accident.

Bolton et al. continued to work on using task analytic models to
analyse human-machine interaction [BSB11]. The authors proposed a
systematic approach for the analyses, based on EOFM, an extension of
the OFM notation which can be automatically translated to be analysed
by the SAL model checker.

2.4.6 Human Factors Considerations

In addition to human-computer interaction and formal methods commu-
nities, there is another field that is heavily involved in the study and
analysis of HMI, namely human factors. Human factors is an area of
psychology interested in different topics including ergonomics, human
error and human capability.

The International Ergonomics Association (IEA) defines human fac-
tors as follows 3:

“Ergonomics (or human factors) is the scientific discipline concerned
with the understanding of the interactions among humans and other

3http://www.iea.cc/01_what/What%20is%20Ergonomics.html.
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elements of a system, and the profession that applies theoretical
principles, data and methods to design in order to optimise human
well being and overall system performance.”

Researchers from the human factors community also started to in-
vestigate the use of formal methods to analyse HMI. That opened new
directions for collaborative work for the prediction and analysis of the be-
haviour of interactive systems, for example in the aeronautical or medical
domains [CJR00]. Human factors researchers started to develop models
of automation behaviour, for example the OFM formalism, operational
procedures table (OPT), control block diagrams with mode transition
matrices or diagrams of mode transition conditions. Those descriptions,
relying on the idea that system behaviour can be modelled as finite state-
machines, were a springboard toward the formal methods community. In
order for formal methods techniques to bring relevant additional support
for the design of interactive systems, the human factors needs must be
understood and integrated.

Two examples illustrating how and where formal methods should
intervene in the system design process are described in [CJR00]. The
first example concerns the already introduced detection and avoidance
of automation surprises. Human factors considerations suggest that
those automation surprises can be related to incomplete or approximate
mental models of the system behaviour [LPS+97]. Model checking can
help finding bad potential scenarios as studied by Rushby [Rus02] for
example. An additional point to be raised is that experts from human
factors are necessary when developing the system and mental models to
be analysed, and especially to get the right abstraction containing the
behaviour which is relevant for the analysis.

The second example is about situations where an incomplete mental
model may have an impact on safety issues. The presented study is
about determining a so-called minimal mental model which is required
to operate the A340-200/300 autopilot safely and proficiently. For that
case study, formal methods are used to validate whether a mental model,
obtained by questioning instructors and pilots, is both minimal and safe
relative to an autopilot design.

The work by Javaux [Jav02] put the stress on some specific aspects
of the formal modelling of systems, that are illustrated on an autopilot.
The first key aspect is the notion of transition scenarios which capture
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the different possible independent circumstances under which a transition
can occur between two states of the model. Those transition scenarios
are more meaningful from a psychological and operational point of view.
Figure 2.12 shows an example of a transition scenario for the transition
between the autopilot disengaged state to the engaged one.

AP engagement in flight

AP1 or AP2 is engaged in flight by pushing the respective
pushbutton on the FCU

(A/C airborne for 5s) and (IAS within VLS and VMAX)
and (pitch within −10◦ and 22◦) and (bank less than 40◦)
and (AP pushbutton pushed)

Figure 2.12. One of the transition scenarios for the autopilot of the A340-200/300,
for the transition between the autopilot disengaged state to the engaged one. The
transition scenarios consists in a name, a textual description and the conditions for
the transition [Jav02].

The second key aspect is the difference between commanded and
uncommanded state transitions. This notion is related to the fact that
the transition is triggered by the operator or occurs autonomously without
any intention or action from the user. This is a key point to distinguish
both kinds of state transitions since the attentional resource the operator
has to allocate is not the same for a commanded or uncommanded
transition. Moreover, automation surprises are more likely to happen
when uncommanded transitions are taking place, since the user may not
be paying attention to them or the user interface may not be complete
enough to inform the user.

The main lesson learned from the human factors community is that
formal methods can bring automated and replicable methods and tools
to analyse human-machine interaction and search for bad interactions
potentials, early in the design process. Formal methods bring a comple-
mentary view to human factor issues to the view of the HCI community.
In the reverse direction, human factors considerations help the formal
methods community to develop psychologically interesting models and
drive the analysing methods to use and develop.
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2.4.7 Automatic Generation of User Interfaces

As highlighted by Degani et al., accidents that happened when machines
are used by an operator can be attributed to a bad interaction that can
be caused by a lack of mode awareness, mode confusion or automation
surprise. Two factors are repeatedly cited in literature: either the issue
is due to the interface which shows inadequate information about the
machine status, or the operator has an inadequate mental model of the
machine being used. All the research presented so far is focusing on the
first factor, while the approach by Degani et al. rather focus on what
information is shown to the operator, and not on how the information is
presented.

Degani et al. pioneered the analysis of human-machine interaction
focusing on the second accident factor, that is, the properties of the model
the operator has about the machine being used. Their work consists in
automatically generating an adequate mental model for a given system
so that an operator using this mental model is guaranteed to always
interact adequately with the machine. Their proposed formal procedure
is used to assess the reliability of the interaction between the operator
and the machine so as for the operator to be able to achieve specified
operational goals.

The approach focuses on the mode confusion issue. They observed
that in most accident cases, the operator had difficulties to anticipate
the next configuration of the machine, or its mode. A mode is a set of
states of the machine which exhibits a specific behaviour. Four elements
are taken into consideration in their work:

• the machine model represents all the behaviour of the machine,
that is, all the possible executions of the machine;
• the task specification, or operational goals, represents what task
the operator will perform on the system;
• the user interface provides information to the operator about the
state of the machine and its responses;
• and the user model represents the view that the operator has about
the machine.

The behaviour of the machine is supposed to be deterministic by
hypothesis, that is, its response to every action by the user or to external
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signals is unique and unambiguous. The task specification can be for
example the execution of a sequence of actions (procedure), the monitor-
ing of the mode changes of the machine or the prevention from reaching
illegal states. The user interface is an abstraction of the system and it
only shows monitored events to the operator. The user model is also an
abstraction of the machine but its events are those coming from the user
interface. There are three kinds of events that can occur on the machine:

• the observed events can be seen by the operator and are either
under the control of the machine (caused by internal dynamics or
external environment) or by the operator;

• the masked events are events that the operator cannot distinguish
and sees as a single other event;

• and the unobserved events are events that the operator cannot
observe and is not aware of.

Figure 2.13 illustrates the three models involved in Degani et al.’s
approach. The different kinds of events are also shown. Events α and β
are undistinguishable for the operator and are rendered as the unique
µ event by the user interface (masked events). Event ν is observed by
the operator (observed event) and event τ is unobserved and completely
internal to the machine (unobserved event).

α

β

ν

τ

Machine
Model

User
Interface

µ

ν

User
Model

Figure 2.13. The three models involved in Degani et al.’s approach.

Degani et al. also use finite state-machines to model the machine and
the user model. They propose an approach for analysing the interaction
by considering that the task specification is that the operator is always
able to determine unambiguously the current and the next mode of the
machine. The states of the machine are partitioned into specification
classes which represent the different operational modes of the machine.
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The interaction between the machine and an operator is represented
by the parallel execution of the machine model and the user model. That
parallel execution can be represented as a finite state-machine whose
states are composite states representing the state the machine is into
and the current state of the user model. From that interaction model,
two kinds of inadequate interaction can be identified:

• An error state corresponds to a situation where the machine can
move into an illegal state while the user thinks that the transition is
legal. The reverse can also occur, that is, the operator thinks a move
is illegal while it is in fact legal on the machine. Both situations
leads to a situation where the state from the machine and the one
in the user model do not belong to the same specification class (or
mode).
• A blocking state corresponds to a situation where the operator is

unaware of certain events that can in fact take place on the system.
If those events are automatic events triggered by the machine, it
can surprise the operator when occurring.

The methodology developed by Degani et al. is used to perform a
systematic abstraction of the machine model. The abstraction is then
used to build an interface for the machine, by capturing exactly what are
the operational modes the operator must be aware of. The built interface
must be correct and succinct. The correctness criterion ensures that
the operator will be able to perform the specified task correctly. The
succinctness criterion ensures that the abstraction is small enough so
that it can fit into the operator’s memory. The machine model reduction
problem consists in finding all the best possible user models, best in the
sense that those models cannot be further reduced, an guarantees no
mode confusion potentials.

The work presented in this thesis directly follows the one of Degani
et al. [DH00, HD02, DH02, HD07] The goal of the work is to start from
a given system model and to automatically generate a user model from it.
The focus in this work has been moved from the precise mode confusion
problem to the more general problem of automation surprises. For that
purpose, this work defines the full-control property, that must hold for
all the possible interactions between a user model and a model of the
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system being operated. In opposition to Degani et al. who are moving
towards the use of higher level formalism, namely statecharts, this work
focuses on a lower level mathematical formalism, but towards which
models described in other formalisms may be translated. Adachi et
al. [AUU06] formalise the approach described by Degani et al. focusing
on the generation of an adequate user interface from a given system
model. The work of this thesis focuses on the conceptual model and
extends the adequacy notion used by Degani et al.

2.5 Context and Discussion

Different approaches where formal method techniques are used to analyse
human-machine interactions are described in Section 2.4. Table 2.1
on page 54 summarises the main formal methods based techniques to
analyse human-machine interaction presented in the previous section.
In this section, reference to the different research will be done only by
mentioning the first author. The section lays up the context and the
direction followed in the work presented in this thesis and also discusses
the choices that has been done and the frame in which this work is in, in
relation to the state of the art.

2.5.1 Human-Machine System

In the work presented in this thesis, a human-machine system is only
composed of one machine being used by a single operator. The only direct
interactions that are considered are between the user and the machine.
The environment is not explicitly considered but implicit interactions
with the system may be taken into account, for example if a temperature
sensor would provide events in the system. Unlike Palanque, user’s tasks
are not taken into account directly. Chapter 6 presents an experiment
taking tasks into account and gives future direction about how it could
be included as a separate component in the analyses proposed in this
thesis.

The behaviour of the system is described as a discrete reactive system.
Even if objects in the world are by nature continuous, automation is
getting digital and thus discrete by nature. Moreover, only finite-state
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systems are considered in the work presented in this thesis. Time is not
taken into account, in the sense that events are instantaneous and time
between events is unspecified.

The modelling approach that has been chosen is similar to the one
of Rushby or Javaux, that is, a kind of finite state-machines, but that
are described explicitly and completely in the way Thimbleby does it
with graphs. The difference is that the models do include the distinc-
tion between commanded and uncommanded transitions, proposed for
example by Javaux. Finally, as it is the case for Campos, information
about attributes of the system is present in the states of the system.
This modelling approach is the subject of Chapter 3.

2.5.2 Interaction Analysis

As shown in the review of Section 2.4, different possible analyses can be
done on human-machine interactions. The focus of this work is on a safe
interaction for the operator with the machine being used, as highlighted
by Javaux in [Jav02]. In particular, this thesis deals with the detection
and avoidance of automation surprises during the design of the system.
Similarly to Rushby, both the system model and a mental model are
considered, but modelled separately just as in the extended work of
Buth. Usability properties as developed by Thimbleby or Campos are
not studied in the frame of this work, but they can be integrated easily
since a similar modelling approach as that of Thimbleby is used for
the modelling part and since a model checking approach is used as a
verification method. The definition of safe interaction, and the algorithm
used to check it is the subject of Chapter 4. Finally, user’s tasks profusely
used by Palanque and Bolton are not taken into account yet, even if
Chapter 6 proposes a first direction of integration.

2.5.3 Safe Minimal Mental Model

The human factors community is interested in the notion of a minimal
safe mental model, for a given system [CJR00]. This is precisely the
focus of Chapter 5. As presented in the next section, the work of Rushby
has been extended by Degani et al. in order not only to be able to check a
mental model against a system model, but also to automatically generate
a mental model with some prescribed properties.
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Chapter 3
Modelling

Human-Machine Interactions

This chapter describes the modelling choice that has been made in this
work to represent the system and the user. The choice has been made so
as to be simple and rich enough to at least represent the aspects necessary
to formally check whether all the possible interactions between a user
and the machine being operated can take place without potential errors.
The modelling choice used in this work has been mainly influenced by
the work of Degani et al. [DH02, HD07]. But whereas they are using
statecharts [Har87] as the mathematical formalism, the work presented
in this thesis is based on enriched labelled transitions systems (LTSs).
Section 3.1 provides background information and notations that are used
throughout this thesis. Section 3.2 presents the HMI-LTS formalism
that is used to model the system and the human, and presents how
the interaction between them is computed. Then, Section 3.3 presents
the enriched HMI-LTSs which are mainly HMI-LTS with the addition
of observable information on the states. It also shows how enriched
HMI-LTS can be reduced to HMI-LTS. Finally, Section 3.4 presents work
related to the modelling of human-machine interactions, and compares
them to the proposed modelling approach.

3.1 Background and Basic Notation

Models that are used to model human-machine interaction in this thesis
are based on labelled transition systems (LTS) [Mil80, Kat05]. This
section gathers definitions, notations and main results related to LTSs,
that are used throughout this thesis.

57
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An LTS is essentially a directed graph [Wes00] whose vertices are
called states, one of those being the initial state, and edges are called
transitions. In this thesis, only finite sets of states are considered. Tran-
sitions of an LTS are labelled with a visible action or with a τ that
represents the internal (invisible) action. The set of visible actions (that
is, excluding τ) is called the alphabet of the LTS.

Definition 3.1 (Labelled Transition System). A labelled transition
system (LTS) is a tuple 〈S,L, s0,→〉 where S is a finite set of states, L
is a finite set of labels representing visible actions, s0 ∈ S is the initial
state and →⊆ S × (L ∪ {τ})× S is the transition relation, where τ /∈ L
is the label for the internal action.

Figure 3.1 shows a graphical representation of an LTS example. The
LTS example has five states (depicted with boxes and named A, B, C, D
and E), three labels (a, b and c) and eight transitions (depicted with the
arrows linking two states). Transitions labelled with the internal action
τ are depicted with dotted lines. The initial state is the state A and is
identified with an arrow pointing on it.

A

B C

D E

a

b

c

τ

τ
b a

a

Figure 3.1. Graphical representation of an LTS example with five states depicted as
boxes and eight transitions which are the arrows linking states. The initial state is
the state A identified with an ingoing arrow pointing it. The alphabet of the LTS is
L = {a, b, c}.

The LTS example of Figure 3.1 is formally defined as the tuple
〈S,L, s0,→〉 where:

• S = {A,B,C,D,E};
• L = {a, b, c};
• s0 = A;
• and → = {(A, a,B), (A, b,D), (B, τ,B), (B, c, C), (D, τ,B),

(D, b, C), (E, a, C), (E, a,D)}.
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LTS are similar to finite state machines (FSM), deterministic finite
automata (DFA) or nondeterministic finite automata (NFA) [RS59a].
LTSs allow a state to have multiple outgoing transitions with the same
label, which is forbidden by FSMs and DFAs. Moreover, the transition
relation of DFAs are complete functions, meaning that there is one
transition labelled with every value of the alphabet for all the states of
the DFA. Also, the notion of accepting states is not present in LTSs that
are mainly used to represent the behaviour of reactive systems, whereas
the other formalisms are used to represent languages, that is, a set of
words on a given alphabet. Finally, nondeterministic finite automata
with ε-moves (NFA-ε), which are NFAs with the addition of the empty
string ε, are even closer to LTSs.

3.1.1 Transitions, Executions, Traces and Reachable States

Given an LTS M = 〈S,L, s0,→〉, the notation s
α−−→ s′ is used as a

shortcut for the (strong) transition (s, α, s′) ∈→. The state s is called
the source (state) of the transition and the state s′ the destination (state).
A transition whose source and destination are the same is called a loop.

An execution is a sequence of transitions s0
α1−−→ s1 · · · sn−1

αn−−−→ sn
with αi ∈ (L ∪ {τ}). The length of the execution is n which corresponds
to the number of transitions in the execution. An execution corresponds
to a path in the graph of the LTS, and the two words execution and path
are used interchangeably in this work. The execution can be written
as s0

σ−−→ sn with σ = α1 · · ·αn. The notation s
α==⇒ t is used as a

shortcut for the weak transition s τ∗ατ∗−−−−−→ s′ where τ∗ is a possibly empty
sequence of τ . The notation s α−−→ (resp. s α==⇒) is a shortcut for the
existence of a state s′ ∈ S such that s α−−→ s′ (resp. s α==⇒ s′).

A trace of M is a sequence σ = 〈α1 . . . αn〉 with αi ∈ L, such that
there exists an execution s0

α1==⇒ s1 · · · sn−1
αn===⇒ sn inM. The set of

traces ofM represents all the sequences of labels for which there exists
an execution in the LTS. The empty trace is denoted ε.

Definition 3.2 (Trace). Given an LTS M = 〈S,L, s0,→〉, a sequence
σ = 〈α1 · · ·αn〉 ∈ L∗ is a trace of M if and only if there exists an
execution s0

α1==⇒ s1 · · · sn−1
αn===⇒ sn. The set of traces ofM is defined

as Tr(M) = {σ ∈ L∗ | s0
σ==⇒}. The empty trace is denoted ε.
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A state s′ is reachable from another state s if there exists an execution
between the two states. The reachable states ofM is the set of states
that are reachable from the initial state. It is denoted reach(M) and
defined as the union of the sets of states that are reachable from the
initial state, for any traces ofM.
Definition 3.3 (Reachable states). Given an LTS M = 〈S,L, s0,→〉,
the set of states that are reachable from a given state s ∈ S with a trace
σ ∈ L∗ is denoted and defined as safterσ = {s′ ∈ S | s σ==⇒ s′}. The
reachable states ofM is denoted and defined as:

reach(M) =
⋃

σ∈Tr(M)
s0 afterσ

An execution of the LTS example of Figure 3.1 is A b−−→ D τ−−→ B. The
trace corresponding to this execution is σ = 〈b〉. The set of states that can
be reached after executing this trace from the initial state is Aafter b =
{B,D}. Those two states correspond to the weak transitions A b==⇒ D
and A b==⇒ B. The set of traces of M is Tr(M) = {ε, a, b, ac, bb, bc}.
The reachable states are reach(M) = {A,B,C,D} and there is one
unreachable state which is E.

The set of traces may not be finite, which is for example the case
when there are loops with visible actions, or cycles in the LTS. Figure 3.2
shows an example of an LTS with one visible loop and one cycle between
three states. There is an infinity of traces among which all the sequences
of a least one “a” label: a, aa, aaa, aaaa, . . . but also any sequence made
of repetitions of the “abc” sequence: abc, abcabc, abcabcabc, . . . . The set
of traces of the example is formed of the trace satisfying the (aa∗bc)∗
regular expression.

3.1.2 Enabled and Possible Actions

Since LTSs are used to model reactive systems, labels on the transitions
are usually referred to as actions. A useful information for an operator
using a reactive system is to know what actions he can execute given the
current state of the system.

Given an LTS M, the set Γ(s) of enabled actions of a state s is
the set of actions that are directly executable from s, that is, actions
corresponding to (strong) visible transitions outgoing from s.
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A

B

C

a

c

a

b

Figure 3.2. Example of an LTS with a visible loop on state B and with a cycle between
states A, B and C. The set of traces of this LTS is infinite.

Definition 3.4 (Enabled action). Given an LTS M = 〈S,L, s0,→〉,
the set of enabled actions of a state s ∈ S is denoted and defined as
Γ(s) = {α ∈ L | s α−−→}.

Due to τ -transitions, there may be situations where some actions
are not directly executable, but will become available only after some
internal transitions. The execution of those internal actions may take
some time that the operator has to wait for. Such an execution has an
associated empty trace.

The set A(s) of possible actions of a state s of an LTS contains the
actions that are directly executable from any state that is reachable
from s with the empty trace, including s itself. A direct consequence of
this definition is that the set of enabled actions is a subset of the set of
possible actions Γ(s) ⊆ A(s).

Definition 3.5 (Possible action). Given an LTS M = 〈S,L, s0,→〉,
the set of possible actions of a state s ∈ S is denoted and defined as
A(s) = {α ∈ L | s α==⇒}.

Looking back to the LTS example of Figure 3.1 on page 58, the initial
state A has two enabled actions Γ(A) = {a, b}, but three possible actions
A(A) = {a, b, c}.

3.1.3 Exploration

LTSs are typically used to represent all the possible behaviours of a
given system. In order to enumerate those behaviours, it is useful to
explore LTSs. Algorithm 1 presents a generic exploration algorithm
for LTSs. There are many ways to explore an LTS, that is, to visit
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each of its reachable states exactly once. The removeElem and addElem
functions that are used in the generic algorithm, as well as the kind of
structure that is used for L, define the exploration strategy. The two
most common exploration algorithms are breadth-first search (BFS) and
depth-first search (DFS) [CLRS09]. The BFS exploration is obtained
by using a (FIFO) queue for L and the DFS exploration uses a (LIFO)
stack.

Algorithm 1: Generic LTS exploration algorithm.
Input: M = 〈S,L, s0,→〉, an LTS
Output: –
Side Effect: The function doSomething has been applied to all the reachable

states ofM, exactly once.
foreach s ∈ S do

mark s as not visited

L← [s0]
while not isEmpty (L) do

s← removeElem (L)
doSomething (s)
mark s as visited
foreach (s, α, s′) ∈→ do

if not s′ is visited then
addElem (L, s′)

In addition to visiting exactly once each reachable state of the LTS,
a function doSomething is applied to each visited state. That function
can for example be used to check a property on all the states of a LTS.
The algorithm can also be modified to return a value, for example a
boolean indicating whether the property is satisfied for all the states of
the LTS or not. If the property is not satisfied for a given state s, an
execution starting at the initial state and reaching the state s can be
provided. That execution is called an error trace or a counterexample.
Such a verification of a property, with a counterexample if the property
is not satisfied, is precisely the essence of model-checking [CGP99] as
already presented in more detail in Section 2.3.1.

Both BFS and DFS exploration algorithms have the same time
complexity which is O(n + m) where n is the number of reachable
states and m the number of transitions between those states. The space
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complexity is also the same and is O(n + m). One advantage of BFS
is that it gives a minimal-length counterexample when used for model-
checking and one advantage of DFS is that it requires less additional
memory in practice than BFS does, since only the states of the current
explored path are memorised in L during the exploration.

3.1.4 Internal Actions

The internal actions correspond to actions that are invisible and uncon-
trollable from an operator’s point of view. Those actions occur inside
the system without any trigger from the operator who cannot see them
anyway. When LTSs are used to model systems, internal actions indeed
correspond to concrete actions inside the system, but since they are not
distinguishable by the operator, they are all represented with the same
label τ .

Internal actions in an LTS can produce some particular behaviours of
the system, when seen by the operator. Since internal actions correspond
to concrete actions taking place in the system, the system may appear
as unresponsive to the user for some time. Also, the behaviour of the
system may completely change without any visible feedback to the user.

Such issues caused by the presence of internal actions is a major
concern for the analysis of human-machine interactions and occupies a
non-negligible part of this thesis. Those issues are introduced further in
this chapter and are the focus of the next chapter.

3.1.5 Determinism

For a given trace of an LTS, it may be the case that several different
executions exist in the LTS for the trace. Such a situation can occur if
multiple transitions with the same visible action are going from the same
state to different states. The situation can also occur when there are
internal actions in the LTS. Figure 3.3 shows two LTS examples where
the trace 〈a〉 corresponds to multiple executions.

In general, an LTS is said to be deterministic if and only if for any
state of the LTS, and for every action of the alphabet, there is at most
one state that can be weakly reached. In other words, executing any
trace of the LTS from the initial state always lead to the same state, no



64 CHAPTER 3. MODELLING HUMAN-MACHINE INTERACTIONS

A

B

C

a

a

(a)

A

B C

D

τ

a

a

(b)

Figure 3.3. Examples of LTS for which there exists multiple execution for the trace
σ = a: (a) the two executions A a−−→ B and A a−−→ C and (b) the two executions
A τ−−→ B a−−→ C and A a−−→ B.

matter what is the underlying execution. In particular, this definition
implies that a deterministic LTS does not contain any τ -transition, except
possibly τ -loops. Deterministic LTSs are also characterised by the fact
that their states have the same set of enabled and possible actions, that
is, Γ(s) = A(s).

Definition 3.6 (Determinism). An LTSM = 〈S,L, s0,→〉 is determin-
istic if and only if ∀s ∈ S : ∀α ∈ L : |safterα| ≤ 1.

The LTS example from Figure 3.1 on page 58 is definitely not deter-
ministic as it contains a τ -transition which is not a loop. More precisely,
the set of reachable states from the initial state A does contain more
than one element for the action b, since Aafter b = {B,D}.

Divergence

Divergence is another side effect that is introduced with τ -transitions,
when infinite executions are considered. A divergent execution is an
execution that consists of τ -transitions only. An LTS is divergent if there
exists one execution that contains a divergent execution.

Divergence can be an issue for reactive systems. A divergent execu-
tion can represent the fact that the system is busy executing internal
invisible actions which may make it non-responsive to external solicita-
tion. A divergent LTS represents a reactive system which may appear as
deadlocked from the external point of view of the operator. Divergences
are not treated in a special way in this work.



3.1. BACKGROUND AND BASIC NOTATION 65

Definition 3.7 (Divergence). Given an LTSM = 〈S,L, s0,→〉, a state
s ∈ S is said to be divergent if and only if s τω−−→. The LTSM is said
to be divergent is there exists a divergent state s ∈ reach(M).

The LTS example of Figure 3.1 on page 58 is definitely divergent
since there are some divergent executions in it, for example D τ−−→ B τ−−→
B τ−−→ B τ−−→ . . . .

Determinisation

An non-deterministic LTS can always be determinised, so as to preserve
the traces, with the subset construction that goes back to Rabin and
Scott [RS59b]. That construction builds a new LTS that keeps the
same traces, but with the non-determinism removed. The idea of the
algorithm is to solve the non-determinism by grouping states that can
be reached with the same trace, those groups forming the state of the
determinised LTS. There is a transition S α−−→ S′ between two states of
the determinised LTS if and only if there exists a transition with the α
action between a state belonging to the set S to a state from the set S′.
Formally, it means that S′ = {s′ | ∃s ∈ S : s α−−→ s′}.

Algorithm 2 shows the Rabin-Scott subset construction algorithm
adapted to LTS [Sch04]. In the worst case, the algorithm will run in
exponential time, that is, with a O(2n) time complexity where n is the
number of states of the LTS. In the worst case, the set of states of the
determinised LTS is indeed the power set of the set of states of the
LTS. The determinised LTS is denoted det(M) and is also an LTS. The
proposed algorithm also gets rid of any τ -transitions, even τ -loops which
may have been kept.

Figure 3.4 shows the determinisation by the subset construction
algorithm of the LTS example of Figure 3.1 from page 58. The non-
determinism that was originally present due to the τ -transition between
states D and B is solved with the transition {A} b−−→ {B,D} in the
determinised LTS.

As previously stated, one interesting property is that determinisation
preserves the traces, that is, Tr(M) = Tr(det(M)). Moreover Algo-
rithm 2 builds deterministic LTSs free of any τ -transitions (and thus also
not divergent).
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Algorithm 2: LTS determinisation.
Input: M = 〈S,L, s0,→〉, an LTS
Output: det(M) = 〈SD,L, s0D ,→D〉, the determinisation ofM
s0D ← s0 after ε
L← {s0D}
while not isEmpty (L) do

sD ← removeElem (L)
SD ← SD ∪ {sD}
foreach α ∈ A(sD) do

s′D ←
⋃
s∈sD

safterα
→D ← {(sD, α, s′D)}∪ →D

if not s′D ∈ SD then
addElem (L, s′D)

return 〈SD,L, s0D ,→D〉

{A}

{B}

{C}

{B,D}

a

b

c

b, c

Figure 3.4. Determinisation of the LTS example of Figure 3.1 that has been computed
by the subset construction algorithm.

Operational Determinism

The notion of determinism defined just above is also referred to as
structural determinism, that is, any given sequence of visible actions
belonging to the set of traces leads to a unique state, starting from the
initial state. Such a definition is quite strong and could be too restrictive.
The notion of operational determinism [HV06] is more flexible. It allows
some non-determinism provided that different executions with the same
trace lead to states with equivalent behaviours. Intuitively, if several
states can be reached with the same trace, they have to have the same
sets of possible actions.

Definition 3.8 (Operational Determinism). An LTSM = 〈S,L, s0,→〉
is operationally deterministic if and only if ∀s1, s2 ∈ S : s1

σ==⇒ s′1 and
s2

σ==⇒ s′2 : A(s′1) = A(s′2) and s′1
τω−−→ implies s′2

τω−−→.
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Figure 3.5 illustrates the notion of operational determinism. None
of the three LTSs are (structurally) deterministic. Only the first one of
Figure 3.5(a) is operationally deterministic. The LTS of Figure 3.5(b)
is not operationally deterministic since the states B and C reached with
the same trace have different sets of possible actions. Finally, the third
example of Figure 3.5(c) illustrates a case where two states reached with
the same traces do not have the same behaviour according to divergence.

A

B

C

a

a

(a)

A

B

C

a

a

b

(b) A(B) 6= A(C).

A

B

C

a

a

τ

(c) There are divergent
executions starting from
B and not from C.

Figure 3.5. Examples of LTS to illustrate operational determinism. The three
examples are characterised by the fact that s0 after a = {B,C}. The first one is
operationally deterministic and the last two ones are not.

As previously stated, determinism issues play a crucial role for the
analysis of human-machine interactions. All those issues are discussed
thoroughly in the two next chapters (which present the main contributions
of this thesis).

3.1.6 Synchronous Parallel Composition

Two LTSs can be composed together with synchronisation on the actions
that are common between their respective alphabets. The synchronous
parallel composition between two LTSs M and M′ is an LTS whose
states are pairs of states from both LTSs. The composition represents
the parallel execution of both LTSs. For an action α that is common
to both alphabets, the composition can proceed if and only if there
is a transition with α in both LTSs. For the other actions and for τ -
transitions, each LTS can move independently. Synchronous parallel
composition represents parallelism with interleaving.
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Definition 3.9 (LTS synchronous parallel composition). Given two LTS
M = 〈S,L, s0,→〉 and M′ = 〈S′,L′, s′0,→′〉, the synchronous parallel
composition between both LTSs, denoted M ‖ M′, is an LTS C =
〈SC ,LC , s0C ,→C〉 where SC ⊆ (S×S′), LC = L∪L′, s0C = (s0, s

′
0) and

→C ⊆ SC × (LC ∪ {τ})× SC is defined as the smallest set such that:

• if α ∈ L ∩ L′ : (s, t) α−−→ (s′, t′) if s α−−→ s′ and t α−−→ t′;
• otherwise, α ∈ (LC ∪ {τ}) \ (L ∩ L′) and:

– (s, t) α−−→ (s′, t) if s α−−→ s′;
– and (s, t) α−−→ (s, t′) if t α−−→ t′.

Figure 3.6 shows an example of the parallel synchronous composition
between two LTSs. The common alphabet between the two LTSs is {b, c}
which means that those actions must be enabled in the two LTSs for the
composition to proceed.

3.2 Human-Machine Interaction LTS

This work focuses on the dynamic aspects of interaction, at the low level
of actions executed on a system by an operator. Those actions correspond
to events that can be classified according to different criteria. Actions
can be visible, meaning that the operator is able to see them, or invisible.
Visible actions can further be classified as controllable if they are initiated
by the operator, or uncontrollable if they are triggered by the system.
This section defines an enriched LTS to take those considerations about
actions into account.

Figure 3.7 shows the three possibilities for the actions, according
to the visibility and controllability criteria. The set of actions is thus
partitioned into three sets:

• The commands correspond to visible and controllable actions that
the operator performs on the system;
• The observations represent visible but uncontrollable actions that
cannot be controlled without any initiative from the operator;
• and finally the internal actions occur inside the system and are
completely invisible to the operator.
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(a) An LTS M, with an alphabet
L = {a, b, c}.
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(c) The synchronous parallel compositionM ‖M′.

Figure 3.6. Example of the synchronous parallel composition between two LTSs.

The distinction between commands and observations, which are also
respectively referred to as inputs and outputs with respect to the system,
plays a crucial role when studying human-machine interaction [Jav02,
HD07] as argued in Section 2.4.6. In order to take that distinction into
account, human-machine interaction labelled transition systems (HMI-
LTS) are an enriched variant of usual LTSs where the set of labels is
partitioned into two sets Lc and Lo respectively representing commands
and observations. Internal actions are represented with τ . Visible actions
are the labels of the underlying LTS.
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All actions

Internal actions

Commands

Observations

visibility

controllability

yes

no

yes

no

Figure 3.7. Classification of actions for human-machine interaction LTS into three
sets according to the visibility and the controllability criteria.

Definition 3.10 (Human-Machine Interaction Labelled Transition Sys-
tem). A human-machine interaction labelled transition system (HMI-
LTS) is a tuple 〈S,Lc,Lo, s0,→〉 where 〈S,Lc ∪ Lo, s0,→〉 is a labelled
transition system, Lc is a finite set of command labels and Lo is a finite
set of observation labels. The two sets Lc and Lo are disjoint and the set
of visible actions is Lc ∪ Lo = L.

Since an HMI-LTS is just an extension of an LTS, all the definitions
from the previous section still apply for HMI-LTS. Figure 3.8 shows the
graphical representation of an HMI-LTS example. Transitions labelled
with commands are represented with plain lines and transitions labelled
with observations with dashed lines. As for LTSs, internal transitions
are represented with dotted lines.

A

B C

D E

a

b

a

τ
b

τ

c

Figure 3.8. Graphical representation of an HMI-LTS example with five states and
seven transitions. The initial state is the state A. The alphabet is Lco = {a, b, c} and
is partitioned into commands a and b (plain lines) and observation c (dashed line).

The HMI-LTS example of Figure 3.8 is formally defined as the tuple
〈S,Lc,Lo, s0,→〉 where:

• S = {A,B,C,D,E};
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• Lc = {a, b};
• Lo = {c};
• s0 = A;
• and → = {(A, a,B), (A, b,D), (B, a,C), (D, τ,B),

(D, b, C), (D, τ,E), (E, c, C)}.

In addition to the sets of enabled and possible actions defined in the
previous section (Definitions 3.4 and 3.5 on page 61), it is sometimes
interesting to consider the sets of enabled or possible commands or
observations. The definitions of those sets are similar to those for
LTS. They are denoted Γc and Ac for commands and Γo and Ao for
observations. On the HMI-LTS example of Figure 3.8, Γc(D) = {b},
Γo(D) = ∅, Ac(D) = {a, b} and Ao(D) = {c}.

Definition 3.11 (Enabled and possible sets of commands and observa-
tions). Given an HMI-LTS M = 〈S,Lc,Lo, s0,→〉, the set of enabled
commands (resp. observations) of a state s ∈ S is Γc(s) = Γ(s)∩Lc (resp.
Γo(s) = Γ(s)∩Lo) and the set of possible commands (resp. observations)
of a state s ∈ S is Ac(s) = A(s) ∩ Lc (resp. Ao(s) = A(s) ∩ Lo).

Figure 3.9 shows an HMI-LTS example used to model a simple vending
machine that repeatedly serves customers. To use the machine whose
model is on the left, the customer has first to introduce a coin into the
machine. Then, the machine will check whether there is coffee remaining,
in which case it serves a cup to the customer. After a cleanup, the
machine is ready for the next customer. It the machine has no more
coffee, it does not accept coins any more and is closed. The HMI-LTS
on the right represents the mental model of one customer who believes
that the machine is only able to serve one coffee.

3.2.1 Interaction Model

The focus of this work is the analysis of the interactions between an
operator and a machine. In order to perform such an analysis, all the
possible interactions have to be considered. The synchronous parallel
composition presented in Definition 3.9 on page 67 exactly contains all
the possible interactions between two LTSs.
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A

B

C D

E

coin

τ (empty) τ (nonempty)

coffee

τ (cleanup)

(a) System model.

0

1

2

coin

coffee

(b) Mental model.

Figure 3.9. Example of a vending machine system modelled with an HMI-LTS. The
system is on the left and a mental model representing a user that thinks that the
machine only delivers one coffee is on the right. The coin command corresponds to the
customer inserting money in the machine and the coffee observation corresponds to the
machine delivering coffee. The τ ’s internal actions empty and nonempty correspond
to the check of the stock level of coffee and the τ internal action cleanup corresponds
to the machine reseting to the initial state after a clean-up.

When considering HMI analyses, both the system and the operator
are modelled with HMI-LTSs. The letters S and H are used from now
on to represent respectively the system and the human. In the frame
of the work presented in this thesis, some hypotheses have been made
about the system and mental models. First of all, the system and the
mental models are sharing exactly the same alphabet. Secondly, whereas
the system model may contain internal actions, the mental model does
not contain any internal actions and is also supposed to be deterministic.

Generally speaking, a mental model may be non-deterministic. It
would mean that whenever the operator is performing an action, several
possible resulting states may be reached as a response to the action. In
this work, it is a choice to only consider deterministic mental models.
That is of course a modelling choice of how humans are thinking about
systems whenever they use them, meaning that they always know for
sure the effect of any performed action.

At any time during the interaction, the system is in a state sS of
the system model and the operator is in a state sH of his mental model.
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From a composite state (sS , sH), either a command can be performed by
the user if it is possible on the system or an observation can be made
by the user if he expects it according to his mental model. Internal
actions may also occur in the system at any time. Figure 3.10 shows the
interaction model for the vending machine example. The synchronous
parallel composition S ‖ H is referred to as the interaction model.

(A,0)

(B,1)

(C,1) (D,1)

(E,2) (A,2)

coin

τ τ

coffee

τ

Figure 3.10. Interaction model for the vending machine example, between the system
from Figure 3.9(a) and the mental model of Figure 3.9(b).

The set of traces of the synchronous parallel composition between two
LTSs contains all the traces that are common to both composed LTSs.
In terms of HMI, it means that the synchronous parallel composition
operator computes the behaviour that is common to two LTSs.

Property 3.12. Given an HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉 and
a deterministic non-divergent HMI-LTS H = 〈SH ,Lc,Lo, s0H ,→H〉,
Tr(S ‖ H) = Tr(H) ∩Tr(S).

Proof. Let σ = 〈α1 · · ·αn〉 ∈ Tr(S ‖ H), a trace of the synchronous
parallel composition. By definition of trace, it means the existence of an
execution (s0S , s0H ) α1==⇒ (s1S , s1H ) · · · (sn−1S , sn−1H ) αn===⇒ (snS , snH ) in
S ‖ H.

Let us consider the weak transition (sS , sH) α==⇒ (s′S , s′H) that ex-
ists if and only if there exists a sequence of transitions (sS , sH) τ∗−−→
(tS , sH) α−−→ (t′S , s′H) τ∗−−→ (s′S , s′H), by definition of weak transition.
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Moreover, by definition of the synchronous parallel composition, such a
sequence exists if and only if the sequence sS

τ∗−−→ tS
α−−→ t′S

τ∗−−→ s′S ex-
ists in the system model, that is, sS

α==⇒ s′S , and the sequence sH
α−−→ s′H

exists in the mental model.
To conclude, the trace σ = 〈α1 · · ·αn〉 is in Tr(S ‖I H) if and only if

(siS , siH ) αi+1====⇒ (si+1S , si+1H ) for all i ∈ 0, · · · , n−1, which is satisfied if
and only if siS

αi+1====⇒ si+1S and siH
αi+1−−−−→ si+1H for all i ∈ 0, . . . , n− 1,

that is, σ ∈ Tr(S) and σ ∈ Tr(H), by definition of traces of an HMI-
LTS.

3.3 Enriched Models

Using an HMI-LTS to represent a system model may sometimes be
not adequate with respect to how the designers think about a system.
Just having blackbox states with all the information encoded as actions
on transitions may not be convenient enough for the designers. The
modelling approach used must be rich enough to be able to perform the
desired analysis but it should also be kept as simple as possible to ease
the analysis methods. HMI-LTS may be too simple and this section
introduces an enriched version of HMI-LTS, adding information on the
states in the style of Kripke structures [CGP99]. As it was observed in
the related work presented in the previous chapter, most of the time,
system designers think about systems as composed of a set of variables,
each state of the system corresponding to an assignment of values to all
those variables. Accordingly, the knowledge of the human must also be
modelled so as to take into account the information that is added on
states.

To illustrate the modelling approach used in this work, Figure 3.11
shows an example of a timer such as used when cooking. For that
example, the counter of the timer takes its value over a range from 0
to N (here fixed to N = 2) and is initially set to 0. The user can press
on a button (inc) to increase the value while setting up the machine.
The counter cycles between 0 and 2. Whenever the counter is different
from zero, the user can set it back to its initial value (reset) or can start
the countdown (start). When the countdown is running, the user can
observe the value of the counter which is decreasing through the screen.
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When the value of the counter reaches zero, the machine goes back to the
initial state while emitting a sound (ring). The user can cancel (cancel)
the countdown while it is running and has not reached zero.

inc

reset

start

cancel

Figure 3.11. An example of a countdown machine that is entered an integer value
between 0 and 2 (inclusive) and that will countdown until it reaches zero.

3.3.1 Enriched System Model

For the countdown example, it is clear that there is one variable which is
a counter c that can take three different values : 0, 1 and 2. Figure 3.12
shows a graphical representation of a system model for the countdown
machine. It is essentially an HMI-LTS whose states have been labelled
as c0, c1 or c2 depending on the value of the counter. The model has
six states: the states A, B and C correspond to the configuration of
the countdown machine and the states D, E and F correspond to the
machine which is running.

A
c0

B
c1

C
c2

D
c2

E
c1

F
c0

inc

reset

inc

inc, reset

start τ τ

start

ring

cancel

Figure 3.12. An example of a system model representing a countdown machine.

In order to represent observable information on states, HMI state-
valued system model (HVS) are enriched HMI-LTSs with the addition of
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a set of state-values and with a mapping function associating each state
to one state-value, just like the valuation used for Kripke structures.

Definition 3.13 (HMI state-Valued System model). A human-machine
interaction state-valued system model (HVS) is a tuple 〈S,Lc,Lo, s0,→,
Lv,O〉 where 〈S,Lc,Lo, s0,→〉 is an HMI-LTS, Lv is a finite set of state-
values and O : S 7→ Lv is a state-value mapping function. The three sets
Lc, Lo and Lv are disjoint.

The information that is observable on the states of the system is
modelled with a set of state-values Lv and a function O which gives for
each state the observation that the operator can make when the system is
in that state. This approach is more general than just setting information
on states as a set of variables with their values, as detailed at the end of
this section. When interacting with the system, the operator can, at any
time, look at the state-value corresponding to the current state of the
system.

The countdown example HVS shown on Figure 3.12 is formally defined
as the tuple 〈S,Lc,Lo, s0,→,Lv,O〉 with:

• S = {A,B,C,D,E, F}
• Lc = {cancel, inc, reset, start}
• Lo = {ring}
• s0 = A

• →= {(A, inc,B), (B, inc, C), (B, reset, A), (B, start, E),
(C, inc,A), (C, reset, A), (C, start,D), (D, τ,E),

(E, cancel, A), (E, τ, F ), (F, ring,A)}
• Lv = {c0, c1, c2}

• O(s) =


c0 , if s ∈ {A,F}
c1 , if s ∈ {B,E}
c2 , if s ∈ {C,D}

HMI-LTS is in fact a particular case of HVS where the set of state-
values has only one element that labels all the states of the model. The
consequence is that all the definitions that applied to LTS and HMI-LTS
can also be applied to the underlying LTS and HMI-LTS of the HVS.
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State-values

The enriched model has now two kinds of observation that can be done
by the operator. The operator can both observe state-values on the states
and make observations on visible transitions. A legitimate question that
can be asked is whether the two kinds of observations are necessary and
why they can be in fact complementary.

The difference between the two kinds of observation is in the in-
terpretation according to a human-machine interaction point of view.
The observations that can be made on the state may be ignored by the
operator while interacting with the system. In contrary, observations
occurring on a transition are output by the system and seen by the
operator. If the operators do not take into account those observations in
their models, the interaction will not proceed according to the chosen
definition. Of course, such a modelling choice does not consider the
case where the operator may get distracted and miss the observation.
This latter point is discussed in Chapter 6. Moreover, observations on
a transition also bring another message to the operator, they indicate
clearly a change of state in the system. This choice of having two kinds
of observation has consequences for the definition of good interaction and
for the analyses that are performed, as explained in the next chapter.

State-variables

As introduced above, a typical way to represent information about the
state of a system is by means of state-variables. A system is characterized
by a set of variables and, in any state of the system, it is possible to
observe the values of some subset of the state-variables, exactly those
which are visible. For example, ADEPT models [Fea10] and models
based on interactors [CH11] are using variables to model the state-values.

This can be modelled within the HVS structure by considering that
the set of state-values is composed of all the valuations for the visi-
ble state-variables. If the states of the system are characterised by n
state-variables x1, · · · , xn whose values are respectively ranging over
the domain D1, · · · , Dn, if the visible state-variables are x1, · · · , xk
(k ≤ n), and if S = D1 × · · · × Dn, then the set of state-values is
defined as Lv = D1 × · · · ×Dk and the observation function is defined as
O(〈v1, · · · , vn〉) = 〈v1, · · · , vk〉.
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To illustrate that, Figure 3.13 shows an alternative model for the
countdown example where state-values are modelled with state-variables.
The system is characterised by three state-variables: the integer state-
variable c represents the value of the countdown machine (c ∈ {0, 1, 2}),
the boolean state-variable a is used to represent whether the alarm is
ringing or not (a ∈ {T, F}), and the boolean state-variable r is used to
represent whether the countdown machine is running or not (r ∈ {T, F}).
Only the two first state-variables are visible and thus, the set of state-
values is Lv = {〈0, F 〉, 〈1, F 〉, 〈2, F 〉, 〈0, T 〉, 〈1, T 〉, 〈2, T 〉}.

A
c = 0
a = F
r = F

B
c = 1
a = F
r = F

C
c = 2
a = F
r = F

D
c = 2
a = F
r = T

E
c = 1
a = F
r = T

F
c = 0
a = T
r = T

inc

reset

inc

inc, reset

start τ τ

start
τ

cancel

Figure 3.13. An alternative (enriched) system model for the countdown machine
example where the ring observation has been replaced by the r state-variable.

The modelling choice has consequences on the behaviour that is
captured, according to a human-machine interaction point of view. In the
original model of Figure 3.12, if the operator misses the ring observation
for any reason, it is not possible for him to know whether the system
is still in the F state or if it has already transitioned into the A state.
With the alternative model, the operator can use the state-value to
distinguish among the two states F and A. State-values is in a way a
more stable information than observation on transitions, since they are
always available as long as the system is not changing state. The user
cannot miss the state-values, except if he has to track their change in
which case τ -transitions may make him loose some state-values. Given a
weak transition s a==⇒ s′, all the states just before and after the strong
transition labelled with a are considered as unstable with respect to state-
values since inattention from the operator can make the tracking of the
state-values changes impossible. Figure 3.14 illustrates those unstable
states. Greyed states and all the states following them before white
states are unstable states, assuming that the s′ state has no outgoing
τ -transition.
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s t t’ s’
τ∗ a τ∗

Figure 3.14. Unstable states with respect to state-values are introduced with τ -
transitions which makes it impossible for the operator to track state-values changes.

3.3.2 Enriched Mental Model

The mental model describing the behaviour of the system from the point
of view of the operator may also take into account state information. The
operator can interact with the system in two ways: he can perform com-
mands or perceive information, that is, observe the system. Observations
that can be done are either event-based (observations on transitions) or
state-based (state-values on states).

State-values are taken into account in the human model by action
guards, that is, conditions on the state-value that must be verified in
the current state of the system. In order to represent mental models,
HMI state-valued mental model (HVM) are enriched HMI-LTSs with the
addition of state-values on the transitions. Moreover, as already stated,
mental models are considered deterministic and free of τ -transitions in
the frame of this work.

Definition 3.14 (HMI state-Valued Mental model). A human-machine
interaction state-valued mental model (HVM) is a tuple 〈S,Lc,Lo, s0,→,
Lv〉 where Lv is a finite set of state-values,→⊆ S×Lv×L×S and 〈S,Lv×
Lc,Lv×Lo, s0,→〉 is a deterministic HMI-LTS without τ -transition. The
three sets Lc, Lo and Lv are disjoint.

Figure 3.15 shows a graphical representation of an HVM for the
countdown machine. The model has two states respectively corresponding
to the configuration of the countdown machine and to the machine which
is running. State-values are indicated between brackets, that is, the
notation s

[v]α−−−→ t denotes (s, v, α, t) ∈→. That HVM is formally
defined as the tuple 〈S,Lc,Lo, s0,→,Lv〉 with:

• S = {S0, S1}
• Lc = {cancel, inc, reset, start}



80 CHAPTER 3. MODELLING HUMAN-MACHINE INTERACTIONS

• Lo = {ring}
• s0 = S0

• →= {(S0, c0, inc, S0), (S0, c1, inc, S0), (S0, c2, inc, S0),
(S0, c1, start, S1), (S0, c2, start, S1), (S0, c1, reset, S0),

(S0, c2, reset, S0), (S1, c1, cancel, S0), (S1, c0, ring, S0),
(S1, c1, ring, S0), (S1, c2, ring, S0)}

• Lv = {c0, c1, c2}

S0 S1
[c1] start

[c2] start

[c0] ring, [c1] ring, [c2] ring

[c1] cancel

[c0] inc, [c1] inc, [c2] inc

[c1] reset, [c2] reset

Figure 3.15. An example of an (enriched) mental model for the countdown machine.

As it is the case for HVS, HMI-LTS is also a particular case of
HVM, where there is only one possible state-value. In such a situation,
the (unique) state-value is satisfied in all system states. Again, all the
properties that apply to LTS and HMI-LTS are also applicable to the
underlying LTS and HMI-LTS of the HVM.

Action Guards

For HVM, only single state-values are used as guards on transitions.
It is possible to define conditions on transitions with the more general
notion of action guards. During an interaction, the visible action on the
transition will only be taken into account by the operator if the state-value
of the current state of the system satisfies the action guard. A transition
s

[g]α−−−→ s′ is a shortcut for the set of transitions {s [v]α−−−→ s′ | v |= g}.
If the operator does not need to care about the state-value of the

current state, any transition can be chosen so that the action guard is
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simply defined as true. Figure 3.16 shows the correspondence for the
transition shortcut, in that case.

s s′
[true] α

≡ s s′

[v0] α

. . .

[vn] α

Figure 3.16. Correspondence for the transition shortcut used in HVM when the user
action is not conditionned by an action guard.

Transitions of enriched mental models are considered to take place
as an single atomic step. The operator checks that the action guard is
satisfied and then immediately performs the action at the same time.
Action guards are acting like preconditions on the execution of transitions.

For HVM, enabled and possible commands and observations sets are
the same since HVM are free of τ -transitions. It is also possible to focus
on the set of actions that are enabled and possible given a state-value,
or by extension, an action guard. That information makes sense to
the operator, as it is, for example, possible to read in a user manual
an instruction like: “If the LED is green, you can activate the pouring
function.”.

Definition 3.15 (Enabled sets of commands and observations condi-
tioned by a state-value). Given an HVM H = 〈S,Lc,Lo, s0,→,Lv〉, the
set of enabled commands (resp. observations) conditioned by the state-
value v ∈ Lv of a state s ∈ S is Γcv(s) = {α ∈ Lc | s [v]α−−−→ s′} (resp.
Γov(s) = {α ∈ Lo | s [v]α−−−→ s′}).

The definition can be easily extended to action guards by defining
Γcg(s) =

⋃
v|=g Γcv(s) (and similarly for the observations).

3.3.3 Modelling the Interaction

The interaction between an operator and a system modelled with the
enriched HMI-LTSs can be defined in the same way as it is defined
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with HMI-LTSs. From a composite state denoted (sS , sH), there are
different possible interactions. Either the operator can perform a possible
command or the operator can see a possible observation. Of course, those
two visible actions can only happen if the state-value of the current state
of the system agrees with the action guard that is present on the mental
model. As it was the case for HMI-LTS, internal actions may also occur
inside the system. The mental model is still considered deterministic and
free of τ -transitions, that is, non-divergent, and the two models share
the same alphabet of actions and of states-observations.

Definition 3.16 (Interaction between a system and a mental model).
Given an HVS S = 〈SS ,Lc,Lo, s0S ,→S ,Lv,O〉 and an HVM H =
〈SH ,Lc,Lo, s0H ,→H ,Lv〉, the interaction between S and H, denoted
S ‖I H , is an LTS I = 〈SI ,Lc ∪ Lo, s0I ,→I〉 where SI ⊆ (SS × SH),
s0I = (s0S , s0H ) and →I⊆ SI × (Lc ∪ Lo ∪ {τ})× SI is defined so that:

• (sS1 , sH1) α−−→ (sS2 , sH2) if and only if sS1
α−−→ sS2 and sH1

[v]α−−−→
sH2 with v = O(sS1)
• and (sS1 , sH1) τ−−→ (sS2 , sH1) if and only if sS1

τ−−→ sS2.

Figure 3.17 shows the interaction model for the countdown machine
example. The states from that model are composite states indicating the
state of the system and the state for the user. In this case, the interaction
model has exactly the same number of states and the same behaviour as
the system model. That comes from the fact that the mental model has
a nice property which allows an operator following that mental model
to be able to control properly the system. That is developed in the
next chapter. Also note that, even if it is not directly included in the
interaction model, information about the state-values is indeed available
thanks to the O function that can be applied to the state of the system
model which is part of the composite states of the interaction model.
That information can be useful, for example to know what state-values
were conditioning the transitions.

3.4 Alternate Models for HMI

Choosing a formalism to model HMI can be done according to several
criteria. One concern is how the notation allows the system designers and
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(A,S0) (B,S0) (C,S0) (D,S1) (E,S1) (F,S1)

inc

reset

inc

inc, reset

start τ τ

start

ring

cancel

Figure 3.17. The interaction model for the countdown machine example.

analysts to express their design model. Another element that can vary
among the formalisms is how they can be used to perform formal analyses
on the models, in order to get interesting analyses within reasonable
computation time.

Moreover, it is important to distinguish the formal model from the
design language. The formal model is the mathematical formalism used
in order to reason about the models and to propose algorithms capable
to analyse them. Contrarily, the design language is the one that will be
used by the system designers. Once designed, systems described within
a design language are translated into the formal models in order to get
analysed. The results of the analyses are then transmitted back to the
system designer, after another translation in the other way.

This section is not concerned with design languages but focuses
on formal models. It does not provide a detailed review of all the
existing formalisms, but rather presents different kinds of formalisms
and compares them to the LTS-based approach chosen in this work. A
survey of various existing formal notations to model human-machine
interactions is available in [Jac83]. This section focuses on the following
formalisms: labelled transition systems with input and output and input-
output transition systems [Tre08] which are the closest formalisms to the
one chosen in this thesis, interface automata [dAH11], statecharts [HP85,
Har87] or tabular notations [HKB08] which provide a high-level visual
notation, modal specifications [Lar90] and finally mode automata [HJS01]
that highlight the notion of mode.

Original notations have been preserved most of the time, except when
similar notations are defined in this thesis, in which case the notations



84 CHAPTER 3. MODELLING HUMAN-MACHINE INTERACTIONS

of this thesis are used in order to ease comprehension. The focus in this
section is only on the modelling aspects, while the analysis capabilities
are discussed in the next chapter.

3.4.1 LTS with Inputs and Outputs

The importance of inputs and outputs has been highlighted in [Tre08]. In
the setting of the work by Tretmans on model-based testing, systems are
interacting with the environment. The communication between systems
and their environment is made through inputs and outputs. Outputs are
actions initiated by the system while inputs are triggered by the environ-
ment. That distinction corresponds exactly to the command/observation
distinction that is made in the work of this thesis.

Tretmans defines two kinds of models: labelled transition system with
input and output (LTS/IO) and input-output transition system (IOTS).
While LTS/IO are exactly the same as HMI-LTS, IOTS do differ from
HMI-LTS. The difference is in the fact that for an IOTS, the environment
can never refuse an output produced by the system and the system can
never refuse and input that is sent to it by the environment. The direct
consequence is that all inputs are possible in all states.

Definition 3.17 (Input-Output Transition System). An input-output
transition system (IOTS) is a tupleM = 〈S,Lc,Lo, s0,→〉, which is an
HMI-LTS such that ∀s ∈ reach(M) : Ac(s) = Lc.

Making a system input-enabled, meaning that inputs are accepted in
any state, can be done in various ways. The definition of IOTS do not
require anything special about the ways system is made input-enabled.
Among all the possibilities, two are more common. One possible way is
to complete the system by adding input self-loops for any input that is
not possible. That way to proceed is referred to as angelic completion.
Whenever an unforeseen input occurs, the system just ignores it, that is,
stays in the same state. The other common completion possibility is the
demonic completion where transitions are added for all the states, for
all the inputs that are not possible, to a special error state, which is a
special state from where all actions are possible, as self-loops.
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Definition 3.18 (Error state). Given an LTS M = 〈S,L, s0,→〉, the
error state for that LTS which is denoted Π is a state having all the
transitions {Π α−−→ Π | α ∈ L}.

LTS/IO and IOTS do not bring anything more than what is possible
with HMI-LTS, except the notions of input-enablement that can also
be defined for HMI-LTS. Figure 3.18 shows an example of an HMI-LTS
with its angelic and demonic completion. In any state of the system, all
the commands of the alphabet are possible.

A

B

C D

α

τ β

(a) An HMI-LTS with Lc =
{α, β}.

A

B

C D

α

τ β

α, β

α α, β

(b) Angelic completion of an HMI-
LTS.

A

B Π

C D

α

τ

β

α, β

α
α, β

α, β

(c) Demonic completion of an HMI-
LTS.

Figure 3.18. HMI-LTS can be completed in several ways to get an input-enabled
system, that is, Ac(s) = Lc for any state s of the HMI-LTS. (b) In angelic completion,
input self-loops are added to all the states and (c) in demonic completion, all the
states are completed with transitions going to a special error state Π.

3.4.2 I/O and Interface Automata

I/O automata [LT87] and interface automata [dAH11] have been intro-
duced to add inputs and outputs to automata. They are typically used in
component-based design, a software engineering approach which focuses
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on the “separation of concerns” principle, and they serve as an interface
description language. The difference between I/O automata and interface
automata is that the latter are not required to be input enabled. Except
that, the two formalisms are syntactically similar, thus only interface
automata are considered in this section. An interface automaton consists
of a set of states and a set of actions that are partitioned into input,
output and internal actions.

Definition 3.19 (Interface Automaton). An interface automaton is a
tuple P = 〈V,V init,AI ,AO,AH , T 〉, where V is a set of states, V init ⊆ V
is the set of initial states which is required to be non-empty, AI ,AO and
AH are mutually disjoint sets of input, output and internal actions and
finally T ⊆ V ×A× V is the set of steps, where A = AI ∪ AO ∪ AH .

Those two formalisms are similar to LTS/IO and IOTS in what they
model. The only difference is that with automata, internal actions are
explicit and not gathered into one single τ action. From a modelling
point of view, they do not bring anything more than HMI-LTS.

A specialised version of interface automata defined in [dAH11], namely
single-threaded interface automata, is used to model systems that are
made of a single thread of execution. The idea is to divide states into
two categories: the states where only internal and output actions are
enabled, and those where only input actions are enabled. The states
from the first category are called running states since the system is in
execution mode. The states from the second category are called waiting
states since the system is waiting for inputs from the user.

Definition 3.20 (Single-Threaded Interface Automaton). A single-
threaded interface automaton is an interface automaton P = 〈V,V init,
AI ,AO,AH , T 〉 satisfying the two following conditions:

1. The set of states is partitioned into two sets V = V O ∪ V I of
running and waiting states. For all states from V O, only internal
and output actions are enabled. For all states from V I , only input
actions are enabled.

2. All transitions with output actions must lead to a waiting state and
all transitions going to a waiting state have an output action.

Single-threaded interface automata model interactions where there is
an alternation between locally controlled actions (internal and output
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actions) and input actions. That partition adds a constraint that is not
present in HMI-LTSs, but single-threaded interface automata are indeed
somewhat similar to HVS. It is indeed the case if it is considered that
the operator alternates between checking a state-value and performing
a command or making an observation. The difference resides in the
kind of partitioning that is done between the two types of states. Those
considerations are developed in the next chapter, where the translation
between HVS and HVM towards HMI-LTS is described. However, single-
threaded interface automata models are close to ADEPT models. In
particular, as described in Chapter 7, HVS obtained from the translation
of ADEPT models with the proposed semantics are indeed single-threaded
interface automata models.

3.4.3 Statecharts

LTSs and automata with inputs and outputs are low-level models where
there is no organisation among the states, except a partition between
running and waiting states for single-threaded interface automata.

Statecharts [Har87] are an extension of state machines developed by
Harel in order to get a suitable formalism to specify and design discrete-
event systems. The additions to state machines brought possibilities
to model hierarchy, concurrency and communications. Statecharts are
also used by Degani et al. [DH02] as the modelling formalism used in
their work. Another advantage of statecharts is that they are visually
intuitive and provide a compact way to present a formal definition of the
behaviour of a system.

Moreover, they have been defined with as main purpose to model
reactive systems, which makes them quite suitable to describe models for
human-machine interaction analyses. The Therac-25 example presented
in the previous chapter (Figure 2.11 on page 46) is an example of a
statechart. Another example presented on Figure 3.19 shows the state-
chart of the mode part of a simple microwave. But statecharts remain
a visual formalism and should be rather classified as a design language.
Nevertheless, formal semantics have been defined for statecharts, and
especially in terms of LTSs [US94, LvdBC99].
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Disabled Set-Time Idle Program Cook
close

open

stop

clock
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start

stop

doneok
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Mode Operational H

Figure 3.19. Example of a statechart representing the mode part of the behaviour of
a microwave oven (taken from [Luc93]).

3.4.4 Modal Specifications

Modal specifications defined by Larsen [Lar90] allows for loose speci-
fications of systems. The idea behind modal specifications is that it
is possible to define what behaviour is necessary and what behaviour
is admissible for a valid implementation of the specification. A modal
transition system (MTS) is essentially an LTS whose transitions are
partitioned into necessary and admissible transitions.

Definition 3.21 (Modal Transition System). An modal transition sys-
tem (MTS) is a tuple P = 〈S,A,→�,→♦〉, where S is a set of specifica-
tions, A is a set of actions and →�,→♦⊆ S×A×S, satisfying →�⊆→♦,
are respectively the sets of necessary and admissible transitions.

Contrarily to other formalisms presented so far, an MTS does not
only model one system, but rather a set of systems satisfying some
constraints. MTS adds the possibility to define a set of admissible
transitions. This kind of model is much used in the model-based testing
field, where the main goal is to test whether an implementation respects
a given specification. Therefore, necessary transitions must be present
in valid implementations whereas admissible transitions may be part of
it. The formalisms presented previously also have a sort of constraints
on the transitions. They implicitly include the notion of a “forbidden
transition”, a transition that is not present in the model.

From a human-machine perspective, such distinction among the
transitions can be used to analyse the interaction. Given a system model,
it could be interesting to distinguish which are the execution scenarios
that must be known and those which may be known in order to operate
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correctly the system. It is not possible with HMI-LTS to directly model
admissible transitions but, as developed in Chapter 5, the executions
of system models can be indeed classified into three sets: necessary,
admissible and forbidden executions.

3.4.5 Mode Automata

As stated above in this chapter, there are systems which clearly exhibit
independent running modes. For analysis purposes, it is worth to have
a modelling formalism that is able to encode explicitly those modes.
Maraninchi et al. [MR98] define mode automata which are used to express
a mode structure in a reactive system. They are focused on integrating
modes into dataflow languages used to model reactive systems, whose
family is known as synchronous languages. Mode automata have been
designed with two objectives. The first one is that the mode structure,
and in particular how the modes are organised into the global behaviour
of the system, must be described. The second goal is to offer the ability to
get a projection of the system on one mode so as to obtain the behaviour
of the system restricted to a single mode.

A mode automaton is composed of an automaton part enriched with
dataflow equations coming from the Lustre dataflow language [CPHP87].
The states of mode automata correspond to the running modes of the
system and the dataflow equations represent the control laws of the
system. Figure 3.20 shows an example of a mode automaton that has
two modes (incrementation and a decrementation) represented by the
two states A and B.

X : 0

A

X = pre(X) + 1

B

X = pre(X)− 1

X = 10
X 6= 10

X = 0

X 6= 0

Figure 3.20. Graphical representation of a mode automaton example [MR98]. The
mode automaton has two modes corresponding to the incrementation or decrementation
of the X integer variable.
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Definition 3.22 (Mode Automaton). An mode automaton is a tuple
P = 〈Q, q0,Vi,Vo, I, f, T 〉, where Q is a set of states, q0 ∈ Q is the initial
state, Vi and Vo are mutually disjoint sets of names for input and output
integer variables, T ⊆ Q×C(Vi∪Vo)×Q is the set of transitions, labelled
with conditions on the variables, I : Vo 7→ Z is a function defining the
initial values of the output variables and finally f : Q 7→ Vo 7→ EqR
defines the labelling of states with total functions from output variables
to right expressions.

Mode automata are required to be deterministic and reactive. The
first condition just means that the underlying automaton must be de-
terministic. The second requirement means that for any state of the
mode automaton, there must always be a transition whose condition is
satisfied.

In the vein of what operations are possible with statecharts, Maran-
inchi et al. defined a parallel composition operator that is useful whenever
the modes of a system can be split into several orthogonal sets. Also,
they provide ideas for hierarchic modes where the states belonging to
a given mode can be split into sub-modes. Maraninchi et al. provide a
semantic for mode automata, based on Mini-Lustre, a subset of Lustre
defined by the same authors.



Chapter 4
Full-Control Property

This chapter introduces automation surprises issues and defines the full-
control property which is a property between a system and a mental model.
The full-control property captures the notion of good interaction, that is,
interaction free of automation surprises. Section 4.1 gives the definition
and intuition of the full-control property and provides a characterisation
of the property. Then, Section 4.2 presents in detail the full-control
property for HMI-LTSs. In particular, the full-control determinism
property which guarantees the existence of a full-control mental model
is defined in the section. Finally, section 4.3 extends the results from the
previous section to enriched models. Section 4.4 relates the full-control
property to other common properties used in similar situations.

4.1 Characterisation of Good Interaction

As introduced in Chapter 2, the work of this thesis is focused on the
characterisation of good interaction between an operator and a system.
This section describes what is behind “good interaction” and how it is
related to the work by Degani et al., which is the starting point of this
work. As a reminder, the goal of Degani et al. is to generate a model for
the user so that using the model to operate the system makes him avoid
potential automation surprises, that is, situations where the operator is
faced with an unexpected behaviour of the system, according to his own
mental model of it. In their work, Degani et al. focus on mode confusion
issues, and they defined a correct user interface being one where the
three following kinds of error are absent from any possible interaction:

• an error state corresponds to a situation where the machine is in a
certain mode, while the user thinks it is in another one;

91



92 CHAPTER 4. FULL-CONTROL PROPERTY

• a restricting state represents a situation where the user could trigger
a mode change, but that change is not present in his mental model;
• and an augmenting state is a state where the user thinks that

some actions are possible according to his mental model, but those
actions are effectively not available on the machine.

Those three situations are to avoid since they may cause surprise.
They can be identified based on the interaction model. Intuitively, a
check on the composite states of the interaction model can be done, to
test whether there are situations where the machine and the user are not
agreeing anymore on what further behaviour is possible. Such situations
where the behaviours diverge are in fact spots of potential automation
surprises.

In this work, an interaction between an operator and a system is
qualified as “good” if no potential automation surprise ever occurs during
the interaction. For that to be possible, the operator must always be
able to predict the behaviour of the system, at any time during the
interaction. This point of view is more general than the one of Degani
et al. who only consider that the user must be able to predict the next
mode of the system. For the user to be able to predict the behaviour of
the system, two conditions have to be satisfied between the predicted
and the actual behaviours:

1. The operator must always know exactly the commands that are
available on the system. Whenever a command is performed on
the system, it is guaranteed that it will be accepted by it.

2. Whenever the system provides any feedback to the operator, it
must be foreseen by the operator. That condition does not prevent
the operator to expect or be prepared for more observations than
exactly those which can effectively occur in the current state of the
system.

This notion of good interaction is captured by the full-control property
which is the subject of this chapter. The property must hold between the
operator and the system being used, in order to guarantee the absence of
potential automation surprises. Of course not all automation surprises
are taken into account by the full-control property. The property rather
captures a notion of controllability without surprises.
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The full-control property can be defined based on the interaction
model presented in the previous chapter. The idea is that at any reachable
state of the interaction model, the set of expected commands must
coincide exactly with the set of actual commands whereas the set of
expected observations can be a superset of the set of actual observations.
A mental model such that the two conditions actually hold for a given
system model is said to allow full-control of the system and it is referred to
as a full-control mental model for the system. A system model for which
there exists a full-control mental model is said to be full-controllable.

4.1.1 Potential Automation Surprises

The full-control property ensures that situations that may surprise the
operator of a system do not occur during the interaction. The bad situa-
tions described by Degani et al. [HD07] and summarised in Section 2.4.7
are taken into account by the full-control property as detailed below.
Figure 4.1 shows a composite state of the interaction model, with the
four potentially confusing situations that may occur.

sS || sH

o
o1

c3
c

o
o2

c4
c

Figure 4.1. The four potentially surprising situations that may occur during the
interaction between a human H and a system S being used, in every state of the
interaction model.

The four situations that may occur are:

1. There is an observation o1 that may be produced by the system, but
the operator is not aware of it according to the mental model. In
that situation, the operator may get surprised when the observation
occurs, and will not know how to react. That could be dangerous
if the observation is a hazard alert signal, for example.
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2. According to his mental model, the operator expects an observation
o2 to occur but it will indeed never occur in the system. Such a
situation is not so severe since the observations are under control
of the system. It can only disturb the operator if he is actively
waiting for the observation and does not get any information from
the system that it will in fact never occur.

3. There is a command c3 on the system that is available in the
current state but that the operator is not aware of according to his
mental model. That is not a surprising situation at all since the
commands are under control of the operator. The only issue that
such a situation raises is that it does not allow the user to use all
the functionalities of the system.

4. There is a command c4 that the operator can perform according to
his mental model but that is in fact not available on the system.
It can confuse the user since he will perform the command and
expect some behaviour from the system that will never occur.

Situations 1, 3 and 4 are all avoided by the full-control property, that
is, there cannot be an observation in the system model which is not
in the mental model and the commands must be the same in both the
system and mental model, at any time during the interaction. Situations
1 and 4 correspond to an automation surprise and may lead to incidents
or accidents, since in both situations the user can be surprised either by
an event that was not expected or by an action that does not perform
what is expected. The situation 1 corresponds to Degani et al.’s blocking
state and the situation 4 corresponds to an augmenting state. Situation 3
does not induce an automation surprise but is avoided by the full-control
property. A variant of the full-control property is more flexible and
allows the system to have available commands that the user is not aware
of according to his mental model. That variant is discussed in Chapter 6.

In summary, the full-control property guarantees that there will never
be any potential automation surprise situations during the interaction,
but also that the operator will be able to use all the functionalities of
the system.

The remainder of this chapter focuses first on the full-control property
for HMI-LTSs. Then, the presented results are extended for the general
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situation where HVS and HVM are used. The extension is based on a
transformation of HVS and HVM models into equivalent HMI-LTSs.

4.2 Full-control Property for HMI-LTSs

This section develops on the full-control property for HMI-LTSs. After
stating formally the definition of the full-control property, issues that
can be introduced by τ -transitions are discussed. Then, the end of the
section presents the condition that has to be satisfied on system models to
guarantee the existence of a full-control mental model for those systems.

4.2.1 Full-control Property

The full-control property, as stated above, can be defined based on the
interaction model. For any reachable state of the interaction model, two
conditions must hold, relating the sets of commands (resp. observations)
expected by the operator with the sets of commands (resp. observations)
actually available on the system.

Definition 4.1 (Full-Control Property for HMI-LTSs). Given two HMI-
LTSs S = 〈SS ,Lc,Lo, s0S ,→S〉 and H = 〈SH ,Lc,Lo, s0H ,→H〉, H is
said to allow full-control of S, which is denoted H fcS, if and only if
for all reachable composite states (sS , sH) ∈ S ‖ H, the two following
conditions hold:

1. Ac(sS) = Ac(sH)
2. Ao(sS) ⊆ Ao(sH)

Figure 4.2 shows an extended version of the vending machine example
used in Chapter 3. A new observation is added to inform the user if the
machine is empty and cannot therefore serve coffee. The mental model
has also been extended. Two additional behaviours have been added:

• The user is ready to accept directly a free coffee from the vending
machine;
• The user thinks that it is possible to order a coffee with a single
coin, but also with two coins.
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The proposed mental model for this vending machine does not allow
full-control of it. It can be easily noticed on the interaction model since
there are five states where the full-control conditions are not satisfied
(the greyed states).

The four different potentially bad situations captured by the full-
control property are illustrated with that example:

• In composite state (C, 1) the system may produce an alert observa-
tion that is not foreseen by the operator, which may surprise him
if it occurs. On that state, Ao(C) 6⊆ Ao(1).
• In composite state (A, 0) the user expects an coffee observation that
will not occur on the system. That is not an issue according to the
full-control property, since the user may expect more observations
than those that can actually occur.
• In composite state (A, 2) the operator is not aware that the com-
mand coin is available on the system. This may not lead to an
automation surprise. That is rather a lack of knowledge of the
user regarding an existing feature of the system. On that state,
Ac(A) 6⊇ Ac(2).
• In composite state (D, 1) the operator thinks that the command

coin is available on the system, but it is actually not the case. If
the operator does execute the command, he may get confused
since the system is not responding as he expects. On that state,
Ac(D) 6⊆ Ac(A).

As a direct consequence of Property 3.12 (defined on page 73) which
states that the set of traces of the interaction model is the intersection
of the sets of traces of the system and mental models, the full-control
property can also be expressed in term of traces that are common to the
two models.

Property 4.2 (Full-Control Property for HMI-LTS). Given two HMI-
LTSs S = 〈SS ,Lc,Lo, s0S ,→S〉 and H = 〈SH ,Lc,Lo, s0H ,→H〉, H is
said to allow full-control of S, which is denoted H fcS, if and only if for
all σ ∈ L∗ such that sS ∈ (s0S afterσ) and sH ∈ (s0H afterσ):

Ac(sS) = Ac(sH) and Ao(sS) ⊆ Ao(sH)
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(b) Mental model H.
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(c) Interaction model S ‖ H.

Figure 4.2. Example of a vending machine system modelled with an HMI-LTS S.
The proposed mental model H does not allow full-control of the system since there are
states of the interaction model S ‖ H where the full-control criterion is not satisfied
(highlighted with a grey background colour).
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Checking Full-control

Checking whether a mental model allows full-control of a system model
is a task that can be done easily with an exploration of the interaction
model. Once the interaction model is built, it suffices to explore it, with
a DFS for example, and to check the full-control conditions for each
composite state. Actually, it is in practice not necessary to first build
the interaction model since the conditions can be checked on-the-fly.
Algorithm 5 in Appendix 5 performs the full-control check. It builds the
interaction model on-the-fly in a BFS fashion so as to get the shortest
counterexample if the full-control property is not satisfied.

The full-control check algorithm can be seen as an execution of
a model checking on the interaction model. Consequently, the time
complexity of the algorithm is in O(n + m) where n is the number of
states and m the number of transitions of the interaction model. In the
worst case, the interaction model has nSnH states

4.2.2 Enabled or Possible Sets of Commands and Observations

The sets of actions that are used in the definition of full-control are the
possible sets (A) and not the enabled sets (Γ), meaning that actions that
can occur after τ -transitions are also taken into account. That choice
has an important consequence on the property that is captured and
on the assumed behaviour of the operator. The fact that possible sets
are used implies that the equality of the sets of commands at any time
during interaction must be verified in the weak sense. A command that
is possible for the operator means that the operator may perform it on
the system, but maybe not directly since he may have to wait for some
time, during which some internal transitions will occur in the system.

Figure 4.3 illustrates the difference between enabled and possible sets.
The difference between the two systems resides in the fact that in the
left system, the operator is sure that he can directly execute commands
c1 and c2, that is, Γc(A) = {c1, c2}. For the system on the right, the
operator is only sure that he may execute the commands, after having
potentially waited for a certain amount of time, that is, Ac(A) = {c1, c2}.
Only command c1 is immediately available since Γc(A) = {c1}.

According to the full-control definition, the model of Figure 4.3(a) is
a full-control mental model for both system models of Figure 4.3. For the
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system of Figure 4.3(a), it is obvious that it allows full-control of it, but
less so for the system of Figure 4.3(b). Figure 4.4 shows the interaction
model and it is easily verified that for each composite state of that
system, the full-control conditions on commands and observations sets
are satisfied. That interaction model clearly shows that the c2 command
is possible when the system is either in the A state or in the C state,
except that he will not be able to perform it directly if the system is still
in the A state.

4.2.3 Full-control Compatibility and Determinism

Given a model of a system, some of its states may exhibit similar
behaviour according to the point of view of the operator, in a full-
controllability perspective. Such states are said to be full-control com-
patible. It is important to be able to identify those states since, in order
to explain the behaviour of a system to an operator, they do not need to
be explained separately. Two states are full-control compatible if they
agree on possible commands for any common execution trace starting
from them.

Definition 4.3 (Full-Control Compatibility). Given an HMI-LTS S =
〈SS ,Lc,Lo, s0S ,→〉, the two states s1, s2 ∈ S are full-control compatible
(fc-compatible in short), which is denoted s1 ≈fc s2, if and only if for all
σ ∈ L∗ such that s′1 ∈ (s1 afterσ) and s′2 ∈ (s2 afterσ):

Ac(s′1) = Ac(s′2)

The full-control compatibility corresponds exactly to the definition
of operational determinism (Definition 3.8 on page 66), but restricted to
commands. The interpretation of the fc-compatible property between
two states s1 and s2 is that, no matter in what state the operator is, he
can execute any command from the set Ac(s1) = Ac(s2), and be sure to
be able to predict what will be the possible commands in the reached
states.

For the system example of Figure 4.3(b), the states A and C are
fc-compatible since they agree on commands for all common traces
(ε and a). In both states A and C, if the operator does nothing the
possible commands are {c1, c2} and after the operator performs an c1 or
c2 command, there is no possible further command.
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(a) A system model with
Γc(A) = Ac(A) = {c1, c2}.
That system model is also
a mental model for itself.
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c1

τ

c1
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(b) A system model with Γc(A) =
{c1} 6= Ac(A) = {c1, c2}.

Figure 4.3. Two system models whose initial states do not have the same set of
enabled commands, but do have the same set of possible commands. For the system
model on the left, the operator knows that he can always perform directly commands
c1 and c2, that is, Γc(A) = {c1, c2}. For the system model on the right, the operator
cannot execute directly commands c1 and c2, but can possibly execute them, that is,
the operator knows that he should maybe wait some time before being able to execute
them. In that situation, Γc(A) = {c1} 6= Ac(A) = {c1, c2}.

(A, A)

(B, B)

(C, A)

(D, B)

(E, C)

c1

τ

c1

c2

Figure 4.4. The interaction model between the system and mental models of Fig-
ures 4.3(b) and 4.3(a). The full-control conditions are satisfied for every composite
state which means that the mental model allows full-control of the system model.
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The fc-compatibility property only requires the set of possible com-
mands to be equal after all the common traces. Figure 4.5 shows an
example where the two states A and D are fc-compatible even if after
executing the c command, the two states that are reached (respectively
B and E) do not have the same set of actions. Since the differences are
only caused by observations, it is not an issue. Since A and D are fc-
compatible, it means that they share the same behaviour from the user’s
point of view. The common behaviour is that the user is, in both cases,
able to execute a c command, and after having executed the command,
he can expect one observation from the set {o1, o2}. That ability to put
together several observations that may not always occur, in the same
set is a direct consequence of the non-symmetric characteristic of the
full-control property, which is more flexible for observations. That is the
key point which makes it possible to identify more compatible behaviours
in a given system, that consequently only have to be presented once to
the user in his mental model.

A B C

D E F

c o1

τ

c o2

Figure 4.5. States A and D are fc-compatible even if it is possible to reach two
different states with different sets of possible actions.

Characteristics of fc-compatibility

The fc-compatibility relation is symmetric, by construction. However,
it is not reflexive nor transitive. The fc-compatibility relation is not
reflexive as illustrated by the example of Figure 4.6. In this example,
the initial state A is not fc-compatible with itself since there exists
one trace violating the fc-compatibility condition, namely the empty
trace. The system can indeed reach both states A and C with the empty
trace, but those states do not have the same set of possible commands:
Ac(A) = {c1, c2} 6= Ac(C) = {c2}.

Intuitively, it means that without doing anything, the operator may
be refused some commands just because the system has changed its state
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A

B

C D

c1

τ c2

Figure 4.6. HMI-LTS example of a system illustrating that the ≈fc relation is not
reflexive. The state A is not fc-compatible with itself.

in-between and that the command that was available for the user is not
available anymore. Initially, the user was able to perform the commands
c1 and c2, but after the τ -transition occurred in the system, only the
c2 command remains possible. Such situations are bad in terms of full-
controllability since, without any interaction from the operator, the set
of commands that are possible change. That situation is in contradiction
with the full-control property and makes the system intrinsically not
full-controllable. A direct consequence is that it is impossible to build
any full-control mental model for such a system.

The issue of non-full-controllability is introduced by the τ -transition
that adds non-determinism in the system. Not all non-determinism is
bad, as illustrated by the three examples of Figure 4.7, which are non-
deterministic but for which there exist full-control mental models. What
makes those systems full-controllable is that the non-determinism they
contain is not harmful since it leads to states that are fc-compatible. The
third example S3 is operationally deterministic, in opposition to the two
first examples that are not, neither are they (structurally) deterministic.

The fc-compatibility relation is also not transitive as illustrated by the
example of Figure 4.8. The states B and C are fc-compatible since they
do not share any common traces except the empty trace, and following
it from any of both states leads to states with the same set of commands
(which is the empty set). The same reasoning can be done for states D
and C. However, states B and D are not fc-compatible. Indeed, following
the o1 common trace leads to states E and F which do have different
sets of possible commands: Ac(E) = {c4} 6= Ac(F) = {c5}. The intuition
is that the user can safely consider as similar either states B and C or
states C and D, but not both.
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A

B

C D

c1

c1 o1

(a) A system model S1.

A

B

C D

o1

τ o2

(b) A system model S2.

A

B

C

D

c1

c1

c2

c2

(c) A system model S3.

0 1
c1 o1

(d) A full-control mental
model for S1.

0 o1, o2

(e) A full-control mental
model for S2.

0 1 2
c1 c2

(f) A full-control mental
model for S3.

Figure 4.7. Three HMI-LTS examples of systems that are not deterministic but for
which it exists a full-control mental model.

A

B

C

D

E

F

c1

c2

c3

o1

o1

c4

c5

Figure 4.8. HMI-LTS example of a system illustrating that the ≈fc relation is not
transitive. States B and C and states D and C are pairwise fc-compatible, but states
B and D are not fc-compatible.

Full-control determinism

Full-control determinism, or fc-determinism in short, characterises system
models for which there exists a full-control mental model. The only
condition that has to be satisfied is that given a trace, the set of states
that are reachable from the initial state with that trace all have the same
set of possible commands. The fc-determinism property is in fact the
particular case of fc-compatibility of the initial state with itself.
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Definition 4.4 (Full-Control Determinism for HMI-LTS). An HMI-LTS
S = 〈SS ,Lc,Lo, s0S ,→〉 is full-control deterministic if and only if for
each σ ∈ L∗:

∀s, s′ ∈ (s0S afterσ) : Ac(s) = Ac(s′)

that is s0S ≈fc s0S .

Checking Full-control Determinism

Full-control determinism of a given system can be checked by computing
the synchronous parallel composition of the system with itself. A system
model S is fc-deterministic if and only if the fc-determinism condition is
satisfied for every composite state of the composition.

Property 4.5 (Full-control determinism check). Given an HMI-LTS
S = 〈SS ,Lc,Lo, s0S ,→〉 and the interaction model S ‖ S :

Sis fc-deterministic
⇐⇒ ∀σ ∈ L∗ : ∀(s, s′) ∈ ((s0S , s0S ) afterσ) in S ‖ S : Ac(s) = Ac(s′)

Proof. If the system S is fc-deterministic, it implies by definition that
∀σ ∈ L∗ : ∀s, s′ ∈ (s0S afterσ) : Ac(s) = Ac(s′). The set (s0S afterσ)
is not empty only if σ ∈ Tr(S). Consequently, it means that the trace
σ also belong to Tr(S ‖ S) by definition of the synchronous parallel
composition. Moreover, by definition of after, s0S

σ==⇒ s and s0S
σ==⇒ s′,

that is, (s, s′) is a composite state of (S ‖ S) and Ac(s) = Ac(s′) by
hypothesis.

The state (s, s′) belongs to the synchronous parallel composition if
it is reachable from the state (s0S , s0S ). It means by definition that
s0S

σ==⇒ s and s0S
σ==⇒ s′ for some σ ∈ L∗, that is, s, s′ ∈ (s0S afterσ).

Since Ac(s) = Ac(s′), it means that S is fc-deterministic.

Checking fc-determinism is thus an execution of model checking on
the (S ‖ S) model. Consequently, the time complexity of the algorithm
is O(n+m) where n is the number of states of the composed model and
m its number of transitions.



4.2. FULL-CONTROL PROPERTY FOR HMI-LTSS 105

4.2.4 Existence of Full-control Mental Model

As stated in the previous section, a full-control mental model only exists if
the system model is fc-deterministic. This section proves it and presents
a procedure that can be used to build a full-control mental model for any
fc-deterministic system model, based on the determinisation algorithm
presented in Section 3.1.5.

Theorem 4.6. Given an HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉:

S is fc-deterministic =⇒ det(S) fcS

Proof. Let H = det(S) = 〈SH ,Lc,Lo, s0H ,→H〉. By definition of the
determinisation, Tr(S) = Tr(H). For a given sequence σ ∈ Tr(S), there
is only one execution s0H

σ−−→ sH in the determinised model and by
construction (s0S afterσ) = {sH}.

Let us first consider the commands: Ac(sH) =
⋃
sS∈(s0S afterσ)A

c(sS)
by construction. Since S is fc-deterministic, Ac(sS) are exactly the same
for all sS ∈ (s0S afterσ). Consequently, s0H

σ−−→ sH and s0S
σ==⇒ sS

with Ac(sH) = Ac(sS).
Let now consider the observations: Ao(sH) =

⋃
sS∈(s0S afterσ)A

o(sS)
by construction. There are no constraints on observations and thus,
s0H

σ−−→ sH and s0S
σ==⇒ sS with AosH ⊇ Ao(sS).

To conclude, for any σ ∈ L∗ such that s0H
σ−−→ sH and s0S

σ==⇒ sS ,
it holds that Ac(sH) = Ac(sS) and Ao(sH) ⊇ Ao(sS), that is, H allows
full-control of S.

Minimal Full-control Mental Model

Generally, there is no single unique mental model for a given fc-determi-
nistic system model. The previous section shows one possible full-control
mental model which is the determinised version of the system model.
The purpose of the mental model is to help a human operator to use a
system by generating training material or to design training sessions, for
example. Mental models can also be used for analysis purposes. For all
those uses, it is preferable to have the smallest possible mental model,
in order to reduce the size of training materials, to be easier to explain
to a human, to be possible for the human to memorise it and finally to
decrease the time and space costs for the automated analyses.
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Figure 4.9 shows an fc-deterministic system model (Figure 4.9(a))
and two full-control mental models for it. The first one (Figure 4.9(b))
is obtained by computing the determinisation of the system model. The
second one (Figure 4.9(c)) is a minimal full-control mental model, that
is, the one with the smallest number of states.

A

B

C D

o1

τ o2

(a) A system model S.

{A,C}

{B}

{D}

o1

o2

(b) The determinised system
model det(S).

1 o1, o2

(c) The minimal
full-control mental
model H.

Figure 4.9. HMI-LTS example of system model S with the corresponding determinised
system model det(S) which is not a full-control mental model for S.

Determinisation does not achieve minimality and it only ensures that
the traces are preserved. Moreover, actions are all processed on an equal
footing, the determinisation procedure does not distinguish between
commands and observations. The set of traces of the system model
example of Figure 4.9(a) is Tr(S) = {ε, c1, c2}. The determinised system
has the same set of traces, by construction. The particularity about full-
control is that it allows the mental model to have more observations than
those which can effectively occur on the system. Using that flexibility,
it is possible to build much more compact mental models. This is
precisely what drives the next chapter. The minimal mental model for
the system of Figure 4.9(a) has only one state and its set of traces is
Tr(H) = (c1 + c2)∗, that is, any sequences composed with any number
of c1 and c2, including the empty trace.

4.3 Full-control Property for Enriched Models

Enriched models presented in Section 3.3 add information on the states
of the models. This additional information, state-values, may help the
operator to know whether an internal action has occurred in the system.
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The system model of Figure 4.10(a) is the same as the one of Figure 4.6,
but on which state-values have been added. The issue with the original
system is that it was not possible for the operator to distinguish between
states A and C. In the enriched model, those two states do have a
different state-value, respectively v1 and v2. In order to know whether
the command c1 is possible or not, that is, whether the internal action
has taken place, the operator has to check whether the observed state-
value is v1 or v2. For that reasoning to be valid, an assumption that is
made is that the lookup of the state-value and the performing of the
command occur at the same time as a single atomic event. Figure 4.10(b)
shows a full-control mental model for the system of Figure 4.10(a). The
command c1 will only be performed if the state-value corresponding to
the current system state is v1 and similarly for the c2 command with the
v2 state-value.

A
v1

B
v1

C
v2

D
v2

c1

τ c2

(a) System model.

S0

S1

S2

[v1] c1

[v2] c2

(b) Mental model.

Figure 4.10. The system model of Figure 4.6, which is not fc-deterministic, has been
enriched with state-values so that to make it fc-deterministic (on the left). The mental
model on the right is a corresponding full-control mental model.

The full-control property can also be defined for the enriched models,
based on the interaction model between the enriched system and mental
models. The difference with the definition based on HMI-LTS is that
the sets of possible commands and observations are now sets of pairs
consisting of a state-value associated with an action. It is indeed assumed,
according to the definition of the interaction model (Definition 3.16 on
page 82), that an operator will never perform a command or see an
observation whose action guard is not compatible with the state-value
corresponding to the current state of the system.
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Definition 4.7 (Full-Control Property). Given an HVS S = 〈SS ,
Lc,Lo, s0S ,→S ,Lv,O〉 and an HVM H = 〈SH ,Lc,Lo, s0H ,→H ,Lv〉, H
is said to allow full-control of S, which is denoted H fcS, if and only if
for all reachable (sS , sH) ∈ S ‖I H:

• Ace(sS) = Ace(sH);
• and Aoe(sS) ⊆ Aoe(sH)

where Ace(sS) = {(v, c) | ∃sS
τ∗−−→ s′S

c−−→ s′′S ∧ v = O(s′S) ∧ c ∈ Lc} and
Ace(sH) = {(v, c) | ∃s [g]c−−−→ s′ ∧ v |= g ∧ c ∈ Lc} for HVMs. The Aoe(sS)
and Aoe(sH) sets are defined similarly.

4.3.1 Enriched Traces

Traces on HMI-LTS only capture the sequence of actions performed by
the operator (commands and observations). For enriched models, the
operator has the possibility to check the state-value before any action.
Enriched traces capture the fact that the operator is always checking the
state-value before performing an action, in a single atomic step. Enriched
traces are sequences of pairs composed of a state-value and a label. They
can be defined for enriched system models by taking into account the
state-value of the state from which the executed action is enabled.

Definition 4.8 (Enriched trace for HVSs). Given an HVS S = 〈S,Lc,
Lo, s0,→,Lv,O〉, a sequence σ = (v1, α1) · · · (vn, αn) ∈ (Lv × L)∗ is an
enriched trace of S if and only if there exists an execution s0

τ∗−−→
s′0

α1−−→ s1 · · · sn−1
τ∗−−→ s′n−1

αn−−−→ sn such that O(s′i) = vi+1. The set
of enriched traces of the HVS is denoted with ETr(S).

For example, the set of enriched traces of the example of Figure 4.10(a)
is {ε, (v1, c1), (v2, c1)}. The sequence 〈(v1, c2)〉 does not belong to the
enriched traces of the system. Looking more closely at the execution
A τ−−→ C c2−−→ D corresponding to the trace 〈c2〉 indicates that, if the
user is tracking the changes of state-values, he will see that the system
transitions from v1 to v2. However, even if the user can see the state-value
v1 and after that execute the command c2, the sequence 〈(v1, c2)〉 is not
an enriched trace of the system since it is assumed in this work that the
user observes the state-value and directly executes an action, in a single
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atomic step, without leaving the time to the system to make an internal
transition. Again, τ -transitions can introduce some instability in the
system from a controllability perspective as it is detailed further in this
section.

Enriched traces can also be defined for enriched mental models, just
as they are defined for enriched system models. The difference is that
the state-values come from the action guard.

Definition 4.9 (Enriched trace for HVMs). Given an HVM H = 〈S,Lc,
Lo, s0,→,Lv〉, a sequence σ = (v1, α1) · · · (vn, αn) ∈ (Lv × L)∗ is an
enriched trace of H if and only if there exists an execution s0

[v1]α1−−−−−→
s1 · · · sn−1

[vn]αn−−−−−→ sn+1. The set of enriched traces of the HVM is
denoted with ETr(H).

4.3.2 Full-control Compatibility for Enriched Models

Full-control compatibility can be extended for enriched models. As
already illustrated by the example of Figure 4.10, the addition of state-
values may make a system model full-controllable, although it is not
full-controllable without the state-values. Full-control compatibility for
HMI-LTS ensures that the set of possible commands after a given trace
is always the same, no matter the underlying execution. For enriched
models, it may be possible that the set of possible commands are not
the same, after the execution of a given trace, provided that the state-
values of those states are different. In other words, if the operator
can unambiguously distinguish states corresponding to different sets of
possible commands, it is not an issue.

Definition 4.10 (Full-Control Compatibility). Given an HVS S =
〈S,Lc,Lo, s0,→,Lv,O〉, the two states s1, s2 ∈ S are full-control compat-
ible (fc-compatible in short), which is denoted s1 ≈fc s2, if and only if
for all σ ∈ L∗ such that s1

σ==⇒ s′1 and s2
σ==⇒ s′2:

O(s′1) = O(s′2) =⇒ Ac(s′1) = Ac(s′2)

Full-control determinism is defined in the same way as for HMI-LTS.
An HVS is full-control deterministic if and only if its initial state is
fc-compatible with itself.
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Figure 4.11 shows a system model that is not fc-deterministic. The
property is not verified since for the empty trace, three states can be
reached (s0S after ε = {A,C,E}) and among those states, two have
identical state-values (O(A) = O(E) = v1), but different sets of possible
commands (Ac(A) = {c1, c2, c3} 6= Ac(E) = {c3}). Suppose that the
operator starts the system and then after some time, decides to perform
a command on it. With the state-value v1, the operator cannot know for
sure whether the system is in the state A or E.

A
v1

B
v1

C
v2

D
v2

E
v1

F
v1

c1

τ

c2

τ

c3

Figure 4.11. The chain of internal transitions causes a non-fc-determinism situation
since the operator, who does not track the changes of state-values, cannot decide
whether he can perform c1 or c3 when he observes the v1 state-value.

It is important to remember that this is a choice of modelling that
has been done. If the operator was able to track the state-value changes,
it would indeed be possible for him to distinguish between states A and
E, just by noticing that the state-value has changed from v1 to v2 and
then again to v1.

To sum up, two hypotheses are made about enriched models. First
of all, the operator does not remember state-values corresponding to
spontaneous changes of state in the system. In the example, he cannot
track the changes A τ−−→ C τ−−→ E. Moreover, the operator only observes
the state-value at the moment of performing the action. In the example,
he can observe v2 and perform at the same time the c2 command when
the system is in state C, without falling into the state E in-between.

4.3.3 Expansion of Enriched Models

Enriched models can be expanded into HMI-LTSs so that the full-control
property is preserved. The motivation for such an expansion is to make
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it possible to perform the same reasoning and analyses that can be done
on HMI-LTSs. The expansion operation transforms state-values into
observation actions.

HVS Expansion

The expansion of an HVS is based on the mapping shown on Figure 4.12.
Every non-τ transition s

α−−→ t is expanded so that the state-value v
is checked before the occurrence of the action, that is, a new state
sv is added to the expanded model with the sequence of transitions
s

v−−→ sv
α−−→ t. For τ -transitions, no transformation occurs, they are

preserved in the expanded HMI-LTS.

s tα ⇒ s sv tv α

Figure 4.12. Transition mapping for HVS to HMI-LTS translation for non-τ transitions.
The transition from the original system model (on the left) induces two transitions in
the expanded system model (on the right), where v = O(s).

Definition 4.11 (HVS expansion). Given an HVS S = 〈SS ,Lc,Lo, s0S ,
→S ,Lv,O〉, its expansion, denoted exp(S), is an HMI-LTS E = 〈SE ,Lc,
LoE , s0S ,→E〉 where LoE = Lo ∪ Lv and:

• SE = SS ∪ {sv | s ∈ SS , v = O(s) and Γ(s) 6= ∅};

• →E= {(s, τ, t) | (s, τ, t) ∈ →S}
∪ {(s, v, sv), (sv, α, t) | (s, α, t) ∈ →S and v = O(s)}.

By construction, the states of the expanded HMI-LTS can be parti-
tioned into two sets:

• Observation states are those from the original HVS and intuitively
correspond to the fact that the operator must check the state-value
before the occurrence of a visible action on the system. Those
states can have outgoing τ -transitions and at most one outgoing
transition labelled with a state-value. An observation state s is
characterised by |Ao(s)| = 1, Ao(s) ⊆ Lv and Ac(s) = ∅.
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• Action states are the states added to the HVS. Those states have
outgoing transitions with commands and observations that cor-
respond to those from the original HVS. They do not have any
τ -transitions. An action state s is characterised by A(s) ⊆ L.

Transitions outgoing from an observation state lead to an action
state, except for τ -transitions that lead to another observation state.
And conversely, transitions outgoing from an action state always lead to
an observation state.

Figure 4.13 shows the expansion of an HVS example. The two τ -
transitions are still there, and all the other transitions have been replaced
by two transitions. The expanded model has five observation states and
three action states (greyed on the figure).

A
v1

B
v2

C
v3

D
v2

E
v3

τ

c1

c2

c2

c3

τ

(a) An HVS example S.

A

Av1

B Bv2

C Cv3

D

E

τ

v1 c1

v2 c2

v3

c2

c3

τ

(b) The expansion exp(S).

Figure 4.13. Expansion of an HVS example into an HMI-LTS. Greyed states of the
expanded mode are action states and white ones are observation states.

HVM Expansion

HVMs can also be expanded into HMI-LTSs, so as to make enriched
traces explicit. The expansion is based on the intuition that the operator
must always first check whether the action guard is satisfied before
doing any visible action. Figure 4.14 shows the mapping between the
transitions from the HVM and the corresponding expanded HMI-LTS.
Every transition s

[v]α−−−→ s′ is expanded so that the state-value v is
checked before performing the α action, that is, a new state sv is added
to the expanded model with the sequence of transitions s v−−→ sv

α−−→ s′.
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s t
[v] α

⇒ s sv tv α

Figure 4.14. Transition mapping for HVS expansion. The transition from the HVM
(on the left) induces two transitions in the expanded HMI-LTS (on the right).

Definition 4.12 (HVM expansion). Given an HVM H = 〈SH ,Lc,Lo,
s0H ,→H ,Lv〉, its expansion, denoted exp(H), is an HMI-LTS E =
〈SE ,Lc,LoE , s0H ,→E〉 where LoE = Lo ∪ Lv and:

• SE = SH ∪ {sv | s ∈ SH , (s, v, α, t) ∈ →H};

• →E= {(s, v, sv), (sv, α, t) | (s, v, α, t) ∈ →H}.

As it is the case with HVS, two kinds of states are identifiable by
construction: observation states and action states. The observation
states intuitively correspond to the check of the action guard by the
user. They are characterised by Γ(s) ⊆ Lv and their outgoing transitions
always lead to an action state. The action states correspond to those
from the HVM. They are characterised by Γ(s) ⊆ L. Their outgoing
transitions are labelled with commands and observations and always lead
to an observation state.

Figure 4.15 shows the expansion of an HVM example. Every transition
has been replaced by two transitions. The expanded model has four
observation states and five action states (greyed on the figure).

S0 S1 S2

[v1] c1

[v2] c2

[v3] c2

[v3] c3

(a) An HVM example H.

S0

Sv1
0

Sv2
0

S1 Sv3
1 S2

v1

v2

c1

c2

v3

c2

c3

(b) The expansion exp(H).

Figure 4.15. Expansion of an HVS example into an HMI-LTS. Greyed states of the
expanded mode are action states and white ones are observation states.
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Expanded Models and HMI-LTSs Equivalence

Using the expanded models, it is possible to check whether an HVS
allows full-control of an HVM, by expanding both models into HMI-LTSs
and by checking whether the expanded mental model allows full-control
of the expanded system model.

Theorem 4.13. Given an HVS S = 〈SS ,Lc,Lo, s0S ,→S ,Lv,O〉 and an
HVM H = 〈SH ,Lc,Lo, s0H ,→H ,Lv〉:

H fcS ⇐⇒ exp(H) fc exp(S)

Proof. Let us suppose that H fcS. It means that for any trace σ =
〈α1 · · ·αn〉 of the interaction model S ‖I H, which is such that:

(s0S , s0H ) τ∗−−→ (s′0S , s0H ) α1−−→ (s1S , s1H ) · · ·
(sn−1S , sn−1H ) τ∗−−→ (s′n−1S , sn−1H ) αn−−−→ (snS , snH ),

we have Acv(snS ) = Acv(snH ) and Aov(snS ) ⊆ Aov(snH ).
By definition of the interaction model, we have that, for 0 ≤ i < n:

• siS
τ∗−−→ s′iS

αi+1−−−−→ si+1S belongs to S;

• and siH
[v]αi+1−−−−−→ si+1H belong to H with v = O(s′iS )

which implies, by construction of the expanded models, that we have,
for 0 ≤ i < n:

• tiS
τ∗−−→ t′iS

v−−→ t′viS
αi+1−−−−→ ti+1S belongs to exp(S);

• and tiH
v−−→ tviH

αi+1−−−−→ ti+1H belong to exp(H)

with v = O(s′iS ) and such that there is a one-to-one relation between
siS and tiS , between s′iS and t′iS and between siH and tiH .

Let H′ = exp(H), S ′ = exp(S) and σ′ ∈ (Lc ∪ Lo ∪ Lv)∗, be a trace
of the interaction model H′ ‖ S ′. Two cases have to be considered:

1. The trace is of the form σ′α = 〈v1α
′
1 · · · vnαn〉, which means that

there exists (t0S , t0H ) σ′α==⇒ (tnS , tnH ) in H′ ‖ S ′. By construction,
A(tnS ) and A(tnH ) are both subsets of Lv. Consequently, Ac(tnS ) =
Ac(tnH ) = {}. Moreover, Ao(tnS ) = {v | (v, α) ∈ Aov(snS )} and
Ao(tnH ) = {v | (v, α) ∈ Aov(snH )}, and since Aov(snS ) ⊆ Aov(snH )
by hypothesis, it implies that Ao(tnS ) ⊆ Ao(tnH ).
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2. The trace is of the form σ′v = 〈v1α
′
1 · · · vn〉, which means that there

exists (t0S , t0H ) σ′v==⇒ (t′vn−1S , t
v
n−1H ) in H′ ‖ S ′. By construction,

Ac(t′vn−1S ) = Γcv(s′n−1S ) and Ac(tvn−1H ) = {α | (v, α) ∈ Acv(sn−1H )},
which implies Ac(t′vn−1S ) = Ac(tvn−1H ). A similar reasoning with
observations allows us to prove that Ao(t′vn−1S ) ⊆ Ao(tvn−1H ).

To conclude, it means that H′ fcS ′. The proof of the other way is
similar.

4.4 Comparisons with Other Relations

There are plenty of relations that have been established in order to
compare models in several fields such as model-based engineering and
model-based testing. This section reviews the main relations that exist,
discusses their potential use for human-machine interaction analysis and
compares them to the full-control property. For the remaining of this
section, the comparison will be made between a system model S =
〈SS ,Lc,Lo, s0S ,→S〉 and a mental model H = 〈SH ,Lc,Lo, s0H ,→H〉,
both represented as HMI-LTSs. In order to simplify the presentation, S
and H can also refer to their underlying LTSs in this section.

Most of the presented relations are used in model-based engineer-
ing where a given implementation Impl must be validated regarding a
specification Spec. Regarding human-machine interaction, Spec can be
related to mental model and Impl to system model. In that case, a
system model is viewed as an implementation of the mental model. The
implementation, namely the system model, is valid regarding a given
specification, namely the mental model, if all the operations that are
possible on the system are authorised by the specification. The specifica-
tion acts like an envelope of valid behaviour inside which all the valid
implementations lie.

The analysed relations can be split into two categories. The first ones
have been defined on classical LTSs and are referred to as being part of
the linear time – branching time spectrum [vG01]. The relations from
the second category are considering models where inputs and outputs
play a role [Tre08], and they are therefore closer to the work presented
in this thesis.
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4.4.1 Trace Preorder

The trace preorder [Hoa85] is the simplest relation that can be established
between two models. According to that relation, an implementation is
said to be valid if any of its traces belongs to the specification. In other
words, the set of traces of any implementation must be a subset of the
set of traces of the specification.

Definition 4.14 (Trace preorder). Given two LTSs S = 〈SS ,L, s0S ,→S〉
and H = 〈SH ,L, s0H ,→H〉, the trace preorder, denoted ≤tr, is defined
as follows:

S ≤tr H ⇐⇒ Tr(S) ⊆ Tr(H)

The full-control property allows the mental model to contain more
behaviour than the one contained in the system model. This is precisely
due to the flexibility brought by observations in the definition of full-
control. Generally speaking, the set of traces of a full-control mental
model is always a superset of the set of traces of the system model for
which it allows full-control.

Property 4.15. Given two HMI-LTSs S = 〈SS ,Lc,Lo, s0S ,→S〉 and
H = 〈SH ,Lc,Lo, s0H ,→H〉:

H fcS =⇒ S ≤tr H

Proof. Let σ ∈ L∗ be a trace that is supposed to belong to both Tr(S)
and Tr(H). By definition of full-control, it means that there would exist
two executions s0S

σ==⇒ sS and s0H
σ−−→ sH such that Ac(sS) = Ac(sH)

and Ao(sS) ⊆ Ao(sH). Consequently, any extension σa, with a ∈ L,
that belongs to Tr(S) would also belongs to Tr(H). By induction,
since the empty trace belongs to both Tr(S) and Tr(H), it means that
Tr(S) ⊆ Tr(H) and therefore S ≤tr H.

A contrario, trace preorder does not imply full-control as illustrated
by the example of Figure 4.16. In this example, the set of traces of S
is contained in the set of traces of H (that is, S ≤tr H), but it is not
the case that H allows full-control of S. Indeed, the two models do not
have the same set of possible commands after the empty trace, H has an
additional c2 command.
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A B
c1

(a) S.

A

B

C

c1

c2

(b) H.

Figure 4.16. Trace preorder between a mental and a system model does not imply
full-control property between both models: S ≤tr H and ¬(H fcS).

The additional traces that are present in the mental model all follow
the same pattern: σoσ′. They have an observation in them such that σ is
also in the system model, but not σo. Such traces can be in a full-control
mental model since, as already detailed, the full-control mental model
can have observations that will never occur on the system.

Definition 4.16 (Observation-Closure). Given an HMI-LTS S = 〈SS ,
Lc,Lo, s0S ,→S〉 and a set of traces T ∈ L∗, the observation-closure of
T , denoted Clo(T ), is defined as:

Clo(T ) = T ∪ {σoσ′ | σo /∈ T, o ∈ Lo, σ′ ∈ L∗}

Property 4.17. Given an fc-deterministic HMI-LTS S = 〈SS ,Lc,Lo,
s0S ,→S〉 and a deterministic non-divergent HMI-LTS H = 〈SH ,Lc,Lo,
s0H ,→H〉:

H fcS ⇐⇒ Tr(S) ⊆ Tr(H) and Tr(H) ⊆ Clo(Tr(S))

Proof. Let first suppose that H fcS; thus, by Property 4.15, it means
that Tr(S) ⊆ Tr(H). Let σ ∈ L∗ be a trace that belongs to both Tr(S)
and Tr(H). By definition of full-control, it means that there would exist
two executions s0S

σ==⇒ sS and s0H
σ−−→ sH such that Ac(sS) = Ac(sH)

and Ao(sS) ⊆ Ao(sH). Consequently, any extension σc, with c ∈ Lc, that
belongs to Tr(H) also belongs to Tr(S). Extensions σo, with o ∈ Lo,
that belongs to Tr(H) do not necessarily belong to Tr(S), but if it is not
the case, it does belong to Clo(Tr(S)), by definition of the observation-
closure. Therefore, by induction, since the empty trace belongs to both
Tr(H) and Tr(S), Tr(H) ⊆ Clo(Tr(S)).
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Let this time suppose that Tr(S) ⊆ Tr(H) and Tr(H) ⊆ Clo(Tr(S)).
Let σ ∈ L∗ be a trace that belongs to both Tr(S) and Tr(H), which
means that there would exist two executions s0S

σ==⇒ sS and s0H
σ−−→ sH .

Let the extension σa, with a ∈ L, belong to Tr(S). By hypothesis, it
also belongs to Tr(H). Consequently, A(sS) ⊆ A(sH). Let now the
extension σa, with a ∈ L, belong to Tr(H). By hypothesis, it belongs to
Clo(Tr(S)), which means that either it belongs to Tr(S), or not, in which
case a is an observation. Consequently, Ac(sH) ⊆ Ac(sS). Therefore,
by induction, since the empty trace belongs to both Tr(H) and Tr(S),
Ac(sS) = Ac(sH) and Ao(sS) ⊆ Ao(sH), that is, H fcS.

4.4.2 Testing Preorder

The testing preorder [DH84] adds a constraint to the trace preorder. It
takes into account the possibility for the models to deadlock. A state of
an LTS is said to refuse an action if that action is not possible in that
state. By extension, a state of an LTS is said to refuse a set of actions if
it refuses every action of the set. The refusal sets of a state of an LTS
are all the sets of actions that are refused by the state.

Definition 4.18 (Refusal sets). Given an LTS 〈S,L, s0,→〉, a state
s ∈ S refuses an action α ∈ L if and only if α /∈ A(s). A state s ∈ S
refuses a set of actions X ⊆ L, which is denoted s refusesX, if and only
if s refuses all the actions of X. The refusal set of a state s ∈ S for a
given trace σ ∈ L∗, denoted Ref(s, σ), is the set of refused sets of the
states s′ ∈ S that can be reached after the trace σ:

Ref(s, σ) = {X ⊆ L | ∃s′ ∈ (safterσ) : s′ refusesX}

For an implementation to be valid according to testing preorder,
it cannot refuse an action that is allowed by the specification, for any
execution trace. In other words, the refusal sets in the implementation
must be subsets of the refusal sets on the specification, for any sequence
of actions.
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Definition 4.19 (Testing preorder). Given two LTSs S = 〈SS ,L, s0S ,
→S〉 and H = 〈SH ,L, s0H ,→H〉, the testing preorder, denoted ≤te, is
defined as follow:

S ≤te H ⇐⇒ ∀σ ∈ L∗ : Ref(s0S , σ) ⊆ Ref(s0H , σ)
⇐⇒ ∀σ ∈ L∗ : ∀X ⊆ L : s0S afterσ refusesX

=⇒ s0H afterσ refusesX

This relation could be useful to compare a mental model against
a system model. The testing preorder requires that the system model
cannot refuse an action that is possible according to the mental model.
In an HMI perspective, it would mean that at any time during the
interaction, there can be more actions in the system model than those
which are present in the mental model. If the action is a command,
it would mean that the operator does not need to know exactly all
the possible ones at any time during the interaction, which does not
correspond to what is captured by full-control, but is a sensible alternative.
The situation is different if the action is an observation since they are
controlled by the machine. It would mean that the user may observe
things that would just be meaningless to him and that will get him
surprised.

The full-control property and the testing preorder are not directly
related at all, as shown by the two following examples referring to
Figure 4.17:

• H1 fcS and ¬(S ≤te H1)
The mental model H1 does allow full-control of the system S, the
additional behaviour that is present in the mental model is related
to the o1 observation, which is not an issue with respect to the full-
control property. However it is not the case that S ≤te H1, since for
the empty trace: Ref(s0S , ε) = {∅, {o1}} 6⊆ Ref(s0H1

, ε) = {∅}.
• S ≤te H2 and ¬(H2 fcS)
In this second example, S ≤te H2. Indeed:

– Ref(s0S , ε) = {∅} ⊆ Ref(s0H2
, ε) = {∅};

– Ref(s0S , c1) = {∅} ⊆ Ref(s0H2
, c1) = {∅};

– and Ref(s0S , c
∗
1) = ∅ ⊆ Ref(s0H2

, c∗1) = {∅}.
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But H2 does not allow full-control of S, since after the sequence α,
the system and mental model reach two states with different sets
of possible commands: Ac(BS) = ∅ 6= Ac(AH2) = {c1}.

A B
c1

(a) S.

A B
c1

o1

(b) H1

A c1

(c) H2.

Figure 4.17. Full-control property and testing preorder are not equivalent:
¬(H1 fcS =⇒ S ≤te H1) and ¬(S ≤te H2 =⇒ H2 fcS).

4.4.3 Conformance

The testing preorder requires that the implementation agrees on deadlocks
with the specification for any trace. The conformance relation [Bri88]
is the same than the testing preorder, except that the condition on
deadlocks is only to be verified on the traces of the specification.

Definition 4.20 (Conformance relation). Given two LTSs S = 〈SS ,L,
s0S ,→S〉 and H = 〈SH ,L, s0H ,→H〉, the conformance relation, denoted
conf , is defined as follow:

S conf H ⇐⇒ ∀σ ∈ Tr(H) : Ref(s0S , σ) ⊆ Ref(s0H , σ)

The intuition is the same than the one of testing preorder, except
that only those traces belonging to the specification are considered. In
an HMI perspective, it would mean that only for the execution that
the human is likely to perform, the system cannot refuse an action that
is present in the mental model. Said in the other way, it would mean
that no matter what the operator executes, it is always accepted by the
system.
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Input-Output Conformance

The conformance relation has been extended in order to take into account
input and output actions. The input-output conformance relation has
been defined on IOTS (Definition 3.17 on page 84). One particularity
of the relation is that it takes into account quiescent states, which are
states from which there are no outputs.

Definition 4.21 (Quiescent state and traces). Given an IOTS M =
〈S,Lc,Lo, s0,→〉, a state s ∈ S is a quiescent state, which is denoted
δ(s), if there is no enabled output or outgoing τ -transition from that
state, that is, δ(s) ⇐⇒ ∀α ∈ Lo ∪ {τ} : s 6 α−−→.

The set of quiescent traces of M is the set of traces that lead to a
quiescent state. It is defined and denoted as QTr(M) = {σ ∈ L∗ | ∃s′ ∈
(s0 afterσ) : δ(s′)}.

The hypothesis is that making no observation is in some sense an
observation about the system. Since quiescence is a kind of observation,
it is denoted as the δ action (with δ /∈ L ∪ {τ}). Given that additional
observation, it is possible to explicitly identity quiescent states by defining
suspension traces.

Definition 4.22 (Suspension traces). Given an IOTSM = 〈S,Lc,Lo,
s0,→〉, it is extended to the IOTS Sδ = 〈S,Lc,Lo ∪ {δ}, s0,→ ∪ →δ〉
where →δ= {s

δ−−→ s | s ∈ S and δ(s)}.
The set of suspension traces of S is the set of traces of Sδ. It is

defined and denoted as STr(M) = {σ ∈ L∗δ | s0
σ==⇒}.

For an implementation to be input-output conforming to a specifica-
tion, it cannot produce an output that is not foreseen according to the
specification.

Definition 4.23 (Input-output conformance relation). Given two IOTSs
Impl = 〈SI ,Lc,Lo, s0I ,→I〉 and Spec = 〈SS ,Lc,Lo, s0S ,→S〉, the input-
output conformance relation, denoted ioco, is defined as follow:

Impl iocoSpec ⇐⇒ ∀σ ∈ STr(Spec) :
out(Impl afterσ) ⊆ out(Specafterσ)

where out(S) =
⋃
s∈S

(
Γo(s) ∪ {δ | δ(s)}

)
.
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The ioco relation does not impose anything on input actions, which
makes it different from the full-control property. Indeed, according to the
ioco relation, commands may be available in the implementation even if
not present in the specification. The same results that those obtained
with the testing preorder are still valid for ioco (Figure 4.17):

• Impl iocoSpec, but Impl does not allow full-control of Spec, since
they do not have the same set of possible commands for the empty
trace σ = ε: Ac(AI) = {α} 6= Ac(AS) = ∅.
• H allows full-control of Impl, but lts(H) io/co Impl since they do

not agree on outputs for the empty trace σ = ε: out(AH) = {β} 6⊆
out(AI) = {δ}.



Chapter 5
Generating Full-control

Conceptual Models

This chapter proposes three approaches to automatically generate min-
imal full-control conceptual models. Section 5.1 states precisely the
minimal full-control conceptual model generation problem and discusses
characteristics of its solution. Section 5.2 presents Three-Valued Deter-
ministic Automata (3DFAs) and a trace characterisation of the full-control
property based on 3DFAs. The three next sections each presents an
algorithm to solve the generation problem. Firstly, Section 5.3 presents a
direct approach based on the 3DFA characterisation. Then, Section 5.4
presents an algorithm based on a reduction approach inspired by the
work of Degani et al. [HD07] where states of the system model are merged
together to build the full-control conceptual model. Finally, Section 5.5
follows with a third algorithm based on an active learning approach
where the full-control conceptual model is built incrementally. Last but
not least, Section 5.6 compares the proposed approaches and identifies
the advantages and disadvantages of each approach.

5.1 The Minimal Full-control Conceptual Model Gen-
eration Problem

As introduced in the general overview in Chapter 2.1.2 on page 14, a
distinction is made between the notions of mental model and conceptual
model. Whereas the mental model corresponds to the model that the
operator has in his mind and that can evolve with time, conceptual
model is used in this thesis to refer to a model that has been generated
based on the system model. The conceptual model can be seen as a kind
of perfect mental model that if used by the operator, guarantees some

123
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properties. In this work, the focus is on conceptual models that allow
full-control of the system model.

Generating a conceptual model from a system model can serve various
purposes, including the analysis of properties of the system such as its
complexity or usability, and the generation of training materials. Those
different uses of a conceptual model are presented in details in Chapter 6.
The minimal full-control conceptual model generation problem consists in
finding, given a system model, a conceptual model that allows full-control
of it and which is minimal, in terms of the number of states.

Definition 5.1 (The minimal full-control conceptual model generation
problem (MFCCG)). Given an HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉 rep-
resenting a system model, the minimal full-control conceptual model gener-
ation problem consists in finding an HMI-LTS A = 〈SA,Lc,Lo, s0A ,→A〉
representing a conceptual model such that:

1. A fcS
2. ∀A′ = 〈S′A,Lc,Lo, s′0A ,→

′
A〉 : A′ fcS =⇒ |SA| ≤ |S′A|

The intuitive idea to generate a full-control conceptual model is to
identify states of the system model whose behaviours are similar. Similar
behaviours can be seen as equivalent from the point of view of the user.
Differences in the behaviours can be ignored by the user without affecting
his controllability of the system. Those similar states can be merged
together to reduce the system model and to get a simplified one that can
serve as a conceptual model.

This idea is pretty much the same as the one lying behind the
operationally deterministic LTS determinisation algorithm presented
in [HV06] and illustrated by Figure 5.1. The system model of Figure 5.1(a)
is not (structurally) deterministic, but is operationally deterministic
according to Definition 3.8 on page 66. Indeed, states A and B both
only have one enabled action and triggering it leads to states with the
same behaviour. The model of Figure 5.1(b) is a reduced version of that
system model, where states A and B have been merged together. It is not
the most reduced model that can be obtained since states C and D also
exhibit the same behaviour; they and can thus also be merged together.

The approach of [HV06] cannot be directly applied for the MFCCG
problem. The fact that the mental model can have more observations than
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c1

c2
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(a) A system model S.

{A,B}

{C}

{D}

c1

c1

c2 c2

(b) A reduced version of S.

Figure 5.1. A system model that is operationally deterministic and a corresponding
reduced model where states A and B have been merged together. The reduced model
is not the minimal once and can thus be further reduced.

those that can actually occur on the system, according to the full-control
property, is not considered by their approach. Figure 5.2 illustrates
that issue. The system model of Figure 5.2(a) is not operationally
deterministic since the empty trace can lead to several states with different
behaviours. The system cannot be reduced with the approach of [HV06]
but, as shown on Figure 5.2(b), there does exist a reduced full-control
conceptual model for it.

A

B C

D

τ

o1

o2

(a) A system model S.

S0 o1, o2

(b) The minimal
full-control concep-
tual model for S.

Figure 5.2. A system model that is not operationally deterministic and cannot be
reduced with the approach of [HV06], but for which there exists a reduced full-control
conceptual model.

5.1.1 Unicity

Given a system model, there does not always exist only one single possible
minimal full-control conceptual model for it. Figure 5.3 shows an example
of a system model for which there exists two different minimal full-control
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conceptual models. State C is fc-similar to both states B and D. However,
states B and D are not fc-similar, because they do not have the same
sets of possible commands after the execution of 〈o1〉 trace. This is a
consequence of the fact that the fc-similarity relation is not transitive.
The first possible full-control minimal conceptual model (on the left) is
obtained by merging together states B and C, whereas states C and D
have been put together for the second one (on the right).

A

B

C

D

E

F

c1

c2

c3

o1

o1

c4

c5

(a) A system model S.

S0

S1

S2

S3

S4

c1, c2

c3

o1

o1

c4

c5

(b) A possible minimal full-control con-
ceptual model for S.

S0

S1

S2

S3

S4

c1

c2, c3

o1

o1

c4

c5

(c) Another possible minimal full-
control conceptual model for S.

Figure 5.3. Example of a system model for which there exists two possible different
minimal full-control conceptual models.

It is possible to find all the minimal full-control conceptual models, by
enumerating them all. The time taken to generate all of them is of course
dramatically increased. The MFCCG problem does not require to find
all the possible solutions, algorithms proposed in this thesis only produce
one conceptual model as a result. It is however possible to represent all
the possible solutions of the MFCCG problem by a single model, using
three-valued deterministic finite automata (3DFA). It is only a single
representation of the solutions, but if a particular solution has to be
provided, it would requires time to compute one from the 3DFA. Those
considerations are discussed further in Section 5.2.
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5.1.2 Generation Algorithms

Three different algorithms to automatically generate a minimal full-
control conceptual model from a given system model are proposed in this
thesis. Figure 5.4 shows a global view of the three proposed algorithms,
that all start with a system model S and generate a minimal full-control
conceptual model H. The first one of the top is the 3DFA-based, the
middle one is the reduction-based and the bottom one is the learning-
based algorithm. Several operations are used by more than one algorithm,
including DFA-minimisation and τ∗aτ∗-completion.

S
(HMI-LTS)

C
(3NFA)

det(C)
(3DFA)

H
(HMI-LTS)

Sτ
(HMI-LTS)

det(S),Sτ

(HMI-LTS)
C

(3DFA)

3NFA-completion

determinisation

DFA-minimisation

τ∗aτ∗-completion fc-reduction

determinisation,
τ∗aτ∗-completion

fc-learning DFA-minimisation

Figure 5.4. Steps of the three generation algorithms proposed in this thesis.

None of the algorithms makes the hypothesis that the input system
model is fc-deterministic. They can all detect whether there is an
fc-determinism issue, while processing the system model. However, fc-
determinism can be checked before running the generation algorithms,
in which case some of three proposed algorithms can be simplified. This
chapter describes the general version of the algorithms, without assuming
fc-deterministic system models.

5.2 Three-Valued Deterministic Finite Automata

As introduced in Chapter 3 on page 59, labelled transition systems (LTS)
are very close to deterministic finite automata (DFA). The difference is
that DFAs are used to represent languages, that is, sets of finite words
over a given alphabet.



128 CHAPTER 5. GENERATING FULL-CONTROL CONCEPTUAL MODELS

Definition 5.2 (Deterministic Finite Automaton (DFA)). A Determin-
istic Finite Automaton (DFA) A is a tuple 〈Σ, S, s0, δ, Acc〉 where Σ is
a finite set of labels (the alphabet), S is a finite set of states, s0 ∈ S is
the initial state, δ : S × Σ→ S is the transition function and Acc ⊆ S is
the set of accepting states.

Figure 5.5(a) shows a graphical representation of a DFA example.
That example represents the language consisting of words made of a
finite repetition of 〈ab〉 (including the empty word). The words of the
language are those satisfying the following regular expression: (ab)∗.

Not all the transitions are shown on the figure to keep is readable.
Indeed, every state of a DFA must have exactly one transition for every
label of the alphabet. The missing transitions are all leading to one
rejecting state from which everything is rejected. Figure 5.5(b) shows
the complete version of the DFA example.

A B C
a

b

a

(a) DFA example (simplified version).

A B C

D

a b

a
a

b b

a, b, c
(b) DFA example (complete version).

Figure 5.5. Graphical representation of a DFA example. States with double lines are
accepting states and those with simple lines are rejecting states.

For DFAs, the notion of words is similar to the notion of traces for
LTSs. A word is accepted by a DFA if executing it leads to an accepting
state, otherwise the word is rejected. The language recognised by a given
DFA is the set of words that are accepted by it.

Definition 5.3 (Language recognised by a DFA). Given a DFA A =
〈Σ, S, s0, δ, Acc〉, the language that it recognises, denoted L(A), is defined
as L(A) = {σ ∈ Σ∗ | s ∈ Acc,where s0

σ−−→ s}.

In the sequel, the set of words that are accepted by a DFA A is
denoted LAcc and corresponds to the recognised language L(A). The set
of words that are rejected is denoted LRej and corresponds to Σ∗ \L(A).
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DFAs can be extended so that their sets of states are partitioned into
three different disjoints sets. Three-valued deterministic finite automaton
(3DFA) [CFC+09] is a variant of classical DFA where each state is either
accepting, rejecting or can also be classified as a don’t care state. That
third category is used to identify states that can act either as accepting
or rejecting state. Intuitively, it means that the same don’t care state
can sometimes accept and sometimes reject words.

Definition 5.4 (Three-Valued Deterministic Finite Automaton (3DFA)).
A Three-Valued Deterministic Finite Automaton (3DFA) C is a tuple
〈Σ, S, s0, δ, Acc,Rej,DC〉 where Σ is a finite set of labels (the alphabet),
S is a finite set of states, s0 ∈ S is the initial state and δ : S × Σ→ S
is the transition function. The set of states S is partitioned into three
disjoint sets: Acc is the set of accepting states, Rej is the set of rejecting
states and finally DC is the set of don’t care states.

Figure 5.6 shows a graphical representation of a 3DFA example. The
example is an extension of the DFA example of Figure 5.5(a). With
that 3DFA example, it is possible to have a finite sequence of c, between
repetitions of the 〈ab〉 sequence, to be accepted or rejected. Again, not
all the transitions are shown on the figure to keep it readable. Just as
it is done with DFAs, missing transitions are leading to a state from
which everything is rejected. For example, the words 〈ab〉 and 〈abcccab〉
are accepted; the words 〈a〉 and 〈abccca〉 are rejected; and finally the
words 〈abc〉 and 〈abccc〉 are don’t care words; they can therefore either
be accepted or rejected.

A B C

D

a b

a

ca

c

Figure 5.6. Graphical representation of a 3DFA example. States depicted as squares
are don’t care states.
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5.2.1 Consistent DFA

A 3DFA encodes a set of DFAs. A DFA is said to be consistent with
a 3DFA if the words that it accepts and rejects are also accepted and
rejected by the 3DFA, or are don’t care words. Said in the other way, it
means that all the words that are accepted (resp. rejected) by the 3DFA
must also be accepted (resp. rejected) by the DFA.

Definition 5.5 (Consistent DFA). Given a 3DFA C = 〈Σ, S, s0, δ, Acc,
Rej,DC〉, a DFA A = 〈Σ, SA, s0A , δA, AccA〉 is said to be consistent with
C if and only if for any σ ∈ Σ∗:

• σ ∈ LAcc =⇒ σ ∈ LAccA
• σ ∈ LRej =⇒ σ ∈ LRejA

Figure 5.7 shows a 3DFA example with a DFA example that is
consistent with it. This example illustrates a situation where a don’t
care state can act both as an accepting or a rejecting state, depending
on the word that ends on it. For example, the 〈a〉 don’t care word is
accepted by the DFA, but the 〈a, b, a〉 word don’t care is rejected by the
DFA.

A B
a

b

(a) A 3DFA example C.

A B C D
a b

a

b

(b) A DFA example that is consistent with C.

Figure 5.7. A 3DFA example with one possible consistent DFA for it.

A 3DFA C characterises a a set of languages, namely the languages
recognised by the DFAs consistent with C. Among all the consistent
DFAs, two are of particular interest as they are acting as lower and upper
bounds for the languages characterised by the 3DFA. The C+ DFA is
the one obtained by considering the don’t care states as accepting states.
Similarly, the C− DFA is obtained by considering the don’t care states as
rejecting states. The language of any DFA consistent with C lies between
the languages recognised by C− and C+.
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Property 5.6 (3DFA language characterisation). Given a 3DFA C = 〈Σ,
S, s0, δ, Acc,Rej,DC〉, and the two DFAs C+ = 〈Σ, S, s0, δ, Acc ∪ DC〉
and C− = 〈Σ, S, s0, δ, Acc〉, a DFA A is consistent with C if and only if:

L(C−) ⊆ L(A) ⊆ L(C+)

Figure 5.8 illustrates the language characterisation of 3DFAs. A
given 3DFA partitions the set of all possible words over its alphabet into
three disjoint subsets. Any DFA that is consistent with the 3DFA is a
subset of Σ∗ that must contain completely LAcc and any subset of LDC .
The dashed line on Figure 5.8 delimitates one possible consistent DFA.

Σ∗

LRej LDC LAcc

Figure 5.8. A 3DFA partitions the set of words over its alphabet into three disjoint
subsets. Any DFA that is consistent with the DFA accepts all the words of LAcc, and
can accept any subset of the words of LDC . The set marked out with a dashed line
represents one possible consistent DFA.

5.2.2 DFA-minimisation

The DFA-minimisation problem consists in finding a DFA that is con-
sistent with the 3DFA, and which is minimal in terms of the number
of states. One possible algorithm to solve that problem is the one used
by Degani et al. [HD07] and which originally comes from Paull and
Unger [PU59]. The idea of the algorithm is to compute sets of states
that are compatible, and then to merge compatible states together in
order to get a reduced DFA. The particularity is that states from the
DC set can be compatible with both Acc states or Rej states, although
states from Acc and Rej cannot be compatible.

Compatible Pairs

The first step of the algorithm is to find the pairs of states that are
compatible. A practical way to find those pairs of compatible states is to
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build a so-called implication table as shown on Figure 5.9(b). The table
encodes pairwise state compatibilities for the 3DFA of Figure 5.9(a).
The cells of the table are either compatible (empty cell), incompatible
(crossed cell) or are marked with a set of pairs of states.

The implication table is initialised by marking all the cells (X,Y )
where one state is in Acc and the other one in Rej as incompatible.
Then, for all the other pairs of states (X,Y ), the cell is marked with all
the pairs of states (X ′, Y ′) such that there exists a coupled transition
(X,Y ) α−−→ (X ′, Y ′) that is not a loop and such that X ′ 6= Y ′.

A

B

C

D

E

F

G

a

b

b

a

a b

a

b

a b
a, b

a, b

(a) A 3DFA example C.
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EG
CG

FG

DE
GF

CG

EG EG
FG

DG
FG

DG
FG

(b) The initial implication table for C.

Figure 5.9. A 3DFA example with the initial implication table containing pairwise
compatibilities that are used to compute the sets of compatibles.

The implication table then goes through several iterations until it
reaches a fix point. At each step, each cell containing some pairs of
states is examined. If there is any pair leading to an incompatible pair,
the cell becomes incompatible. If all the pairs are leading to compatible
pairs, the cell becomes compatible. In any other case, the cell remains
to be examined for the next iteration. Figure 5.10 shows the second and
third iterations that lead to the fix point. Algorithm 6 in Appendix C
computes the set of pairs of compatible states.

Maximal Compatibles

Once the pairwise compatibilities have been computed, the next step of
the DFA-minimisation consists in finding the sets of compatible states,
simply called the compatibles. A compatible is a set of states that are
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CG

EG EG
FG

DG
FG

DG
FG

(a) The second iteration for the impli-
cation table. Cells leading to (B,E) or
(D,E) are marked incompatible, the
cell leading to (F,G) becomes compat-
ible and the other not compatible cells
are still to be decided.

G

F

E

D

C

B

A B C D E F

(b) The third iteration does not
change anything to the implication ta-
ble, which make it stable. All the cells
that were still to be decided becomes
compatible.

Figure 5.10. The two iterations leading the implication table to a fix point, for the
example of Figure 5.9.

all compatible to each other. The idea of that step is to maintain a
list of sets that are supposed to be compatibles. Running through the
implication table from the left to the right, and examining it column by
column, provides information about how the list can be updated so as to
finally obtain the list of compatibles.

The idea is to start with a list that only contains one set with all the
states of the 3DFA. For each examined column j of the implication table,
all the sets of the list containing j are considered. Each of those sets
is replaced by two sets: the original set without j and the original set
from which the states that are incompatibles in the examined column
are removed. After each iteration, the sets of states that are subset of
another set from the list are eliminated. Algorithm 7 on Appendix C
computes the set of compatibles.

The last step of the DFA-minimisation consists in finding the minimal
closed set of compatibles. That set must cover entirely the states of
the 3DFA and must also be closed, which intuitively means that all the
transitions going from any state of one compatible must lead to one
another unique compatible for a given action. The solution may not
be unique, and in order to get the one with the minimal number of
compatibles, all the possible solutions have to be enumerated.
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The successive iterations to find the compatibles for the example of
Figure 5.9 are:

1.
{
{BCDEFG}, {AG}

}
2.
{
{CDEFG}, {BCDG}, {AG}

}
3.
{
{DEFG}, {CDFG}, {BCDG}, {AG}

}
4.
{
{EFG}, {CFG}, {BCDG}, {AG}

}
5.
{
{EFG}, {CFG}, {BCDG}, {AG}

}
There is thus a total of four compatibles. One possible solution to

cover all the states of the 3DFA is to chose the three following compatibles:
{AG}, {BCDG} and {EFG}. That choice is not closed, since for example,
action b outgoing from {BCDG} can either lead to {EFG} or loop on
{BCDG}. Therefore, the minimal closed set of compatibles just contains
all the four compatibles. The corresponding minimal consistent DFA is
shown on Figure 5.11.

{AG} {BCDG}

{CFG}

{EFG}

a, b

b

a
a

b

a
b

Figure 5.11. Minimal consistent DFA for the 3DFA example of Figure 5.9(a).

5.2.3 Trace Characterisation of Full-control Property

The set of conceptual models that allow full-control of a given system
model can be represented as a single 3DFA. Property 4.17 proposed in
Chapter 4 on page 117 relates the full-control property to a relation
between the sets of traces of the system and the conceptual models.
Given an fc-deterministic system model, it is possible to build a 3DFA
encoding all the possible conceptual models that allow full-control of it.
All the traces of the system model must be accepted by the 3DFA. From



5.2. THREE-VALUED DETERMINISTIC FINITE AUTOMATA 135

those accepted traces, two scenarios are possible. Either those accepted
traces are extended with a command that is not possible for one of the
underlying execution in the system, and then, the extended traces must
be rejected by the 3DFA. Or those accepted traces are extended with an
observation that is not possible on all the underlying executions, in which
case the extended traces are don’t care traces. Figure 5.12(a) illustrates
that characterisation of the traces of an HMI-LTS system model as a
3DFA. It can be observed that whenever a trace is in Rej (resp. in DC),
any extension of it remains in Rej (resp. DC).

Acc

Rej

Dont

c

o

∗

∗

(a) Trace characterisation as 3DFA.

Tr(S)
Tr(H)

Clo(Tr(S))

(b) Relation between full-control
and trace preorder.

Figure 5.12. Traces characterisation of full-control conceptual models.

Definition 5.7 (3DFA characterisation of full-control conceptual mod-
els). Given an fc-deterministic HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉, all
the HMI-LTSs that allow full-control of the system can be represented
as a single 3DFA C(S) = 〈Σ, S, s0, δ, Acc,Rej,DC〉 such that, given a
sequence σ ∈ Σ∗ and an action α ∈ Σ, we have ε ∈ LAcc and:

• σα ∈ LRej if either σ ∈ LRej or σ ∈ LAcc, α ∈ Lc and ∃s ∈
(s0S afterσ) such that α /∈ Ac(s);
• σα ∈ LAcc if either σ ∈ LAcc, α ∈ Lc and ∀s ∈ (s0S afterσ) : α ∈
Ac(s) or σ ∈ LAcc, α ∈ Lo and ∃s ∈ (s0S afterσ) : α ∈ Ao(s);
• σα ∈ LDC if either σ ∈ LDC or σ ∈ LAcc, α ∈ Lo and ∀s ∈

(s0S afterσ) : α /∈ Ao(s).

As a reminder, an HMI-LTS H allows full-control of a system S if
and only if Tr(S) ⊆ Tr(H) and Tr(H) ⊆ Clo(Tr(S)), as illustrated
by Figure 5.12(b). That property means that all the traces of S must
be present in H and that all the traces of H must be contained in
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the observation-closure of the traces of S. That is precisely the kind
of characterisation that is made possible with the 3DFA, with Tr(S)
corresponding to the accepted traces, Clo(Tr(S)) being the rejected
traces and finally Clo(Tr(S)) \Tr(S) being the don’t care traces.

Theorem 5.8. Given an fc-deterministic HMI-LTS S = 〈SS ,Lc,Lo, s0S ,
→S〉, a deterministic and non-divergent HMI-LTS H = 〈SH ,Lc,Lo, s0H ,
→H〉 and the 3DFA C(S) = 〈Σ, S, s0, δ, Acc,Rej,DC〉:

H fcS ⇐⇒ LAcc ⊆ Tr(H) ⊆ LRej

Proof. Let us first suppose that H fcS; thus, by Property 4.17, it
means that Tr(S) ⊆ Tr(H) and Tr(H) ⊆ Clo(Tr(S)). Moreover, it
implies that S is fc-deterministic, and so LAcc = Tr(S). Consequently,
LAcc ⊆ Tr(H). As a reminder, Clo(Tr(S)) = Tr(S) ∪ {σoσ′ | σo /∈
Tr(S), o ∈ Lo and σ′ ∈ L∗}, which corresponds to LRej = LAcc ∪ LDC
and consequently Tr(H) ⊆ LRej .

5.3 3DFA-based Approach

As presented in the previous chapter, Theorem 4.6 states that if a system
model is fc-deterministic, its determinisation is a full-control conceptual
model for it. However, the obtained conceptual model is not minimal
in the general case. This section presents an algorithm that is based on
the determinisation of a completed version of the system model, that
built a 3DFA from which a minimal consistent DFA can be computed.
That DFA corresponds to a minimal full-control conceptual model for
the system model. The 3DFA-based generation algorithm is composed of
the three steps summarised by Figure 5.13.

S
(HMI-LTS)

C
(3NFA)

det(C)
(3DFA)

H
(HMI-LTS)

3NFA-completion determinisation DFA-minimisation

Figure 5.13. Three steps of the 3DFA-based minimal full-control conceptual model
generation algorithm.
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The first step of the algorithm consists in completing the system
model so as to make explicit the 3DFA characterisation of its full-control
conceptual models. For that, two states are added to the system model:
one error state Π and one don’t care state ∆. Those two states have
loop transitions for every action of the alphabet. Transitions are added
for the states of the system model so that every action of the alphabet
is possible for all the states. Missing commands lead to the error state
and missing observations lead to the don’t care state. The model that is
obtained is not a 3DFA since it can exhibit some non-determinism, it is
in fact a three-valued non-deterministic finite automaton (3NFA).

Definition 5.9 (HMI-LTS 3NFA-completion). Given an fc-deterministic
HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉, its 3NFA-completion is the 3NFA
C = 〈Lc ∪ Lo, SS ∪ {Π,∆}, s0S , δ, SS , {Π}, {∆}〉 where:

δ = →S ∪{(Π, a,Π) | a ∈ L} ∪ {(∆, a,∆) | a ∈ L}

∪{(s, c,Π) | c ∈ Lc \Ac(s)} ∪ {(s, o,∆) | o ∈ Lo \Ao(s)}

Algorithm 8 in Appendix C shows the 3NFA-completion algorithm.
Figure 5.14 shows an HMI-LTS system model example, along with its
3NFA-completion. The 3NFA-completed system model clearly exhibits
the 3DFA characterisation of all the full-control conceptual models for
the system model, as illustrated above on Figure 5.12.
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(a) A system modelM.
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o1
o1

o1, o2

o2 c1

c1

*

*

(b) The 3NFA-completion ofM.

Figure 5.14. An HMI-LTS system model example and its 3NFA-completion.

Once the system model has been 3NFA-completed, the second step
of the algorithm consists in determinising it. That operation can be
done with the classical subset construction presented in Section 3.1.5,
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slightly adapted to handle 3NFA. The model that is produced after
this step is thus a 3DFA that contains exactly the same traces than
the 3NFA-completed system model, by definition of the determinisation.
Algorithm 9 in Appendix C shows the 3NFA determinisation algorithm.

Figure 5.15 shows the determinisation of the 3NFA-completed system
model example. During the determinisation, states containing the Π
state are considered as Rej states and states containing at least one
accepting state are considered as Acc states.

{A,B} {∆}

{D,C}

{D}

{Π}

{C,∆}

{Π,∆}

{C}

o1

c1

o2

o1

c1

o2
c1

o2

o1

c1

o1,
o2

c1

* * *

o1, o2

Figure 5.15. The determinisation of the 3NFA-completed system model example of
Figure 5.14(b).

The last step of the algorithm is the minimisation of the obtained
3DFA, in order to get a minimal consistent DFA. The minimal DFA
can be obtained with the algorithm presented in Section 5.2.2. Before
minimisation, all the error states of the determinised 3NFA are merged
together as a single error state Π, which results in a model with one
error state and one don’t care state. Once minimised, the error state is
simply removed to get a minimal full-control conceptual model which is
an HMI-LTS.

Figure 5.16(a) shows the final implication table for the example. The
DFA-minimisation algorithm then produces three compatibles that is
also the set of maximal compatibles from which the minimal consistent
DFA shown on Figure 5.16(b) is produced.

Correctness, Termination and Time Complexity

Given that the system model is fc-deterministic, the 3DFA-based algo-
rithm is guaranteed to find the minimal full-control conceptual model.
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(a) Final implication table.

{
{A,B}

} {
{C,∆}, {C},
{D,C}, {D}

}

{
{Π}
}

c1
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o1

c1

(b) Minimal consistent DFA.

Figure 5.16. Minimisation of the 3DFA obtained after determinisation of the 3NFA-
completed system model, for the example of Figure 5.14(a).

Property 5.7 provides the 3DFA characterisation of full-control concep-
tual models. The 3NFA-completion algorithm exactly builds a 3NFA
that satisfies this characterisation. Indeed, all the traces of the system
model are kept, while missing traces are either added to be rejecting or
don’t care traces, according to the characterisation. The second step of
the algorithm is a determinisation that keeps the traces. The resulting
3DFA has therefore all the traces characterising full-control conceptual
models. Finally, the DFA-minimisation step is guaranteed to explore all
the possible consistent DFA and to find the minimal one.

The time complexity of the algorithm is exponential in the number
of states of the system model. Indeed, the determinisation and DFA-
minimisation steps both correspond to an exponential time algorithm.

5.4 Reduction-based Approach

A full-control conceptual model can be automatically generated for fc-
deterministic system models using an algorithm based on a variant of the
Paige-Tarjan algorithm [PT87] that is used to solve the coarsest partition
refinement problem. This section presents the reduction-based generation
algorithm. In the general case, the proposed algorithm will not be able
to compute the minimal full-control conceptual model, but will get one
that is as small as possible. The algorithm is composed of two steps, as
illustrated by Figure 5.17.
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S
(HMI-LTS)

H
(HMI-LTS)

Sτ
(HMI-LTS)

τ∗aτ∗-completion fc-reduction

Figure 5.17. Two steps of the reduction-based minimal full-control conceptual model
generation algorithm.

5.4.1 Eliminating τ -transitions

The first step of the reduction-based approach is to eliminate τ -transitions
from the system model, while keeping the same behaviour. A first
way to eliminate τ -transitions is to build a new LTS whose transition
relation makes explicit the weak transitions. This involves the standard
τ∗aτ∗-completion construction [KS83] which computes the reflexive and
transitive closure with respect to τ ’s. That construction is also referred
to as the normal-form with respect to observation equivalence in [FM91].

Definition 5.10 (τ∗aτ∗-completion). Given an LTSM = 〈S,L, s0,→〉,
its τ∗aτ∗-completion is an LTS defined as Mτ = 〈S,L, s0,→τ 〉, with
→τ= {(s, a, s′) | s τ∗aτ∗−−−−→ s′, a ∈ L ∪ {τ}}.

The τ∗aτ∗-completion makes directly available the sets of possible
actions for all the states of the LTS, that is, Γ(s) = A(s). Another
possible way to eliminate τ -transitions from an LTS is with the τ∗a-
completion. A difference between the two kinds of completion is that
the latter does not make directly available the set of post-states, that is,
states reachable with one single strong transition.

Definition 5.11 (τ∗-completion). Given an LTSM = 〈S,L, s0,→〉, its
τ∗a-completion is an LTS defined as Mτ∗ = 〈S,L, s0,→τ∗〉 and whose
transition relation is defined as →τ∗= {(s, a, s′) | s τ∗a−−−→ s′}.

Figure 5.18 shows the two kinds of completion on a simple LTS. In
general, the τ∗aτ∗-completion results in an addition of more transitions
than the τ∗a-completion. Another difference between the two completions
is that the τ -transitions can be removed from the first one while preserving
the set of reachable states, which is not the case with the τ∗a-completion.
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(a) τ∗aτ∗-completion.

A B C D
a τ b

b

(b) τ∗a-completion.

Figure 5.18. Two examples illustrating the elimination of τ -transitions.

5.4.2 Partition Refinement

Given an HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉 representing a system
model, the reduction-based algorithm works by iteratively refining an
initial partition of the states SS until that partition becomes stable. The
elements of that stable partition are the states of the reduced model
which is a full-control conceptual model. The τ -transitions are first
removed from the system model, completed with the τ∗aτ∗-completion.
For the remainder of this section, system model will refer to the model
without τ -transitions.

Partition

A partition of the states of a system model S is a set P = {Bi ⊆ SS |⋃
iBi = SS and Bi∩Bj = ∅ when i 6= j}. The elements Bi of a partition

are called blocks of the partition. Each state s ∈ SS belongs to one block
of the partition P . The notation [s]P is used to represent the unique
block of the partition P containing s.

A partition P ′ refines a partition P if for every block of P ′, there exists
a block of P containing it. Intuitively, a partition P ′ is a refinement of a
partition P if it has the same blocks than those of P with the exception
that some of those blocks have been cut into smaller blocks.

Definition 5.12 (Refined partition). Let P and P ′ be two partitions of
a set of states S. The partition P ′ refines P , which is denoted P ′ v P ,
if and only if:

∀B′ ∈ P ′ : ∃B ∈ P : B′ ⊆ B
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The partition P ′ is said to be finer than P and P is said to be coarser
than P ′. If the two partitions are different (P 6= P ′), P ′ is said to be
strictly finer than P and P is said to be strictly coarser than P ′.

Full-control Stability

The idea of the reduction-based algorithm is to start from an initial
partition and to refine it until it becomes stable. At that point, a reduced
model can be built from the resulting stable partition. A partition is
fc-stable (full-control stable) if all its blocks are fc-stable according to
the Definition 5.13. The notation B after a is used to refer to the set of
states that can be reach from any state in B with the action a, that is,
B after a = {s′ ∈ S | s a==⇒ s′ ∧ s ∈ B}.

Definition 5.13 (Fc-stable block). Let P be a partition of the set of
states SS of a system model S = 〈SS ,Lc,Lo, s0S ,→S〉. A block B ∈ P is
fc-stable according to an action a ∈ L if and only if:

a ∈ Lc =⇒ (B after a) = ∅
∨
(
∀s ∈ B : a ∈ Γ(s) ∧ ∃B′ ∈ P : (B after a) ⊆ B′

)
∧ a ∈ Lo =⇒ ∃B′ ∈ P : (B after a) ⊆ B′

The block B is fc-stable if it is fc-stable according to all the actions in L.

Intuitively, it means that all the states of an fc-stable block have
the same sets of enabled commands. There are no constraints for the
enabled observations. In both cases, for each action, triggering it from
any state of the fc-stable block B always leads into the same block B′.

Splitting Pair

The reduction-based algorithm works by successively refining the partition
until it gets fc-stable. In order to refine the partition, a splitting pair
is used to split one block of the partition that is not fc-stable into new
blocks.

Given two blocks B,B′ ∈ P and an action a ∈ L, B′ is a splitter of
B according to a if there exists states s ∈ B such that a /∈ Γ(s) or such
that s a−−→ s′ and [s′]P 6= B′.
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As illustrated by Figure 5.19, the states of the block B can be
partitioned according to the action a, into three sets of states:

• B1 = {s ∈ B | ∃s a−−→ s′ : [s′]P = B′};
• B2 = {s ∈ B | ∃s a−−→ s′ : [s′]P 6= B′};
• B3 = {s ∈ B | a /∈ Γ(s)}.

B

B1

B2

B3

B′

other blocks 6= B′

α

α

Figure 5.19. A block splitter for the reduction-based algorithm.

The pair (B,B′) is a splitting pair according to the action a and is
used in the refinement step of the reduction-based algorithm to refine
the current partition. If the action is a command, the refinement step
consists in replacing the block B with the blocks B1, B2. If B3 is not
empty, the refinement step is not unique anymore. Such a situation can
occur when a is an observation and it is precisely due to the fact that
two states that do not have the same observations may be considered as
the same state by the operator in the conceptual model. It is precisely if
such a situation occurs that the algorithm is not guaranteed to find a
minimal full-control conceptual model. The refinement step consists in
replacing the block B with the blocks B1 and B2. The states from the
block B3 may in fact either go with the block B1 or with the block B2,
which can lead to different final fc-stable partitions, some of them not
leading to a minimal full-control conceptual model.

5.4.3 The Reduction-based Algorithm

Given the definition of fc-stable partition and splitting pair, Algorithm 3
shows the reduction-based algorithm in a high-level fashion. The first
step consists in removing the τ transitions, with the τ∗aτ∗-elimination
algorithm. The next step computes the initial partition P0. As all the
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states from an fc-stable block must have exactly the same set of enabled
commands, the initial partition is built according to commands:

P0 = {[s]c | s ∈ S} with [s]c = {s′ ∈ S | Γc(s) = Γc(s′)}.

From the initial partition, the algorithm proceeds by steps. At
each step, an unstable block B along with a splitting pair is found and
refined. The algorithm continues until the partition becomes stable. The
refine (P,B,B′, α) procedure handles the block splitting strategy for the
case of a splitting pair according to an observation.

Algorithm 3: Reduction-based algorithm to compute full-control conceptual
model.
Input: S = 〈SS ,Lc,Lo, s0S ,→S〉 a system model
Output: H = 〈SH ,Lc,Lo, s0H ,→H〉 a full-control conceptual model
S ← eliminate_taus (S)
P ← initial_partition (SS)
while not P is fc-stable do

(B,B′, α)← find_splitting_pair (P )
P ← refine (P,B,B′, α)

return generate_model (S, P )

Correctness, Termination and Time complexity

The algorithm is guaranteed to terminate in at most |SS |−|P0| refinement
steps. At each iteration, the partition is not fc-stable, which means that
there exists at least one non fc-stable block in the partition. Moreover,
the refinement step always split a block into two new blocks giving a
strictly finer partition for the next iteration, with the total number of
blocks increased by one.

In order to prove the correctness of the algorithm, it suffices to
prove that any fc-stable refinement of the initial partition is also an
fc-stable refinement of the current partition, by induction on the number
of refinement steps. Let us suppose that the current partition is P and
that this latter will be refined to a partition Q, using the (B,B′) splitting
pair, in the next refinement step of the algorithm. Let R be any fc-stable
refinement of P0, which is also a refinement of P , by induction hypothesis.
Let C be any block of R, it suffices to show that C is included in a block
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of Q. Since R is a refinement of P , it means that C is included in a
block D of P . If D 6= B, the D block still is in Q and thus C is included
in a block of Q, so let us suppose that D = B. In the next refinement
step, the B block is split into two blocks B1 and B2 and the block C
should be included in one of the two blocks. Let us suppose that it is
not the case, that is there exist two states s1, s2 ∈ C such that s1 ∈ B1
and s2 ∈ B2. That would mean that:

• Either there is a action a such that both s1 and s2 have that action
enabled, leading to different blocks in P , and thus also to different
blocks in R, which is impossible since R is fc-stable.
• Or there is an observation o that is enabled in s1 but not in s2. In

such a situation, it may be possible that s1 and s2 are not both in
B1 or B2 since the splitting operation is not unique anymore and s2
could go in either B1 or B2. But since the algorithm have to explore
all the possible splitting operations, there is indeed one splitting
operation that guarantees that s1 and s2 will not be separated.

Without considering the exploration of all the possible ways to split
the states from the third block B3 between the B1 and B2 blocks, the
time complexity of the algorithm is O(|SS | · | →S |), following an im-
plementation similar to the one proposed in [GV90]. Considering the
algorithm with the exploration of all possible splits, the time complexity
increases much. The worst situation is a system that only contains
observations, and for which all the states have different sets of enabled
observations. In that case, the additional time complexity is exponential.
Indeed, in each refinement step, there will be 2X different possible splits,
X depending on the step.

Non-transitivity Situations

As already introduced above, given a splitting pair, the splitting operation
is not always unique. Such a situation can occur when the action that
is used for the splitting pair is an observation. Figure 5.20 shows a
system model for which the splitting operation is not unique in the
current situation, if the chosen splitting pair is (B2, B3). There are in
fact two possible splits: the block B2 is either split in {B,C} and {D} or
in {B} and {C,D}. Indeed, states B and D cannot be in the same block
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since they share a common observation leading to different blocks. But
the state C do not have this observation possible, which is allowed by
full-control, and can thus go with either B or D.

A

B

C

D

E

F

c1

c2

c3

o1

o1

c4

c5

B1

B2

B3

B4

Figure 5.20. Example of a system model for which the splitting operation is not
unique in the current iteration of the reduction-based algorithm.

In order for the reduction-based algorithm to find the minimal full-
control conceptual model, all the possible splitting operations must be
considered, which results in an exploration of all the possible choices. Of
course, doing so requires much more time since the number of different
splitting at each step can be large. If the final goal is not to reach
minimality, it is however possible to avoid exploring the possible splittings
by setting up some heuristic. Examples of heuristics include choosing
randomly where to put the states that do not have the observation of
the splitting pair, or to put those states in the largest block.

But, it can be worse than just not getting the minimal full-control
conceptual model. Indeed, in some situations, the algorithm can termi-
nate by incorrectly reporting some fc-determinism issue. Figure 5.21(a)
shows a system model where a wrong output can occur. The block B2
has to be split, and states B and D must be separated. The state C can
go either with B or D. If the choice is made to put it with B as shown on
Figure 5.21(b). The issue is that the block B1 is not fc-stable anymore,
according to command c2. In the next iteration of the algorithm, the B1
block has to be split but it cannot be since it would require to split the
state A. The reduction algorithm exits with an error and gives a false
diagnostic of a non-fc-deterministic system model.

In summary, for systems containing observations, the splitting op-
eration does not always result in one unique split. In order to find the



5.4. REDUCTION-BASED APPROACH 147

A

B

C

D

E

F

c1

c2

c2

o1

o1

c3

c4

B1

B2

B3

B4

(a) Initial partition. A splitting
pair is (B2, B3) with respect to the
o1 observation.
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(b) Intermediate partition of the
reduction algorithm which exhibits
an fc-determinism issue.

Figure 5.21. Example of a system model for which some heuristics for the non-
transitive situations may lead to a wrong non-full-control diagnostic.

minimal full-control conceptual model, all the possible splits must be
explored. Given the potential high cost in term of execution time, it is
possible not to explore all the possible splits and chose an heuristic. But
there are two possible drawbacks: there is no more guarantees that the
generated conceptual model is the minimal one and the algorithm can
exit by wrongly indicating an fc-determinism issue.

Minimality

The minimal full-control conceptual model cannot always be computed
with the reduction-based algorithm. Figure 5.22 shows an example of
a system model whose corresponding minimal full-control conceptual
model cannot be represented by partitioning the state of the system
model.

At first, it looks like the minimal full-control conceptual model is
obtained by merging together states B and D to get the state 1. But it is
not the case since if it was, there would be a loop transition 1 b−−→ 1, which
would mean that the trace 〈c1, b, a, c4〉 is wrongly accepted, meaning that
the conceptual model does not allow full-control of the system.

Such system models cannot be addressed by the reduction-based
algorithm. The reduction-based approach is therefore not guaranteed
to find the minimal full-control conceptual model. To do so, either
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(a) System model.

0

1

2

3

4

c1, c3

c2

c4

o1

c4

o1

c5

c6

(b) A minimal full-control conceptual
model.

Figure 5.22. Example of a system model whose minimal full-control abstraction cannot
be computed directly with a reduction approach (inspired from Fig 2 from [PO99]).

the 3DFA-based algorithm presented previously or the learning-based
approach presented in the next section has to be used.

5.5 Learning-based approach

This section presents another technique based on a learning approach
where the full-control conceptual model is grown incrementally, starting
from a single-state conceptual model. The first part of the section
explains the L∗ algorithm which is the base of the proposed learning-
based generation algorithm. The original L∗ algorithm which is used to
learn DFAs has been extended to learn 3DFAs and is presented in the
second part of the section. A review of active learning can be found
in [SHM10].

5.5.1 The L∗ learning algorithm

The L∗ algorithm, designed by Angluin [Ang87], is used to automatically
learn an unknown regular language over a given alphabet, and to build a
deterministic finite automaton (DFA) that accepts the learned language.
This section summarises the important points of the approach. All the
details are in the original paper of Angluin [Ang87].

The L∗ algorithm is an active learning algorithm in the sense that it
consists of two components interacting together: the learner interacts
with the teacher in order to learn the unknown language U , that is a DFA.
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The learner can ask two types of questions to the teacher. Figure 5.23
shows the global view of the whole learning framework. The box on the
left if the learner and the dashed box on the right is the teacher. The
two types of questions that the learner can ask to the teacher are:

• A membership query MQ(σ) that asks whether the string σ belongs
to the unknown regular language U or not. The teacher has to
answer with either true (T) or false (F).
• A conjecture check Conj(C) that asks whether the candidate DFA
C accepts the unknown regular language U or not. If it is not the
case, the teacher has to provide as a counterexample a string cex
that is accepted by the candidate DFA C but does not belong to
U , or vice-versa.

A teacher capable of answering correctly these two types of questions
is referred to as a minimally adequate teacher. Provided such a teacher,
the L∗ algorithm is guaranteed to learn a correct DFA that accepts the
unknown regular language U .

L∗

Learner Teacher

membership

conjecture

MQ(σ)?

T or F

Conj(C)?

no

cex

yes
C

Figure 5.23. General overview of the learning framework used with the L∗ algorithm
to learn an unknown regular language U over a given alphabet. The L∗ algorithm (on
the left) interacts with a teacher (on the right).

Depending whether the teacher is automatic or requires the interven-
tion of a human, the L∗ learning algorithm is fully or semi-automatic.
The L∗ algorithm works in an iterative way consisting of two phases.
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In the first phase, the learner questions the teacher with membership
queries. Results from those queries are stored in an observation table.
At some time, when the learner has enough new information, it produces
a candidate DFA which is sent to the conjecture check. If the check
succeeds, the algorithm finishes and output the candidate as its result. In
the other case, a new iteration with membership queries begins, guided
with the counterexample provided by the teacher.

Algorithm 4 presents the overall structure of the L∗ algorithm. The
first step is the initialisation of the observation table. After that, the
main loop of the algorithm runs until a candidate DFA that passes the
conjecture check is found. In the first phase, the observation table is
updated with membership queries, until it gets closed and consistent.
These two criteria are necessary to ensure that a candidate DFA covering
the observation table can be generated. This precisely leads to the next
step where a candidate DFA is built and passed through the conjecture
check. If the teacher answers yes, the algorithm terminates and the
candidate DFA is a valid automaton accepting U . If the teacher answers
no, the observation table is updated to take into account information
from the counterexample cex and then a new loop begins.

Algorithm 4: L∗ algorithm.
Input: Teacher is a minimally adequate teacher for U , an unknown regular

language on an alphabet A
Output: C, a DFA that accepts the language U
T ← createObservationTable()
repeat

while T is not closed or not consistent do
T ← updateObservationTable (Teacher, T )

C ← buildCandidate (T )
if Conj(C) = (no, cex) then

T ← updateObservationTable (Teacher, T, cex)

until Conj(C) = (yes, –)

Observation Table

The L∗ algorithm stores the results of the membership queries that it has
done in an observation table. The observation table is a triple (S,E, T )
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that is composed of two sets of strings S and E and of a function T which
maps strings from the set (S ∪ S ·A) ·E to boolean values {true, false},
where A is the alphabet of the DFA. The set S (resp. E) is a non-empty
prefix-closed (resp. suffix-closed) set of strings, meaning that any prefix
(resp. suffix) of an element of the set also belongs to the set.

The observation table is initialised with S = E = {λ}. It can be
viewed as a two dimensional table as the one shown on Figure 5.24(a).
The rows of the table correspond to elements from S and S · A while
columns correspond to elements from E. The values indicated in the
body of the table are the value of the T mapping function indicating
whether the corresponding string belongs or not to the unknown regular
language U .

E
λ b

S
λ true false
a true true
ab false true

S ·A

b true false
aa false true
aba true false
abb true true

(a) Observation table.

λ a ab
a

b

a, b

a

b

(b) Acceptor DFA.

Figure 5.24. Example of an observation table (S,E, T ) that is closed and consistent
along with the corresponding DFA that accepts the language defined by the table.
The alphabet of the unknown language to be learned is A = {a, b}.

An observation table is closed if for every element t ∈ S · A, there
is an element s ∈ S such that both rows of T corresponding to t and s
are the same. An observation table is consistent if for any two elements
s1, s2 ∈ S such that their corresponding rows in T are the same, the
rows corresponding to the elements s1 · a and s2 · a must also be the
same. Given an observation table that is closed and consistent, it is
possible to build a DFA that accepts the language defined by the T
mapping function. That DFA is called an acceptor for the observation
table. Figure 5.24(b) shows an acceptor corresponding to the observation
table example.

Every row of the observation table, corresponding to an element
s ∈ S, corresponds to a state of the acceptor. A state of the acceptor
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is an accepting state if T (s) = true. Rows for elements s ∈ (S ∪ S · A)
represent the transition relation.

Correctness, Termination and Time complexity

The L∗ algorithm is correct and always terminates provided that the
teacher is minimally adequate. Moreover the L∗ algorithm terminates
after making at most n conjectures, that is, executing its main loop
at most n − 1 times where n is the number of states in the minimum
acceptor for the unknown regular language U .

The time complexity of the L∗ algorithm also depends on m, the
length of the counterexamples provided by the teacher in response of
a conjecture query that fails. If such counterexamples are too long, it
takes indeed more time for them to be processed by the algorithm to
update the observation table.

In summary, given that the teacher is a minimally adequate teacher,
the L∗ algorithm eventually terminates and produces a DFA that is
isomorphic to the minimal DFA accepting the regular unknown language
U . The total running time of the algorithm is bounded by a polynomial
function in m and n.

5.5.2 Learning a 3DFA

The L∗ algorithm of Angluin has been extended by Chen et al. [CFC+09]
in order to learn a 3DFA. More precisely, the variant of L∗ proposed by
Chen et al. learns a minimal separating DFA for two disjoint regular
language. A separating DFA for two languages L1 and L2 is one that
accepts everything that L1 accepts and rejects everything that L2 rejects.
For those strings that are neither in L1 or in L2, they can belong to the
language of the separating DFA or not. In fact, those strings correspond
to don’t care strings.

The goal of Chen et al. is to find a minimal separating DFA that
separates two given languages L1 and L2. In other words, they want to
find a DFAA with the minimal number of states, so that L1 ⊆ L(A) ⊆ L2.
Their approach to solve the problem is to use a variant of the L∗ algorithm
that uses a 3DFA to collect the samples coming from the L1 and L2
languages. The set L1 is considered as Acc, and the set L2 as Rej.
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For a 3DFA to encode correctly separating DFAs for two given
languages L1 and L2, it must be sound and complete with respect to
both L1 and L2. Figure 5.25 illustrates those two conditions. The rows
of the table represent the languages L1 and L2 that have to be separated,
along with the set of don’t care traces. The columns of the table represent
the 3DFA candidate that is input to the conjecture check algorithm.

• The 3DFA C is sound with respect to L1 and L2 if any DFA that
is consistent with C separates L1 and L2. In other words, the two
following conditions must hold: L1 ⊆ L(C−) and L(C+) ⊆ L2.

A string σ fails to satisfy the first condition if σ ∈ L1 and σ /∈ L(C−)
(cells 2 and 3 of the table) and fails to satisfy the second condition
if σ ∈ L2 and σ ∈ L(C+) (cells 7 and 8 of the table).

• The 3DFA C is complete with respect to L1 and L2 if any DFA
separating L1 and L2 is consistent with C. In other words, the two
following conditions must hold: L(C−) ⊆ L1 and L2 ⊆ L(C+).

A string σ fails to satisfy the first condition if σ /∈ L1 and σ ∈ L(C−)
(cells 4 and 7 of the table) and fails to satisfy the second condition
if σ ∈ L2 and σ /∈ L(C+) (cells 3 and 6 of the table).

C− C+ \ C− C+

1 2 3

4 5 6

7 8 9

L1 = Acc

DC

L2 = Rej

C+

L2

soundness

completeness

Figure 5.25. Representation of the set of traces of the languages L1 and L2 to
be separated along with the 3DFA candidate that is input to the conjecture check
algorithm of the Lsep learning algorithm.
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The Lsep learning algorithm

The Lsep algorithm proposed by Chen et al. is a variation of the L∗
algorithm from Angluin, except that it works with 3DFAs instead of
classical DFAs. The first difference is that the observation table is now
filled with three possible values corresponding to the three sets of a
3DFA: T for accepting traces, F for rejecting traces and DC for don’t
care traces. Figure 5.26 shows an example of such an observation table
with the corresponding 3DFA.

E
λ b

S

λ F DC
b DC DC
ba F T
bab T T

S ·A

a F DC
bb DC DC
baa F T
baba F DC
babb T T

(a) Observation table.

λ b

babab

b

a

a

b

b

a

a

b

(b) 3DFA corresponding to the
(S,E, T ) observation table.

Figure 5.26. Example of an observation table (S,E, T ) along with the corresponding
3DFA. The alphabet used is A = {a, b} (taken from Fig 4 from [CFC+09]).

The membership query simply replies T if the trace it is asked about
belongs to L1, F if it belongs to L2 and DC for all the other traces. The
conjecture check is a little more complicated since it has to check for the
soundness and completeness conditions just presented here above. The
conjecture check is composed of several checks performed in a specific
order depicted on Figure 5.27.

• The completeness check is performed first, that is, the two con-
tainments queries L1 ⊇ L(C−) and L2 ⊆ L(C+) are performed. If
either of the queries fails, a counterexample is produced and sent
back to the learning algorithm so that to extend the observation
table and refine the candidate.
• Once the candidate C is proved to be complete, that is, any DFA

separating L1 and L2 is consistent with C, it is minimised in order
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to get a minimal consistent DFA A, using the algorithm presented
in Section 5.2.2, for example.
• Finally, the minimal consistent DFA A is checked for soundness,
that is, the two containments queries L1 ⊆ L(A) and L(A) ⊆ L2
are performed. If either of the queries fails, a counterexample is
produced and the whole process starts again. Otherwise, A is a
minimal separating DFA for L1 and L2.

Conjecture Check

Completeness
Check Minimisation Soundness

Check
C

no
cex

yes C A

no

yes C

Figure 5.27. The conjecture check of the Lsep algorithm is composed of three successive
checks. The completeness check is followed by the minimisation of the 3DFA that is
then checked regarding soundness.

Correctness, Termination and Time Complexity

As it is the case with the L∗ algorithm, the Lsep algorithm is also correct
and always terminates outputting a minimal separating DFA for L1 and
L2. The Lsep algorithm is also guaranteed to find a minimal 3DFA using
at most n− 1 loops of the learning algorithm, where n is the number of
states of the minimal 3DFA representing the minimal separating DFA
for L1 and L2. The time complexity also depends on the length m
of the counterexamples provided by the teacher whenever a conjecture
check fails. In summary, the candidate generator takes O(n2 + n logm)
membership queries and calls n− 1 times the conjecture check.

5.5.3 Learning a Minimal Full-control Conceptual Model

This section presents the Lfc learning algorithm that is used to generate
a minimal full-control conceptual model for a given system model. The
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proposed algorithm is inspired from the Lsep algorithm proposed by Chen
et al. and presented here above. The algorithm is heavily asked to solve
model checking problems, on the system model which is first completed
in some different ways. The system model can be completed with the
addition off an error state, just like the demonic completion presented in
Section 3.4.1.

Definition 5.14 (Completion on error). Given an HMI-LTS S = 〈SS ,
Lc,Lo, s0S ,→S〉, its completion on error with respect to commands (resp.
observation or both) is denoted S→cΠ and defined as the HMI-LTS 〈SS ∪
{Π},Lc,Lo, s0S ,→S ∪{(Π, a,Π) | a ∈ L} ∪ {(s, a,Π) | a ∈ Lc \Ac(s)}〉.

The completion on observation (S→oΠ) and on both commands and
observations (S→Π) are defined in a similar way.

Membership Query Algorithm

The membership query (MQ) determines whether a given sequence of
actions should be accepted, rejected or is a don’t care sequence, in the
3DFA to be learned. The membership queries are answered according to
the full-control criterion. The membership query algorithm operates on
the system model from which τ -transitions have been eliminated with
the τ∗aτ∗-completion algorithm, and then completed on error.

The sequence σ to be evaluated by the membership query algorithm
is simulated on the system model and there are three possible outcomes:

1. σ may lead to the error state: MQ(σ) = F;
2. σ can be simulated entirely and never leads to an error state:
MQ(σ) = T;

3. σ cannot be simulated entirely: MQ(σ) = DC.

Definition 5.15 (Membership Query). Given an HMI-LTS S = 〈SS ,Lc,
Lo, s0S ,→S〉, the membership query is defined for any σ ∈ L as:

MQ(σ) =


F ⇐⇒ Π ∈ (s0S afterσ)
T ⇐⇒ σ ∈ Tr(S) ∧Π /∈ (s0S afterσ)
DC ⇐⇒ σ /∈ Tr(S)

where the after operation is defined on Sτ→cΠ.
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Figure 5.28 shows a system model and illustrates how the membership
queries are answered thanks toMτ

→cΠ the model:

• MQ(c1o1c1) = F, since the 〈c1o1c1〉 sequence can lead to the error
state Π.

• MQ(c1o1) = T, since it can be entirely simulated (that is, it belongs
to the traces of the system) and the only state that can be reached
is C, which is not the error state.

• MQ(c1o2) = DC, since it is impossible to simulate it entirely.

A

B C

D

τ

c1

o2

c1

o1

(a) A system modelM.

A

B C

D Π

c1

o2

c1

o2

c1

o1

c1

c1

∗

(b) TheMτ
→cΠ model.

Figure 5.28. A system model example and its completion on commands that is used
by the membership query algorithm.

Because the system model is not fc-deterministic in general, some
trace may lead to different states. In particular, for the first case of the
membership query algorithm, a given sequence may non-deterministically
lead to the error state or not. In such situation, the membership query
must answer F because any behaviour that may be harmful, even if it is
not always the case, should not be present in the full-control conceptual
model. Figure 5.29 shows an example of such a situation. The 〈c1c2〉
sequence leads to the E state, but can also reach the Π state through the
A c1−−→ D c2−−→ Π execution. Thus, the MQ(c1c2) query replies F.

The proposed membership query algorithm replies exactly according
to the 3DFA characterisation of the full-control conceptual model. It
can thus be used to know how to classify the sequences that are asked
by the learning algorithm.
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Figure 5.29. A non fc-deterministic system model for which MQ(c1c2) = F.

Property 5.16. Given an fc-deterministic HMI-LTS S = 〈SS ,Lc,Lo,
s0S ,→S〉 and its 3DFA characterisation C(S) = 〈Σ, S, s0, δ, Acc,Rej,
DC〉, MQ is consistent with C(S), that is, for σ ∈ L∗:

• MQ(σ) = T ⇐⇒ σ ∈ Acc
• MQ(σ) = F ⇐⇒ σ ∈ Rej
• MQ(σ) = DC ⇐⇒ σ ∈ DC

Proof. The proof follows from the 3DFA characterisation of a system
model described by Definition 5.7 on page 135.

Conjecture Check Algorithm

The conjecture check (Conj) is used to test whether a given learned
3DFA candidate is acceptable or not. In the case that the candidate is
acceptable, the learning algorithm finishes and returns the candidate as
its result. If the candidate is not good, the conjecture check has to return
as a counterexample either a sequence that is in the candidate but should
not be part of it, or a sequence that is missing in the candidate. The
check that has to be performed is that all the DFAs that are consistent
with the 3DFA candidate allow full-control of the system model.

The conjecture check for Lfc follows the one used for the Lsep algo-
rithm presented in Section 5.5.2. The idea is to perform a model checking
on the synchronous parallel composition between some transformation
of the system model and the 3DFA candidate. If the error state can be
reached, the property fails to be satisfied and the trace leading to the
error state is output as a counterexample.

Let C(S) = 〈Σ, S, s0, δ, Acc,Rej,DC〉 be the 3DFA characterisation
of the system model, and C the 3DFA candidate to be analysed by
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the conjecture check algorithm. The soundness check must ensure that
Acc ⊆ L(C−) and L(C+) ⊆ Rej.

• A trace failing to satisfy the Acc ⊆ L(C−) condition is one that
belongs to Acc and do not belong to L(C−). Such a trace can be
found on the following model:

Sτ ‖ lts(C−)→Π

• A trace failing to satisfy the L(C+) ⊆ Rej condition is one that
belongs to Rej and to L(C+). Such a trace can be found on the
following model:

Sτ→cΠ ‖ lts(C
+)

Similarly as what is done for soundness, the completeness check
also consists in verifying two conditions that are L(C−) ⊆ Acc and
Rej ⊆ L(C+).

• A trace failing to satisfy the L(C−) ⊆ Acc condition is one that is
not in Acc but belongs to L(C−). Such a trace can be found on
the following model:

det(S)→Π ‖ lts(C−)

• A trace failing to satisfy the Rej ⊆ L(C+) condition is one belonging
to Rej but that is not in L(C+). Such a trace can be found on the
following model:

det(S)→oSink ‖ lts(C+)→coΠ

Table 5.1 summarises the four containment queries that have to be
performed in order to check that a 3DFA candidate is sound and complete
with respect to the Acc and Rej languages.

The Lfc algorithm

Given the membership query and the conjecture check algorithms just
presented, Figure 5.30 shows the global overview of the Lfc algorithm,
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Condition Error trace Containment query

Acc ⊆ L(C−) σ ∈ Rej and σ ∈ L(C+) Sτ ‖ lts(C−)→coΠ

L(C+) ⊆ Rej σ ∈ Acc and σ /∈ L(C−) Sτ→cΠ ‖ lts(C
+)

L(C−) ⊆ Acc σ /∈ Acc and σ ∈ L(C−) det(S)→coΠ ‖ lts(C−)

Rej ⊆ L(C+) σ ∈ Rej and σ /∈ L(C+) det(S)→oSink ‖ lts(C+)→coΠ

Table 5.1. Summary of the containment queries that have to be performed in order
to check whether a 3DFA candidate is sound and complete with respect to the Acc
and Rej languages.

L∗

Learner Teacher

membership

oracle 1 oracle 2 minimisation

MQ(σ)?

T, F or DC

Conj(C)?

no

cex

yes C

no

cex

yes C

A

Figure 5.30. General overview of the learning framework used with the Lfc algorithm
to learn a minimal full-control conceptual model for a given system model.

which is inspired from the Lsep algorithm of Chen et al. The difference
with Chen et al. is that, for the Lfc algorithm, the completeness check is
omitted. The two oracles correspond to the two conditions that have to
be satisfied for the 3DFA candidate to be sound.

The first oracle corresponds to computing the Sτ→cΠ ‖ lts(C
+) model

and to search for a trace reaching an error state. The second oracle
checks the Sτ ‖ lts(C−)→coΠ model and also search for a trace reaching
an error state. In both cases, a composite state is considered as an error
state if at least one of its component is the error state Π.
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The main reason why the completeness check has been omitted
is because of the high computational cost that may be necessary to
determinise the system model. If the system model is fc-deterministic,
the determinisation is not necessary anymore.

5.6 Comparison of the Generation Algorithms

This section compares the three generation algorithms proposed in this
thesis. The generation algorithms are first compared regarding their
performances. Their theoretical time complexities are compared as well
as the effective time used to deal with a set of concrete examples. The
second comparison presented is about how the three proposed algorithms
handle situations where the input system model is not fc-deterministic.

5.6.1 Time Complexities and Execution Time

The three proposed algorithms have been run on the following seven
different system models:

• VTS (Vehicle Transmission System) is a simple model of a semi-
automatic transmission system of a large vehicle, proposed by
Degani et al. [HD07]. That system model is described in Section 1.1
on page 4.
• Therac-25 is a model of the Therac-25 medical device, taken from
Bolton et al. [BBS08]. That system model is described in Sec-
tion 2.4.5 on page 45.
• FullAirConditionner is a model of an air conditioner appliance, pro-
posed in [CP09]. The model has been built from the description
given in its user manual [Dan07]. The system has four operational
modes: off, air cooling, humidity control and ventilation only. The
user can cycle between those modes through the control panel of
the appliance. For the air cooling mode (resp. humidity control
mode), the user can select the target temperature (resp. humidity
level) also through the control panel. The model has five different
possible values for the temperature and humidity levels that the
user can set.
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• AirConditionner is a variant of FullAirConditionner with only two
different possible values for the temperature and humidity levels
that the user can set.
• VCR is a model of a Video-Cassette Recorder, that has been ob-
tained from an ADEPT model, as proposed in [CGPF11a]. The
model is described in Section 7.3.3 on page 7.3.3.
• Countdown-2 is a model of a timer, presented in Section 3.3 on
page 75, with a range of N = 2 values.
• Countdown-12 is also a timer like Countdown-2 except that it has

a range of N = 12 values.

Table 5.2 summarises the results of the experiments. All the experi-
ments have been run on the same machine, within the same conditions.
The available memory has been limited to 4Go and a time limit of 15min
has been set, for each test. The times that are reported in Table 5.2
are the total time needed to generate a minimal full-control conceptual
model. The first observation that can be made is that no algorithm is
uniformly better than the others in term of execution time. Depending on
the particular example that is used, one algorithm can be more efficient
than another one. For the seven tested examples, the learning-based
algorithm is always the slowest.

Both the 3DFA-based and learning-based approaches have to minimise
a 3DFA at some point. Since the minimisation algorithm has a high
time complexity, it is better to have a 3DFA that is as small as possible.
The VCR example shows that learning-based approach is better when
the size learned 3DFA is small compared to the 3DFA-based approach,
although the reduction-based approach still performs better. However,
having a learned 3DFA that is smaller than the built 3DFA used by
the 3DFA-based approach is not a guarantee that the learning-based
approach will be faster as shown by the Therac-25 example. For that
example, the learning-based algorithm had to go through too many
iterations which increases the total running time that is better for the
3DFA-based approach. The second observation that can be made is that
when the system model is large, which means that the built 3DFA will
also be large, and when a minimal full-control mental model is small,
which means that the learned 3DFA will also be small, the learning-based
approach tends to be faster than the 3DFA-based approach.
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The reduction-based approach is most of the time faster than the
two other approaches. The first reason is that the algorithm has been
run without the full exploration of all possible minimal full-control
conceptual models. It was indeed able to find directly the minimal
full-control conceptual model. The only example where the reduction-
based approach is not the fastest is the Therac-25 example. The third
observation that can be made is that the reduction-based approach
scales better for large models, as shown with the FullAirConditionner and
AirConditionner examples where the two other approaches was not able
to provide a result within the fixed time and memory constraints.

5.6.2 Non-fc-deterministic System Models

The different algorithms do react differently whenever they are provided
with a system model that is not fc-deterministic. Of course, one possible
solution is to perform the fc-determinism check on the system model
before running the algorithms, but as discussed in this section, that
additional computation may be avoided in some situations.

Figure 5.31 shows a small example of a system model that is not
fc-deterministic and that is used in this section to illustrate the difference
between the three generation algorithms.

A

B C

D E

τ

c1

c2

c1

o1

Figure 5.31. A system model example that is not fc-deterministic due to the trace
〈c1〉 that can lead to both state C or D with Ac(C) = {c2} 6= Ac(D) = ∅.

3DFA-based Generation Algorithm

The 3DFA-based generation algorithm requires the system model to
be fc-deterministic in order to correctly compute a minimal full-control
conceptual model. If that constraint is not satisfied, the algorithm still
is able to generate a reduced model, but that latter does not necessarily
allows full-control of the system model. Figure 5.32 shows the models
obtained after each step of the 3DFA-based algorithm.
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(a) 3NFA-completion.
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(b) Determinisation.

{{A,B}} {{C,D}, {E, DC}}
c1

o1

(c) Minimisation.

Figure 5.32. The three intermediate models built by the 3DFA-based algorithm for
the example of Figure 5.31.

The non-fc-determinism in the system model example is due to the
〈c1, c2〉 sequence which is at the same time accepted and rejected, as
clearly identifiable on the 3NFA-completion by the two A τ−−→ B c1−−→
C c2−−→ E and A c1−−→ D c2−−→ Π executions. The situation can also be
identified on the determinisation since the 〈c1, c2〉 leads to the (E,Π)
state, E being an accepting state and Π the error state. By identifying
such composite states, containing the Π state, it is possible to detect
whether the system model is not fc-deterministic.

As stated earlier, the HMI-LTS corresponding to the obtained DFA
does not allow full-control of the system model, but the model that is
generated still brings some interesting information about the system
model. It represents, in some extent, the fc-controllable part of the
system model.

Reduction-based Generation Algorithm

The reduction-based generation algorithm starts with a τ∗aτ∗-completion
and then computes an initial partition, based on the possible commands.
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The initial partition for the example of Figure 5.31 consists of three
blocks as shown on Figure 5.33.

The B1 block is not fc-stable according to the c1 action, since trig-
gering it from B1 can lead to the two different blocks B2 and B3. The
algorithm will thus try to split B1, but it will face a difficulty since the
state A must go in the two newly created blocks. When such a situation
occurs, the algorithm just stops and produces an error message indicating
that block B1 must be split due to action c1 for which the two following
transitions are problematic: A c1−−→ B2 and A c1−−→ B3.

A

B C

D E

c1

c1

c2

c1

o1

B1

B2

B3

Figure 5.33. The initial partition for the reduction-based generation algorithm for
the HMI-LTS system model example of Figure 5.31.

The reduction-based generation algorithm is thus capable of detecting
non-fc-determinism issues, which is detected when a command from the
same state s leads to different blocks. From that, useful diagnostic
information can be provided by the algorithm, by finding an execution
starting from the initial state and reaching the problematic state s.

Learning-based Generation Algorithm

The learning-based generation algorithm starts by a querying a set of
traces about their membership. The initial observation table (S,E, T )
is built by choosing S = E = {λ}. Figure 5.34 shows the system model
which has been τ -completed and for which an error state has been
added, to answer membership queries. From that, the learning algorithm
computes the first closed and consistent observation table and derives
from it the first 3DFA candidate.

The 3DFA candidate is then verified by the conjecture check algo-
rithm. The first oracle fails and outputs the cex = 〈c1, c1〉 sequence as a
counterexample. That trace is accepted by the 3DFA candidate, but is
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(a) Error completion.
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(c) 3DFA candidate.

Figure 5.34. First iteration of the learning-based generation algorithm for the system
model example of Figure 5.31.

rejected by the system model (that is, cex ∈ Rej and cex ∈ L(C+)). Fig-
ure 5.35 shows the two next 3DFA candidates produced by the algorithm.
The one of Figure 5.35(a) still does not satisfy the conjecture check as
the second oracle fails with the cex = 〈c1, o1, o1〉 counterexample, which
is accepted by the 3DFA candidate, but is in DC in the system model
(that is, cex /∈ Acc and cex ∈ L(C−)). Finally the last 3DFA candidate
produced does satisfy the conjecture check, which allows the learning
algorithm to produce a minimal consistent DFA as a result.
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(a) Second 3DFA candidate.
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0 1
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(c) Minimal con-
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Figure 5.35. Successive 3DFA candidates produced by the Lfc algorithm for the
system model example of Figure 5.31.

The obtained DFA does not allow full-control of the system model,
and it corresponds in fact to the DFA generated by the 3DFA-based
algorithm (see Figure 5.32(c)).
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Chapter 6

HMI Analysis

This chapter presents how the concepts and techniques proposed in the
previous chapters can be used in practice to perform analyses of human-
machine interactions. Section 6.1 presents the jpf-hmi tool that has been
developed to support the experiments. Section 6.2 presents how training
materials for a given system can be analysed, for example to compare
different sources of training. Section 6.3 describes how the full-control
conceptual model generation algorithms can be used in order to analyse
a given system and assess its controllability. Section 6.4 presents mode
confusion potential and how detecting it can be directly handled with
the algorithms proposed in the previous chapters. Section 6.5 presents
a variant of the full-control property and how user task models can be
taken into account and integrated in the proposed framework.

In the remainder of this chapter, generation algorithm will be used
to refer to any of the minimal full-control conceptual model generation
algorithms presented in the previous chapter.

6.1 The jpf-hmi Tool

As already introduced and highlighted in [Hol97], one crucial point to
make formal methods based analyses used by people from other fields is
to have a usable tool. The tool should be designed so that performing
analyses do not require strong specific knowledge of formal methods,
and so that obtained results make sense at the domain level for the user
of the tool. Such a tool as not been developed in this work, although
a prototype tool has been developed to support experiments. That
prototype is the embryo of a tool that could be used by system designers
and analysts, to perform human-machine interactions analyses.

169
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6.1.1 Structure of the Tool

Figure 6.1 shows the general overview of the jpf-hmi tool. The top left part
represents the input part, that is, how HMI-LTS models are imported in
the tool. The bottom part represents the different analysis that can be
performed. Finally, the right part shows the only way HMI-LTSs can be
exported out of the tool. This section provides a general overview of the
tool and focuses on the modelling part.

The jpf-hmi tool is an extension of the Java Pathfinder model checker
(JPF) [VHBP00], and provides support for the algorithms developed in
this thesis. For now, all the capabilities that are offered by the model
checker have not been used in the current version of the prototype tool.
Nevertheless, developing the proposed tool closed to a model checker from
the start is motivated by the fact that most of the proposed algorithms
are amenable to run a model checking algorithm.

.xmi XMIParser .java

JPF

SC2LTS

.txt LTSLoader

ADEPT2LTS

LTSSaver .txt

.xml

HMI-LTS

FCCheck FCDetCheck

true/false true/false

3DFA Bisim Learning

HMI-LTS HMI-LTS HMI-LTS

Figure 6.1. Overview of the jpf-hmi extension.

HMI-LTSs, representing system or mental models, can be imported
into the tool by three different means:

• First of all, models can be imported from statecharts. Those
can be described within the XMI standardised format, and then
imported and translated into a Java program representing the
statechart. The Java program is in fact described following the
conventions of the jpf-statechart extension [Meh08]. Then, JPF is
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used to explore entirely the behaviour of the statechart, so that to
build and generate an HMI-LTS corresponding to the statechart.

• Model can also be imported from a raw text file, where the models
are encoded with a non-standard simple format. This way to
proceed is useful for the tool to be able to import files that have
been exported from the tool.

• Finally, models can be obtained from ADEPT models. A pre-
cise semantics for those models and the translation algorithm are
described in Chapter 7.

Of course any design language for which there exists or for which it
is possible to define a semantics based on HMI-LTS can be used with the
proposed tool. It suffices to write a translator from the design language
towards HMI-LTS in order to get access to the proposed algorithms.
However, in order to get a full support of a design language, more work
has to be done in order to be able to explain the results provided by
the algorithms, such as counterexample traces, back into the design
languages.

As highlighted in the introduction about formal methods, it is impor-
tant to provide a good tool support in order to make formal methods
based techniques accepted by the users. This jpf-hmi extension is a first
step towards such a good support, but as it is described in the perspec-
tives in Chapter 8, work has still to be done for the tool support which
is not the main focus of this thesis.

6.2 Analysis of Training Material

When a system designer thinks about the design of a system, he has in his
mind a conceptual model of the system, referred to as the design model.
The system designer has to communicate his design model to the user to
allow them to properly use the system. One communication mean that
is used between the system designers and the users are the user training
manuals [BCC+11, Thi96]. More generally, the user has many other
sources to learn how to operate a system and he will typically combine
all those different sources to build his own mental model. Classical
sources of information are user training manuals or training sessions
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with possible demonstrations. Other important sources includes self-
explanatory systems, such as ATMs, or knowledge transferred from
similar systems. For example, a pilot used to fly with Airbus airplanes
will transfer his knowledge about the autopilot when first flying a Boeing
airplane.

The purpose of training material is to capture the behaviour of a
system, or a part of it, and to communicate it to an operator so as
to contribute to his mental model. It is therefore important that that
training material satisfies some properties with respect to the system
it describes. The remainder of the section will focus on user training
manuals, simply referred to as training manual from now on. The analysis
done can of course easily be extended to other sources of training as far
as they can be described formally.

The full-control property can be used in order to assess whether
a given training manual is complete enough regarding a given system.
The idea is quite straightforward and consists in checking the training
manual for full-control against the system model, using the full-control
check algorithm 5 (presented on page 249). For such an analysis to
be possible, the training manual has to be modelled as an HMI-LTS.
Several techniques exist to (semi-)automatically get a formal model from
a training manual. For example, [DLDvL05] proposes an algorithm to
automatically generate an LTS from simple forms of message sequence
charts (MSC) representing scenarios described in the training manual.
The algorithm interactively presents MSCs to the end-user and asks
him to classify them as examples or counterexamples of the desired
behaviour. From those answers, the algorithm builds a corresponding
LTS, representing the training manual.

When the full-control property is not satisfied, the full-control check
algorithms provides a counterexample which is a trace whose execution
can lead to a pair of states failing to satisfy the full-control criterion.
When applied between a training manual and a system model, that
counterexample can be interpreted as follows:

• The training manual describes a command corresponding to a
functionality that is not available to the user on the system in a
state. That situation can surprise the user since after performing
the command, he will expect a reaction from the system that will
never occur since the command is not available. One possible reason
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for that possible confusion is that the training manual improperly
describes conditions under which a command is applicable.

• A functionality of the system is not covered by the training manual.
That situation is less problematic unless the goal of the training
manual is to provide to the user a description of all the functionali-
ties of the system. Section 6.5.2 presents a variant of the full-control
property that is more flexible and does not require the training
material to cover all the possible commands during the interaction.

• There are some observations that are possible on the system but
are not described in the training manual. If such an observation
occurs during the interaction, the user will be surprised since it
was not described in the training manual. Such a situation can
be very harmful when the signal sent by the system is an hazard
alarm, for example.

If the model obtained from the training manual does not allow full-
control of the system model, it means that potential automation surprises
may occur. Either the training material has to be revised by adding
necessary warnings for forbidden behaviours and completing it for missing
observations, or the system has to redesigned and the training manual
regenerated.

6.2.1 The Microwave Oven Example

Figure 6.2 shows a statechart of the mode part of the behaviour of a
microwave oven. At a high level, the system is composed of two modes:
disabled and operational. The system alternates between those two
modes when the door is opened or closed. In the operational mode, the
user can set the time of the system and can cook, in which case either
he programs a duration or he asks for a one-minute cook. At any time,
the user can press the stop button or open the door to stop the cooking.
Whenever the system exits the operational mode when the user opens
the door, whenever he closes the door, the system goes back in the same
substate of the operational mode it was in. It is due to the fact that the
operational state is an history state, as highlighted by the H© lying on
the top right corner of the state.
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Disabled Set-Time Idle Program Cook
close

open

stop

clock

digit

stop

start

stop

doneok

minute
Mode Operational H

Figure 6.2. A statechart representing the mode part of the behaviour of a microwave
oven (taken from [Luc93]).

As described in Section 3.4.3, statecharts can be converted into HMI-
LTS. Figure 6.3 shows the translation of the microwave oven statechart
into an HMI-LTS. The two main modes (disabled and operational) are
easily identifiable on this HMI-LTS.

S0 S1 S2 S3

S4 S5 S6 S7

stop

clock

digit

stop

start

stop

doneok

minute

openclose openclose openclose openclose

Figure 6.3. Translation of the microwave oven statechart into an HMI-LTS representing
the same behaviour.

The description of the microwave oven example 1 contains a textual
description of the cooking and time setting modes. In particular, for the
cooking mode, it is stated that:

“1. To cook, enter the amount of time digit-by-digit then press
Start. As digits are entered, they are ‘shifted’ to the left; if more
than four digits are entered, the left-most digit is ‘shifted off’ when
a new digit is entered.

2. To set a power-level lower than 100%, press Power followed by
the first digit of the percentage before pressing Start.

1http://chsm.sourceforge.net/examples/microwave/.
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3. Alternatively, to cook for one minute at full power, or to add
one minute to the remaining time, press Minute.
4. To stop cooking, press Stop or open the door; to continue
cooking, close the door if it was opened, and press Start. To cancel
cooking once stopped with the door closed, press Stop again.”

The second rule is not relevant for the part of the model that has
been chosen here. From that training manual, thus ignoring the second
rule, it is possible to build an HMI-LTS representing the behaviour
that is described. The adequacy of the training manual can then be
assessed with the full-control check algorithm. Figure 6.4 shows a possible
HMI-LTS corresponding to the partial training manual presented above.

A B C D E
digit start stop

start close

stop

minute open

Figure 6.4. An HMI-LTS representing the behaviour described by the training manual
of the microwave oven example, for the part related to cooking operations.

Checking the HMI-LTS representing the training manual against the
system model, with the Set-Time state removed since that part is not
covered by the training material, fails. The error trace that is produced
as a counterexample is the empty trace, with the following condition
that fails to be satisfied: Ac(Idle) = {open, digit,minute} 6= Ac(A) =
{digit,minute}. Indeed, the fragment of training manual presented above
does not say anything about the possibility to open the door before doing
anything else with the microwave oven. In fact, the opening of the door
is described in another place of the training manual where it is possible
to read:

“If the door is opened at any time during either sequence, the oven
is disabled; closing the door resumes the sequence from where it
left off.”

The HMI-LTS corresponding to the training manual has to be adapted
consequently. A new state s′ is added for each state s along with the
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two transitions s open−−−→ s′
close−−−→ s, except for E where the door is already

opened and C where the open command is already handled.
Checking that new model of the training manual still fails, this time

with the sequence 〈minute〉 as a counterexample and with the following
condition that fails to be satisfied: Ao(Cook) = {done} 6⊆ Ao(C) = {}.
The issue is that the training manual says nothing about the observation
done that can occur in the system, when the cooking is finished. To solve
that issue, the training manual must say that whenever the cooking is
finished, a Done signal is produced by the microwave oven, resetting it
to its initial state. That will induce a new transition C done−−−→ A in the
training manual.

The full-control property is still not satisfied with the last modifica-
tions. The provided counterexample is the sequence 〈digit〉 which leads
to the following situation: Ac(Program) = {open, start, stop} 6= Ac(B) =
{open, start}. The solution is to add the following transition to the training
manual: B stop−−−→ A. Figure 6.5 shows the latest version of the HMI-LTS
representing the training manual.

A B C D E

A’ B’ C’ D’ E’

digit

stop
start stop

start close

stop
done
minute

open

openclose openclose openclose openclose openclose

Figure 6.5. An HMI-LTS representing the behaviour of a training manual that allows
full-control of the system, for the microwave oven example.

Checking that new training manual again produces an error. This
time, the bad sequence 〈minute, open, close〉 can lead to the following
bad situation: Ac(Cook) = {open, stop} 6= Ac(C) = {open, start, stop}.
This time, the highlighted situation does not correspond to a missing
information in the training manual. In fact, it does correspond to a faulty
scenario described in the training manual. According to the training
manual, if the cooking is interrupted because the door was opened,
once closed, the cooking can be resumed by pressing Start. However, in
the actual system, the cooking will resume automatically, without the
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need to press any button. This is why the start command is possible
according to the training manual but not in the system, in the presented
counterexample.

This simple microwave oven example demonstrates how the full-
control property with its check algorithm can be used to assess the
adequacy of training manual with respect to a given system. The
methodology illustrated here above shows how it is possible to use
the information contained in the counterexample to modify the training
manual, in order to make it adequate for the described system. Of course,
another possibility would have been to modify the design of the system.
Finally, as already stated before, using the full-control property for the
proposed analysis enforces the training manual to cover completely all
the behaviour of the system. Section 6.5.2 presents a variant of the
full-control property to overcome that limitation and to be able to deal
with training manuals that only cover part of the behaviour of a given
system.

6.3 System Analysis

The previous section describes how a training manual can be checked
against the system it describes. Generally, if issues are found, corrections
will be done in the training manual by correcting it and adding warnings
for potential dangerous situations. The reason is that the training
manual is only available late in the design process. The design process of
a new system in not a linear process. It involves successive iterations in
which a test and/or verification phase is performed to check whether the
designed system meets the specifications and some other properties such
as usability properties or performance issues, for example. That phase is
generally referred to as the validation phase.

The first stage is to model the desired system, either directly as HMI-
LTS or through higher level formalisms such as statecharts or ADEPT
models. From that, the candidate designed system is verified to satisfy
the fc-determinism property, by going through a generation algorithm.
Either the verification succeeds, in which case a minimal full-control
conceptual model is produced, which can be used to generate training
material, or a counterexample witnessing an issue with the system is
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produced which drives the process into the analysis phase. After having
analysed the issue, solutions have to be found to overcome it. The
redesign step tries several modification such as adding observations or
eliminating non-determinism in the system. And those changes have to
be modelled so that a new iteration of the process can start.

The generation algorithms presented in the previous chapter can be
used during the validation phase to ensure that no potential automation
surprises can occur during an interaction between an operator and the
system. Running a generation algorithm on the system can either succeed,
in which case a minimal full-control conceptual model is produced, or it
can fail, which results in the production of a counterexample illustrating
why the generation failed and where there is a potential issue in the
design of the system.

6.3.1 Non-fc-deterministic System Model

If the generation algorithm fails, it is due to the fact that the system is
not fc-deterministic. As a reminder, it is impossible to build a full-control
conceptual model for a system if there exist situations where the operator
can not know what commands are possible on the system after a given
execution. More formally, there exists a trace σ such that s0

σ==⇒ s and
s0

σ==⇒ s′ with Ac(s) 6= Ac(s′).
In term of interactions, it means that after the execution of a given

trace, there is an uncertainty about the possibility to execute some
commands. The operator cannot firmly believe that a command is
possible, and if he tries to execute it, expecting some reaction from
the system, he can be surprised since it is possible that nothing will
happen. Of course, if the operator is well-trained and made aware of
that uncertainty, he can be driving the system safely, by avoiding to
use a command for which there is uncertainty. That possibility is not
considered in this work and left for future work.

The following example, presented on Figure 6.6, illustrates that
situation. The example represents part of the behaviour of a TV decoder.
The decoder is initially shut down (state A) and pressing the on button
turns the decoder on. If the decoder manages to get connected to the
internet (state C), the user is granted the possibility to select the first
channel by pressing the ch_1 button to play it (state D). If the internet
connection is not available, the user cannot do anything (state E).
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A B

C D

E

on
τ

τ

ch_1

Figure 6.6. The system model of a small example representing a part of the behaviour
of a TV decoder.

Running a generation algorithm on the TV decoder example produces
the following trace as a counterexample: 〈on〉. This trace leads to several
states having different sets of possible commands, which is a violation
of the fc-determinism criterion. The issue is that after performing an
execution corresponding to the 〈on〉 trace, the operator must be able to
distinguish states B, C and D. A direct solution to redesign the system
is thus to provide a way for the operator to distinguish both states, with
an observation.

Figure 6.7 shows a possible redesign of the system. After pressing the
on button, if the decoder manages to access the internet, an online signal
is produced with a sound or with a led starting to blink, for example.
That observation can be used by the operator to know if he can launch
the first channel or not.

A B

C D E

F

on
τ

τ

online ch_1

Figure 6.7. A possible adaptation of the system model of the TV decoder of Figure 6.6
which solves the non-fc-determinism issue.

Solving a non-fc-determinism issue can always be done simply by
adding new observations to the model, that can be used by the operator
to distinguish the different states that can be reached with the same
trace, and having different sets of possible commands. But the additional
cost of doing so is an increase of the complexity of the system and the
number of observations that the operator must manage.
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6.3.2 Minimal Full-control Conceptual Model

If the system model is indeed fc-deterministic, the generation algorithm
does produce a minimal full-control conceptual model. In terms of
interaction, it means that in theory, that is, if the operator follows
exactly the produced conceptual model while using the system, and
never misses any observation, it is possible for him to never get confused
during the interaction, in the sense of the full-control property.

In this case, it is still possible to get information from the produced
conceptual model, for the validation phase. The number of states of the
produced conceptual model gives a direct feedback about the complexity
of controlling the system. Indeed, the larger the conceptual model, the
harder it is for a human operator to memorise and use. The number
of states of the produced conceptual model can be used as a metric for
the system model. Such a metric can serve to choose between several
different designs for the same system.

Generating Training Manual

Moreover, the generated conceptual model can serve the production of
training material, following for example approaches such as [TL96, ML03].
In order to generate a training manual that is as concise as possible, it is
required to get the smallest possible conceptual model for the system.
To illustrate that, let us take again the microwave oven example from
Section 6.2.1. The system can be modelled as an HVS described with two
state-variables: mode whose value is either disabled or operational and
opstate whose value is one of settime, idle, program or cook. Without any
visible state-variable, the generation algorithms produce a conceptual
model with eight states. The four states corresponding to the operational
states are all duplicated, so as to have one corresponding to the disabled
mode and one to the operational mode, as shown on Figure 6.8. It indeed
corresponds to the system model since nothing can be reduced.

But, the mode state-variable is by nature visible, since it corresponds
to the door of the microwave oven being opened or not. Making only that
state-variable visible reduces the size of the produced minimal full-control
conceptual model, by dividing its number of states by two. The close
command is only possible if the door is open, and all the other commands
are only possible if the door is closed. Figure 6.9 shows the reduced
full-control conceptual model.
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S0 S1 S2 S3

S4 S5 S6 S7

settime idle program cook

operational

disabled

mode

opstate

stop

clock

digit

stop

start

stop

doneok

minute

openclose openclose openclose openclose

Figure 6.8. Generated conceptual model for the microwave oven example, considering
that no state-variable are visible.

S0 S1 S2 S3

[operational] stop

[operational] clock

[operational] digit

[operational] stop

[operational] start

[operational] stop

[operational] done[operational] ok

[operational] minute

[operational] open,
[disabled] close

[operational] open,
[disabled] close

[operational] open,
[disabled] close

[operational] open,
[disabled] close

Figure 6.9. Generated full-control conceptual model for the microwave oven example,
considering the mode state-variable as visible.

By making the opstate state-variable visible, it is also possible to
reduce the system model to an even smaller full-control conceptual
model, shown on Figure 6.10. The system model is reduced to a two-
state model, one for each value of the mode state-variable. The state S0
corresponds to the door being opened, the only possible command being
to close it. The state S1 corresponds to the operational mode, and all
the commands are guarded by the values of the opstate state-variable
corresponding to the states of the system where they are possible.

By choosing carefully which state-variables are visible it is possible to
reduce the number of states of the generated conceptual model. However,
finding the subset of state-variables to make visible in order to minimise
the number of states of the generated conceptual model is not immediate.
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S0

S1

close open

[idle] digit, minute, clock [settime, program, cook] stop

[program] start
[settime] ok

[cook] done

Figure 6.10. Generated full-control conceptual model for the microwave oven example,
considering the opstate state-variable as visible.

6.4 Mode Confusion Analysis

As previously stated, mode confusion potential during human-machine
interaction can be harmful, as testified by many accidents that occurred
due to a mode confusion. This work is focused on the more general
automation surprises potential and on controllability issues, but it is
straightforward to handle mode confusion. Information about modes can
be added to HMI-LTSs, as well as in the enriched models, by defining
a set of distinct modes and by partitioning the states of the system so
that each state is assigned a mode. A mode assignment function can be
associated to any of the proposed models.

Definition 6.1 (Mode assignment function). Given an HMI-LTS S =
〈SS ,Lc,Lo, s0S ,→S〉 and a finite set of modes Lm, the modes of the
states of the system are represented by the mode-assignment function
µS : SS 7→ Lm.

For an operator not to be confused with respect to modes, he must
be able to track them. At any time during the interaction, the user must
know the current mode of the system and he must be able to predict the
mode the system will transition into for any action that takes place on the
system. By having the mode information on the states of the system, and
by also labelling the states of the mental model with mode information,
it is possible to identify potential mode confusion with the interaction
model. Indeed, any composite state where the modes according to the
system model and the mental model do not coincide exhibits a potential
mode confusion.
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Information about modes may have been added as a state-variable
for the mode. Of course, such a state-variable should not be visible
to the operator, since if it was, the operator will be able to track the
mode and there will not be any potential mode confusion situations.
Mode confusion is only relevant if information about the modes is not
directly available to the operator. Moreover, with the enriched models,
state-variables can not be used on the mental models since there is no
state-value on HVM. That latter fact would make it impossible to check,
with the composite states of the interaction model, whether there are any
discrepancy between the modes of the system and the mental models. For
all those reasons, and to highlight the fact that information about modes
is distinct from visible state-values, they have been modelled separately.

6.4.1 Generating Minimal Mode-preserving Conceptual Model

Given a system model, with a mode assignment function, the techniques
presented in this work can be slightly adapted in order to automatically
generate conceptual models that guarantees that, if followed exactly
by an operator, avoid potential mode confusion situations. The mode-
preserving property captures that notion by requiring that for any state
of the interaction model, the mode the system is into is the same that
the mode expected by the operator.

Definition 6.2 (Mode-Preserving Property for HMI-LTS). Given an
HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉, a deterministic and non-divergent
HMI-LTS H = 〈SH ,Lc,Lo, s0H ,→H〉, a set of modes Lm and the two
mode assignment functions µS : SS 7→ Lm and µH : SH 7→ Lm, H is
said to be mode-preserving with respect to S, which is denoted HmpS,
if and only if for all σ ∈ L∗ such that sM ∈ (s0M afterσ) and sH ∈
(s0H afterσ):

µ(sM ) = µ(sH)

Analysing mode confusion potential is quite straightforward. The
direct way to do that is to modify the system model by adding one new
command for each different mode, and by adding to each state of the
system a loop command labelled with its corresponding mode. By doing
so, since the modes are considered as commands, it will be ensured that
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two behaviours that differ according to mode will be clearly separated in
the generated conceptual model.

Definition 6.3 (Mode completion). Given an HMI-LTS S = 〈SS ,Lc,Lo,
s0S ,→S〉, a finite set of modes Lm and a mode-assignment function
µS : SS 7→ Lm, the mode-completion of S, denoted S�m, is the HMI-
LTS 〈SS ,Lc ∪ Lm,Lo, s0S ,→S ∪{(s, µS(s), s) | s ∈ SS}〉.

Figure 6.11 recalls a system model in statechart for the Therac-25
medical device that has been introduced in Chapter 2 (page 45). The
accident that occurred with that device was precisely due to a mode
confusion. Patients were administered lethal doses of radiations because
operators thought that the machine was in the electron beam mode
whereas it was in the X-ray one.

Edit

XData
Entry

XBeam
Ready

EData
Entry

EBeam
Ready

Treatment
Administered

selectX
up

selectE
up

enterup enter up

fire fire

enter

Neither

XSet XtoE EtoX ESet
selectE 8s selectX

8s

selectX selectEreset reset

OutPlace InPlace
selectX

selectE
Waiting Fired

fire

reset

Interface BeamLevel

Spreader BeamFire

X E

Figure 6.11. A model for the Therac-25 medical device (taken from [BBS08]).

In order to analyse the potential mode confusions for the Therac-25,
the device can be viewed as a three-mode system defined by the level of
the beam. Three commands are thus added to the model: neither, X-ray
and E-beam, corresponding to the three substates of the BeamLevel state
as shown on Figure 6.11, and the system is mode-completed according
to those modes. The system has a total of 68 states and 244 transitions
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among which 180 are commands, 28 are observations and 36 are τ -
transitions.

Executing a generation algorithm on this mode-completed model fails
because the fc-determinism property is not satisfied. The following error
trace is produced:

〈selectX, enter, fire〉

Figure 6.12 shows the error trace, with the situation that causes the
fc-determinism issue. After executing the counterexample, both states
D and E can be reached, and since they do not have the same sets of
possible commands because of differing modes X-ray and neither, it is
a violation of the fc-determinism property. The difference of possible
commands is related to commands indicating the modes of the system,
which means that the issue is related to a potential mode confusion.

A B C D E
selectX enter fire τ

neither X-ray X-ray X-ray neither

Figure 6.12. The counterexample witnessing the fc-determinism issue ends by an
action indicating a mode which means that the counterexample highlights a potential
mode confusion.

The issue is caused by the τ -transition that corresponds to the
reset transition that occurs automatically once the beam has been fired.
The operator may get confused since he cannot know for sure whether
the beam level is set to X-ray or is unset. An easy and immediate
solution to solve the issue is to make reset visible by turning it into an
observation. Doing so, the system becomes fc-deterministic and the
generated conceptual model has 12 states and 47 transitions.

The proposed approach can also be used to discover the potential
mode confusion, in the same model, that caused several accidents and
described in [LT93, BBS08]. The issue was caused by the fact that the
eight seconds delay was not tracked by the operator for who it acts as an
internal transition. Turning the 8s observation into a τ -transition makes
the generation algorithm fail with the following counterexample:

〈selectX, up, selectE, up, selectX〉
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This time, as illustrated by Figure 6.13, the issue is related to the
8s transition that will occur after the first correction and selection of
electron beam. If the operator asks too quickly for the X-ray after the
second correction, the beam level will go from state XtoE to ESet after he
pressed selectX. So, after executing the counterexample, the system can
both reach a state where the command X-ray is possible, and one where
the command E-beam is possible, which is a potential mode confusion
situation.

A B C D E
selectX enter fire τ

neither X-ray X-ray X-ray neither

Figure 6.13. The counterexample witnessing the the well-known mode confusion that
caused several accidents with the Therac-25.

The mode-completion is not necessary for the reduction-based gen-
eration algorithm. In fact, it suffices to take into account the modes
when computing the initial partition that is used in the initial step of the
algorithm. The algorithm is initialised with the coarsest partition such
that all the states belonging to one block belongs to the same mode.

Identifying potential mode confusion situations is straightforward
with the proposed algorithms. They do not need any adaptation, only
the system has to be modified to integrate information about modes.
The only element that has to be changed is the diagnostic information
provided if the generation algorithm fails, so as to let the designer know
if the issue is about potential mode confusion or a more general issue
related to full-controllability. But as illustrated by the example, it can
be easily systematised.

One limitation, that is not due to the methodology itself, is that
each state of the system has only one mode. It could be useful to allow
one state to have more than one mode, or to have a notion of “don’t
care”. Such a possibility could have been useful for the first potential
mode confusion highlighted for the Therac-25 device. If the state E of
Figure 6.12 would have been categorised as a “don’t care” or as in both
modes X-ray and E-beam, the situation would not have been a potential
mode confusion. That possible extension have not been considered in
this work and left for future work.
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6.4.2 Discovering Fc-modes

Another byproduct which is only provided by the reduction-based gen-
eration algorithm is that there is a direct relation between the states
of the system model and those of the produced conceptual model. The
states that are put together are fc-similar states, which mean that they
share the same behaviour and that the operator need not to be able to
distinguish among them. This is precisely one definition of mode.

In this case, the produced conceptual model may bring even more
information for the validation phase. If the designer of the system thought
about a set of modes when designing the system, they must in some
way coincide with the sets of fc-similar states. Figure 6.14 illustrates
that principle with the previously presented vehicle transmission system
example. The system model has been designed with three modes in the
mind of the designers: LOW, MEDIUM and HIGH. For that example, the
reduction-based generation algorithm produces the conceptual model of
Figure 6.14(b). There are two observations that can be done:

• There are no mode conflict, that is, two states of the system model
with different modes have not been gathered in the same block of
the partition of the produced conceptual model.
• The mode partition induced by the states of the conceptual model
refines the mode partition defined by the system designer.

6.5 User Task Model

In the two previous sections, the elements of analysis are the system
model and training materials. In this section, yet another point of view
about the interaction is taken by introducing the user’s tasks into the
analysis. The idea behind the notion of user’s tasks is that a given
operator is not always interested to know all the behaviour of the system
to be used. A given operator may only be interested in performing some
tasks, which only covers a part of the behaviour of the system.

Given a model of the tasks that the user want to be able to accomplish
on a given system, an question that can be answered with the approach
developed in this work is whether the system model does support all
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(a) The system model.
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(b) The minimal full-control concep-
tual model.

Figure 6.14. The Vehicle Transmission System (VTS) designed with three modes (the
three levels of grey backgrounds for LOW, MEDIUM et HIGH modes) has indeed five
modes, according to the full-control property (Example from [HD07]).

the user’s tasks. The idea is that a system model must have all the
behaviour necessary to support the user’s tasks, but of course may have
more behaviour. That potential additional behaviour will just not be
used by the user, but it must not disturb or confuse the operator.

A user task can also be modelled using an HMI-LTS, representing
the behaviour related to the specific task. A user task model is simply a
set of user task.

Definition 6.4 (User task model). A user task model T is a determin-
istic HMI-LTS T = 〈ST ,Lc,Lo, s0T ,→T 〉.

Figure 6.15 illustrates the concept of user’s task. The main element
is the user’s tasks model of Figure 6.15(a). The user just need to be
able to perform the sequence of three actions σ = 〈c1o1c2〉. Looking at
the system on Figure 6.15(b) reveals that there are two possible states
that can be reached after the execution of the c1 command: B or E. If
the system does transition to state E, the user will be confused since it
will be impossible for him to complete the task. In such a situation, the
system model is said not to support the user’s tasks model.
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A B C D
c1 o1 c2

(a) User’s tasks model.

A

B C D

E

c1

c1

o1 c2

(b) System model.

Figure 6.15. A user’s tasks model that is not supported by a given system model due
to an observation that may not occur in some interactions.

6.5.1 Task-supporting property

To capture the notion of a system model supporting a user’s tasks model,
it is possible to use a variant of the full-control property, where the roles
of the commands and observations are reversed.

Definition 6.5 (Task-supporting Property for HMI-LTSs). Given a
deterministic HMI-LTS T = 〈ST ,Lc,Lo, s0T ,→T 〉 and an HMI-LTS
S = 〈SS ,Lc,Lo, s0S ,→S〉, S is said to support the user’s task T , which
is denoted S ts T , if and only if for all σ ∈ L∗ such that s0T

σ−−→ sT and
s0S

σ==⇒ sS:

Ao(sT ) = Ao(sS) and Ac(sT ) ⊆ Ac(sS)

For a system model to support a user’s tasks model, the following
must hold at any point during the interaction:

• The observations that are possible must be exactly the same on
the system model and the user’s tasks model.
• All the commands that the user may perform according to the
user’s tasks model must be possible on the system model.

The task-supporting property is thus exactly the same as the full-
control property except that the requirements on commands and obser-
vations is just reversed. A direct consequence is that the full-control
property check algorithm (Algorithm 5 on page 249) can be used to test
whether a system model supports a user’s tasks model.

Figure 6.16 shows yet another example to illustrate the task-support-
ing property. The system model of Figure 6.16(a) represents a simple
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lamp. When the lamp has been turned on the on command, it can be
turned off either directly with the off command or gradually with the
fadeOut command. In that latter situation, the intensity of the lamp is
gradually decreasing (fades state) until being completely turned off, which
is represented by the endFading observation. Finally, when the lamp is
turned on, it may burn out in which case the lamp becomes unusable
(dead state). Since the user has no control about that situation, it is
modelled as an internal transition leading to the dies state from which the
user can observe that the lamp has died with the burnOut observation.

onoff

dead

fades

dies

press
fadeOut

τpress

endFading

burnOut

(a) System model.

A B C D
press fadeOut endFading

(b) User’s tasks model T1.

onoff dead
press

press burnOut

(c) User’s tasks model T2.

Figure 6.16. An example of a system model for a simple lamp and two different user’s
tasks model that are to be performed on the system.

Figure 6.16 also shows two user’s task model. The first one (T1)
represents a linear task that consists in turning the lamp on, then
turning it off using the fading out option. The second user’s task (T2)
represents that the user must be able to switch between the lamp turned
on and off, and is aware that it can burn out, in which case the user
does not do anything. Regarding task-supporting property, the following
holds:

• ¬(S ts T1) since during the interaction, the state (dies,B) can be
reached and its two states do not have the same set of observations.
Indeed, if a burnOut observation occurs, it is not foreseen by the
user’s task which can surprise him.
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• S ts T2 since the task-supporting property is satisfied in any state
of the interaction. Even if all the behaviour related to the fading
out option is not covered by the user’s task model. It is not an
issue since that behaviour is activated by a command, but the
task-supporting property allows the system model to have more
commands than those present in the user’s task model.

6.5.2 Symmetric Full-control Property

The full-control property requires that, at any time during the interaction,
the set of commands that are possible on the system is exactly the same
as the set of commands that the operator thinks that are possible on
the system according to his mental model. However, as described in
Chapter 4, one of the four potentially bad situations captured by the
full-control property, namely when a command available on the system is
not present in the mental model, is not a potential automation surprise.

The symmetric full-control property only requires that, at any point
during the interaction, the operator expects at least all the observations
that can arise on the system, and that the system supports at least all
the commands that the operator is likely to execute.

Definition 6.6 (Symmetric full-control property for HMI-LTS). Given
two HMI-LTSs S = 〈SS ,Lc,Lo, s0S ,→S〉 and H = 〈SH ,Lc,Lo, s0H ,→H〉,
H is a symmetric-full-control mental model for S, which is denoted
H sfcS, if and only if for all σ ∈ L∗ such that s0S

σ==⇒ sS and s0H
σ−−→

sH :

Ac(sS) ⊇ Ac(sH) and Ao(sS) ⊆ Ao(sH)

Figure 6.17 illustrates the symmetric full-control property with a
simple FM radio example. Once the radio has been turned on, the
operator can set it to search the next available channel by pressing scan.
Either a channel is found and gets playing; the user can then search for
the next available channel. Or the end of the searchable range is reached
in which case the operator can restart searching from the beginning of
the range by pressing reset. At any time, the operator can also turn the
radio off.

The proposed mental model is not a symmetric full-control mental
model for the FM radio system, since it contains some behaviour that will
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(c) Interaction model S ‖ H.

Figure 6.17. Example of an FM radio system modelled with an HMI-LTS S. The
proposed mental model H is not a symmetric full-control mental model for the system
since there are states of the interaction model S ‖I H where the symmetric full-control
criterion is not satisfied (highlighted with a grey background color).
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lead to states where the symmetric full-control property is not satisfied
(the greyed states).

• In composite state (C, 2) the system may produce a found observa-
tion that is not foreseen by the operator, which will surprise him if
it occurs. On that state Ao(C) 6⊆ Ao(2).

• In composite state (E, 3) the operator may execute a scan command
which is not supported by the system. If the operator executes it,
the system will not behave as he would have expected, which will
surprise him. On that state, Ac(E) 6⊇ Ac(3).

In addition to those two situations which are potentially harmful,
there are also other situations that are not problematic according to the
symmetric full-control property.

• In composite state (B, 1), the operator can react to a found observa-
tion that will in fact never occur on the system in that state. That
situation was already the same for full-control property, the user
can expect more observations.

• In composite state (E, 3), the system provides a reset command that
the user will in fact never use according to his mental model. That
situation is different from full-control property in the sense that
the symmetric variant allows the system to have more commands
than those used by the operator.

Checking Symmetric Full-control

Checking whether a given mental model is a symmetric full-control
mental model for a given system can be done exactly in the same way as
it is done for the full-control property (see Section 4.2.1), except that
the condition that is checked in every composite state is the one of the
symmetric full-control property. The interaction model is built and the
symmetric full-control property is checked in all its composite states.
The interaction model is explored with a BFS so that the counterexample
that may be produced if the property is not satisfied are the shortest
one.
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Minimal Symmetric Full-control Mental Model

The symmetric full-control property does not require the operator to
perform all the commands offered by the system. That flexibility induces
that a minimal symmetric full-control mental model can ignore all the
commands. Only the observations provided by the system do require the
symmetric full-control mental model to support them.

A direct consequence is that the minimal symmetric full-control
mental model is an HMI-LTS that only has observations on its transitions.
Moreover, since the mental model can expect observations that will not
actually occur on the system, there is only one unique minimal symmetric
full-control mental model for all the possible system models: the one-state
HMI-LTS with one loop for each observation of the alphabet, shown on
Figure 6.18.

A Lo

Figure 6.18. The unique minimal symmetric full-control mental model.

Property 6.7. Given an HMI-LTS S = 〈SS ,Lc,Lo, s0S ,→S〉, the HMI-
LTS H = 〈{s0H},Lc,Lo, s0H ,→H〉 with →H= {(s0H , o, s0H ) | o ∈ Lo} is
the minimal symmetric full-control mental model for S.

Proof. By construction, for the mental model H, Ac(s0H ) = ∅ and
Ao(s0H ) = Lo. Let the trace σ ∈ L∗ be a common trace of both
models. By construction, the trace will only be composed of observations
and, given that s0S

σ==⇒ sS , it is always the case that Ac(sS) ⊇ ∅ and
Ao(sS) ⊆ Lo. Consequently, H is a symmetric full-control mental model
for S. Moreover, since it has only one state, it is also minimal.

The notion of minimal symmetric full-control mental model is not
useful for an HMI perspective. Nevertheless, the proposed symmetric
variant of the full-control property has some interesting applications as
it is described in the next section.

6.5.3 Task Model Completion

The symmetric full-control property exactly captures the situations where
the operator may get surprised during an interaction. Combined with the



6.5. USER TASK MODEL 195

ideas coming from the task-supporting property presented in Section 6.5.1,
it can be used to analyse whether a given user’s task, when executed on
a given system, will never lead the operator to states where potential
automation surprises may occur.

Figure 6.19(a) shows a user task model for the task which consists
in turning the radio on and getting it play some music by scanning the
frequencies. That user task model is not a symmetric full-control mental
model for the system since it does not contain all the observations that
may occur during the interactions. However, it can be completed, that
is, enriched with additional behaviour, so that to satisfy the symmetric
full-control property as shown on Figure 6.19(b).

0

1

2

on

scan

(a) A user task model
T .

0

1

2

on

scanfound

end
(b) Completion of the
user task model that
allows symmetric full-
control of the system.

Figure 6.19. A user’s task model for the FM radio example (on the left) that has
been completed so that it is a symmetric full-control mental model for the system (on
the right).

Completing a user task model so that it allows symmetric full-control
of the system model, and so that it has the minimal number of states
is not a trivial problem. Having such a minimal completion can help
designers to test whether the design of a system makes it easy for the
operator to user. Indeed, it a lot of states has to be added to the user
task model, it would mean that the additional knowledge that the user
has to know about the system may be too large. This problem and
solutions for it has not been tackled in this thesis but are left for future
work directions.
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Chapter 7
The Autopilot Case Study

The concepts presented so far in the previous chapters have only been
demonstrated on small-sized examples, even if some were realistic. This
chapter presents a larger case study which is the model of the autopilot
of a Boeing 777 aircraft, that has been modelled in the ADEPT toolset
developed by researchers from NASA Ames. Section 7.1 presents the
ADEPT toolset and Section 7.2 proposes a formal semantics for its models.
Section 7.3 then presents how ADEPT models can be translated into HMI-
LTSs provided the proposed formal semantics. Then, Section 7.4 presents
completely the autopilot model and its analysis with the techniques
presented in this thesis are presented in Section 7.5.

7.1 The ADEPT Toolset and Model

ADEPT, which stands for Automatic Design and Evaluation Prototyping
Toolset [Fea10], is a Java-based tool that supports designers in the early
prototyping phases of the design of automation interfaces. The tool also
offers a set of basic analyses that can be performed on the model under
development.

7.1.1 General Presentation

An ADEPT model is composed of two elements: a set of logic tables,
coupled with an interactive user interface (UI). The logic tables are used
to describe the dynamics of the system. They describe precisely how the
state of the system evolves in reaction to user actions or due to events
occurring in the environment. The logic tables also describe how the
user interface is updated and what information is shown to the operator.

197
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Figure 7.1 shows a screenshot of the autopilot model opened in
ADEPT. The left part of the window shows one of the logic tables and
the right part shows the user interface.

Figure 7.1. The autopilot model opened in ADEPT, with one logic table in the left
part of the window and the user interface on the right.

Behind the scene, an ADEPT model is compiled into a Java program
that can be executed in order to directly try the encoded behaviour with
the user interface. That tool is meant to be used as a rapid prototyping
tool. The models can then be tested and simulated by the designers, but
can also be analysed by systematic and rigorous techniques. Possible
analyses include validity checks on the structure of logic tables, for
example.

The UI is composed of a set of components that are encoded as
Java objects representing graphical widgets going from simple labels
and buttons to more complex elements such as those used in avionics
and present on the primary flight display (PFD), including the airspeed
tape, for example. In addition to those widgets, an ADEPT model
also comprises other kinds of elements such as timers, system variables
and functions, which are each related to a specific and defined Java
construction, namely java.util.Timer, instance variables and methods.
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The logic tables can refer to the elements of the UI and to the other
components through their Java instance variables, and interact with
them through their methods, using Java syntax. The events that can
occur in the program come from the components. They can be seen as
boolean variables indicating whether they occurred and that can be used
in the logic tables.

Figure 7.2 shows one of the logic tables of the autopilot model. The
precise structure of those tables is detailed later in this section and
a first example is provided just hereafter in Section 7.1.2. That logic
table example illustrates the way it can interact with elements of the
UI. For example, the last two lines of the logic table mean that the
selectedSpeedTarget field of the pfdAirspeedTargetTape component of the UI
is updated with the value of the system variable selectedSpeedTarget.

0 1
L airspeedFeedbackTable
INPUTS

L airspeedSystemTable.outputState
Maintain Airspeed Target •
Capture Airspeed Target •
Hold Current Airspeed •
Protect Airspeed Target •

OUTPUTS
C pfdAirspeedTape.currentValue

V indicatedAirspeed • •
C cautionLabel.background
255, 204, 0 •

C autothrottleModeFailureBar.opaque
False •
True

C pitchModeFailureBar.opaque
False •
True

C pfdAirspeedTape.preSelectedTarget
V selectedSpeedTarget •

C pfdAirspeedTape.selectedTarget
V selectedSpeedTarget •

Figure 7.2. An example of a logic table: the airspeed feedback table of the autopilot
model contains the logic related to the update of the UI for the airspeed part.
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7.1.2 A Simple Model Example

Figure 7.3 shows the logic table corresponding to a simple counter system.
The value of the counter can be increased between 0 and 9 with a press
on a button, and it can be reset to 0 at any time. Logic tables are divided
into two parts: the input part is used to describe conditions and the
output part is used to describe how the state of the system is updated.

0 1
L simpleCounter
INPUTS

V value
< 9 •

ACTIONS
press •
reset •

OUTPUTS
V value
= value + 1 •
= 0 •

Figure 7.3. An ADEPT model of a simple counter system, whose value ranges between
0 and 9.

Basically, an ADEPT model describes a system as a set of system
variables. The rows of logic tables are divided into blocks of rows, each
being related to one variable of the system, with their possible values.
The global state of the model is defined by the values of those system
variables. A special variable named ACTIONS is used to represent actions
performed by the user on the system. Each numbered column corresponds
to one possible scenario of the system behaviour.

The input part of the first scenario (the column numbered 0) repre-
sents the following condition:

value < 9 ∧ ACTIONS = press

If this condition is met in the current state of the system, then the
next state is computed from the current state by executing the following
assignment instruction:

value← value + 1
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ADEPT models have a similar expressivity than HVMs and they can
thus be translated so that the analyses proposed in this thesis can be
applied to them. Figure 7.4 shows how the behaviour encoded in the
ADEPT model can be translated into a graph. Each state of the graph
represents a state of the ADEPT model, that is, a valuation of the set
of system variables. Transitions between states correspond either to the
user having executed an action, or to the execution of a scenario of the
logic table.

A
value = 0

ACTIONS = –

B
value = 0

ACTIONS = press

C
value = 1

ACTIONS = –

D
value = 0

ACTIONS = reset

. . .

Figure 7.4. Partial translation of the simple counter ADEPT model into a graph and
representing the same behaviour.

This proposed translation from an ADEPT model to a simple graph
is not the only way to proceed. In particular, for this work, the important
aspect are the labels on transitions that indicates the action performed by
the user on the system. An HVS such as the one proposed on Figure 7.5
corresponds to a model that can be analysed with the techniques proposed
in this work. The value of the special ACTIONS variable has been used to
define command labels on the transitions. In order to be able to translate
systematically and automatically ADEPT models into HVSs, a formal
semantics is needed. The latter is the subject of the next section.

A
value = 0

B
value = 1

. . .press

reset

Figure 7.5. Partial translation of the simple counter ADEPT model into an HVS and
representing the same behaviour.
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7.2 A Formal Semantics of ADEPT

The meaning of an ADEPT model can be decomposed into two parts: the
logic part is defined by the logic tables and the program part is defined
by the UI components and the other elements. The behaviour of an
ADEPT model is as that of a Java program where the logic tables are
executed in reaction to events occurring in the program part. The logic
tables can be seen as listeners reacting to Java events produced by the
elements of the program part. Figure 7.6 illustrates the behaviour of an
ADEPT model. All the elements are first initialised or assigned their
initial values, which defines the initial state of the ADEPT model. The
behaviour then loops forever, alternating between the program and logic
parts. The execution leaves the program part whenever an event occurs,
and the execution is transferred to the logic part, just after having set
the boolean variable corresponding to the event that occurred. Once all
the logic tables have been executed, the flow goes back to the program
part.

Initialisation
of elements

Execution of
program part

Execution of
logic part

An event e occurred, and the cor-
responding boolean variable is set

The boolean variable cor-
responding to e is cleared

Figure 7.6. Behaviour of an ADEPT model. Once all the elements of the model have
been initialised, the behaviour loops forever alternating between the program and the
logic parts.
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7.2.1 ADEPT Logic Tables

Logic tables are two-dimensional tables split in two parts: INPUTS and
OUTPUTS. Each of those parts is then structured into a two-level hier-
archy of elements and values, so that the values are always associated
to an element. As previously mentioned, the element-value pairs are
representing conditions for the inputs whereas they represent statements
for the outputs. Figure 7.7 shows an example illustrating the structure
of logic tables.

INPUTS
element 1

condition 1.1 • •
condition 1.2 • •
condition 1.3 • •

element 2
condition 2.1 • •
condition 2.2 • •

OUTPUTS
element 3

statement 3.1 • •
statement 3.2 •

Figure 7.7. Structure of the logic tables of ADEPT models.

In addition to the separation between the input and the output parts,
a logic table is also structured horizontally. The left part of the table
describes the element-value pairs and the right part of the table consists
in a sequence of columns.

Row Headers

The row headers are representing the left part of the logic tables. A
row header is a sequence of switches. Each switch is the association
between an element and a sequence of values. A distinction has to be
made between input and output headers, but their structure is identical.
The table header is a pair made of an input header and an output header.
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The following sets define formally those concepts:

Header = IHeader ×OHeader
IHeader = ISwitch∗

ISwitch = IElem× IV al∗
OHeader = OSwitch∗

OSwitch = OElem×OV al∗

The sets IElem, IV al,OElem and OV al are detailed further in Sec-
tion 7.2.2, with the description of the program part of ADEPT models.

The input header of the example of Figure 7.7 contains two input
switches and the output header one output switch. Formally, the table
header of the example is defined as:

H = (HI , HO)
HI = (SI1 , SI2)
SI1 = (element 1, (condition 1.1, condition 1.2, condition 1.3))
SI2 = (element 2, (condition 2.1, condition 2.2))
HO = (SO1 )
SO1 = (element 3, (statement 3.1, statement 3.2))

Columns

The columns of a logic table define elementary fragments of dynamic
behaviour, referred to as situation-automation behaviour pairs in [Fea07],
expressed as conditions on the current state (the input part) and changes
to be applied to the state to get the next state (output part).

A row index is a pair y = (i, j) ∈ N × N, denoted i.j and that
represents the jth value of the ith element.

Index = N× N

An index set is a set Y ⊂ N× N of row indices. An index set is an
index range if its first indices cover a continuous range 1, · · · , n and its
second indices cover a continuous range 1, · · · , ni for each first index i.
The subset Y |i = {i.j ∈ Y } contains row indices whose first index is i.
For example, the set Y = {1.1, 1.2, 2.1, 2.2, 2.3, 3.1} is an index range,
but {1.1, 3.1} and {1.1, 1.3} are not, and Y |2 = {2.1, 2.2, 2.3}.
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An (input or output) header H is seen as a mapping from row
indices to (E, V ) pairs according to the following rule. Given that H =
(H1, · · · , Hn) with Hi = (Ei, (Vi,1, · · · , Vi,ni)), then H(i.j) = (Ei, Vi,j),
provided that 1 ≤ i ≤ n and 1 ≤ j ≤ ni. The domain of H is thus an
index range, by definition.

A column gives a binary value for every row of the logic table that
corresponds to a value (condition or statement). That assignment is
represented by the bullets in the graphical representations of the logic
tables. Formally, it can be represented as a mapping from row indices to
boolean values. Another equivalent way to describe a column is to define
two sets of row indices CI and CO, respectively included in the domains
of the input and output headers of the logic table, so that i.j ∈ CI if
and only if the row i.j is marked in that column of the logic table, and
similarly for CO.

Col = 2Index × 2Index

The three columns of the example of Figure 7.7 can be formally
defined as:

C1 = ({1.1, 1.3, 2.1, 3.1}, {3.1})
C2 = ({1.2, 2.2}, {3.1, 3.2})
C3 = ({1.2, 1.3, 2.1, 2.2}, ∅)

Tables and Models

Given the definitions of the row headers and of the columns, it is now
possible to define the logic tables. A logic table is a structure T =
(HI , HO, CC), where:

• HI ∈ IHeader is an input header;
• HO ∈ OHeader is an output header;
• and CC ∈ Col∗ is the table body consisting of a list of columns
C = (CI , CO) where CI ⊆ dom(HI) and CO ⊆ dom(HO).

All the structures that make a table are totally ordered, either explic-
itly because they are defined as sequences, or implicitly by the ordering
on indices, in the case of row index sets.

Table = IHeader ×OHeader × Col∗
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Finally, an ADEPT (logic part of) model M is a collection of named
logic tables (on a set of names Name), such that all the names are
different and with a distinguished logic table named top.

Model = 2Name×Table

A model M is seen as a mapping from names to tables, defined so
that M(N) = T if (N,T ) ∈M .

7.2.2 ADEPT Programs

The program part of an ADEPT model captures the behaviour related to
the interaction of the user with the user interface. The elements of the
program part belong to a Java program, and all the elements, conditions
and statements that lie in the tables result, directly or indirectly, into the
generation or execution of Java code. In particular, all system variables
are implemented as Java variables.

Entities types

There is a total of five different types of entities, designated with capital
boxed letters, that can be used to compose an ADEPT model. Those
entities can appear in row headers as elements and as values. Of course,
the meaning of those entities varies if they are used in the input or output
part. The following types are supported in ADEPT:

V System variables correspond to Java variables and can appear both
as elements and as values, in input and output switches.

C UI components correspond to Java GUI widgets from the user
interface. Each widget can be used in several ways in the row
headers:

– GUI events can be used in input switches for the distinguished
element ACTIONS as input conditions. The event parame-
ters are not accessible. Examples include mouse pressed/re-
leased/clicked.

– GUI component attributes (foreground/background colour,
currentValue, opaque...) can be used in output switches as
elements whose value can be changed with output statements.
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– Arbitrary GUI component methods can be invoked in output
switches for the distinguished element PRIMITIVES as output
statements corresponding to their execution.

O Timers are used to schedule repetitively some events. They can be
used in two ways:

– Timer events can be used in input switches for the distin-
guished element ACTIONS as input conditions. It corresponds
to the actionPerformed Java method and the event parameter
is not accessible.

– Timer methods can be used in output switches for the distin-
guished element PRIMITIVES as output statements correspond-
ing to their execution. The Java methods that can be invoked
are start and stop.

F Functions correspond to Java methods which return a value. They
can be used in output switches as values.

L Logic tables can appear by themselves in output switches for the
distinguished element LOGIC as output values. Each logic table T
also has an associated variable T.outputState that can appear both
in input and output switches as element and whose values are of
enumerated type.

Conditions

Input switches of logic tables define conditions that correspond to Java
boolean expressions. Conditions are derived from input element-value
pairs, that is, B = cond(EI , V I) with EI ∈ IElem and V I ∈ IV al.

cond : IElem× IV al 7→ JavaExpr

The definition of cond depends on the type of the EI element. The
result of cond is a text string that has to be interpreted as Java code
representing a Java condition that can be evaluated.

• cond( V var, expr) = var == expr

expr is a single expression. For example, cond( V x, 8) = x == 8.
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• cond( V var, str) = var str

str is typically of the form op expr where op is a comparison operator,
but it can be any string that is used to form non-atomic boolean
expressions. For example, cond( V x,>= 0 && x < 5) = x >= 0 &&
x < 5.

• cond(ACTIONS, C component.event) = component.event
cond(ACTIONS, O timer.event) = timer.event

event is an event name of an UI component (component or timer), or
more precisely a boolean variable associated with the event.

• cond( L table.outputState, value) = table.outputState == value

value is a constant value in the range of table.outputState since
the outputState variable that can be associated to a table is an
enumerated type.

Statements

Output switches of logic tables define statements that correspond to Java
statements. Statements are derived from output element-value pairs,
that is, S = stmt(Eo, V o) with Eo ∈ OElem and V o ∈ OV al.

stmt : OElem×OV al 7→ String

The definition of stmt also depends on the type of the Eo element.
The result of stmt is also a text string that has to be interpreted as Java
code representing a Java statement that can be executed.

• stmt(LOGIC, table) = call (table)

table is the name of a logic table that has to be executed. The call
Java method is defined so that exec(call(table), q) = [[M(table)]](q).

• stmt(PRIMITIVES, O timer.method) = timer.method()
stmt(PRIMITIVES, statement) = statement

method is typically start or stop and statement is any Java statement,
typically a single method call or an assignment.
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• stmt( V var, expr) = var = expr
stmt( V var, V var’) = var = var’

expr is a single expression.

• stmt( V var, F fun) = var = fun()

fun is a function implemented as a Java method which returns a
value and that can possibly change the state of the model (that is,
modify the value of the system variables).

• stmt( V var, str) = var str

str is typically of the form = expr or op = expr. For example,
stmt( V x,+= 3) = x += 3.

• stmt( L table.outputState, value) = table.outputState = value

value is a constant value in the range of table.outputState. Moreover,
table must be the current logic table the outputState variable can
only be changed by the table it belongs to.

• stmt( C component.field, value) = component.field = value

component.field designates the field attribute of the component UI
component. It can for example be used to change the appearance
of a GUI widget.

7.2.3 Execution Semantics

The state of an ADEPT model is defined by the state of its program
part. The state is composed of the value of the system variables and of
the individual states of all the other elements of the program part, such
as the UI components and timers. The program part therefore defines
the set of possible states q ∈ Q of the ADEPT model. In particular,
all the elements do have an initial state, that is pre-defined (timers are
for example initially inactive) or user-defined (for example for system
variables), which defines the global initial state of the ADEPT model.
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Well-formed Logic Tables

Logic tables must satisfy two requirements so that the ADEPT model
composed by those tables is valid:

1. within a logic table, the input part of the columns should be
complete and non-overlapping;

2. and within an input switch, the conditions should be complete
and non-overlapping, except for the input switches having the
distinguished ACTIONS element.

Those two requirements together guarantee that exactly one column
(at most one for ACTIONS) will be applied for any invocation of a table.
The second requirement ensures that only one condition is true for any
input switch in any state, and the first requirement ensures that any
combination of such conditions is covered in any table.

The ACTIONS elements need a special treatment. The values of those
elements correspond to events produced either by interactions with UI
components or timer triggers. By construction, at most one event variable
is set on any invocation of the logic tables. However, ACTIONS input
switches need not to cover all the possible actions and thus, may be
incomplete.

The two requirements required for a logic table to be well-formed
can be formally defined. Given an index set Y , the choices over Y are
defined as the set:

choices(Y ) = Y |1 × · · · × Y |n

where n = max{i | i.j ∈ Y }. One choice over Y picks one i.j index for
each first-level index i appearing in Y . The choices function applied
to an input header HI , that is, applied to Y = dom(HI), returns all
possible combinations of single values for each input switch of HI .

It may be the case that for some input switches, there are some
columns for which no conditions are marked. The expansion adds all
the conditions for input switches where no condition is marked. The
corresponding interpretation is that blank input switches correspond to
“don’t-cares” and must therefore be interpreted as always true. Given
an index set C (from an input column) and an index range Y (from the
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input header), the don’t care expansion of C with respect to Y is defined
as:

expand(C, Y ) = C ∪
⋃
{Y |i | C ∩ Y |i = ∅}

Property 7.1 (Well-formed logic tables). Two requirements have to be
satisfied for a logic table (HI , HO, CC) to be well-formed.

• (Requirement 1) Let CC = (C1, · · · , Cm) and Ci = (CIi , COi ).
For any choice C∗ ∈ choices(dom(HI)), there is a unique 1 ≤ i ≤
m such that C∗ ⊆ expand(CIi ,dom(HI)).
• (Requirement 2) For any input switch (EI , (V I

1 , · · · , V I
k )), where

EI 6= ACTIONS (resp. EI = ACTIONS), for any state q, there
is a unique (resp. at most one) i such that 1 ≤ i ≤ k and
eval(cond(EI , V I

i ), q) = T .

Figure 7.8 shows several input part examples that illustrate the two
requirements necessary for a logic table to be well-formed.

• Example of Figure 7.8(a) fails to satisfy requirement 1. Indeed,
there is, for example, no 1 ≤ i ≤ 3 that supports the choice
C∗ = (1.3, 1.1). However, requirement 2 is satisfied.
• Example of Figure 7.8(b) fails to satisfy requirement 2. Indeed, for a

state q where the value of x is 4, the second and third conditions on
the element are both satisfied. However, requirement 1 is satisfied.
• Example of Figure 7.8(c) does satisfy both requirements and is

thus a well-formed logic table.

Whereas the first requirement can be automatically checked by the
ADEPT toolset, it is not possible for the second requirement. If the first
requirement fails to be satisfied, the ADEPT toolset generates a warning,
but the model is still executable. Jointly enabled columns are seen as
non-determinism. The column that will be executed is undetermined.
The second requirement involves arbitrary Java code, which makes it
undecidable in general.

Another constraint, enforced by the first requirement, is that if a
behaviour is provided for an event, it must be provided for any combina-
tion of conditions. If the event should be ignored under some conditions,
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INPUTS
x

<= 0 •
> 0 && x < 5 • •
>= 5

y

== 100 •
!= 100 • •

(a) Requirement 1 fails.

INPUTS
x

<= 0 •
> 0 && x < 5 •
=> 4 •

y

== 100 •
!= 100 •

(b) Requirement 2 fails.

INPUTS
x

<= 0 •
> 0 && x < 5 • •
>= 5 • •

y

== 100 •
!= 100 •

(c) Well-formed logic table.

Figure 7.8. Illustration of the two requirements necessary for a logic table to be
well-formed. The two system variables x and y are supposed to be int that can take
any value in the domain of Java int variables.

the corresponding column must have an empty output part. The event
is said to be inhibited. This makes it possible to distinguish intentionally
inhibited events from mistakenly unspecified behaviour in some set of
conditions.

Execution Semantics of ADEPT Tables

The elementary computations that are performed during the execution
of an ADEPT model are captured in the eval and exec functions:

• A condition B evaluated in a program state q results in a boolean
value defined by eval(B, q) ∈ {T, F}.
• A statement S executed in a program state q results in a new state
defined by exec(S, q) ∈ Q.

The execution semantics defines semantic mappings [[α]](q), denoting
the semantics of the syntactic constructs α in a state q of the model. For
input constructs, the result of the semantic mappings is a boolean value
and for output constructs, the results is a new state.

The tables are first converted by projection of headers on columns.
The idea is that a column C can be seen as a filter on the table column
headers HI and HO. That idea is formalised by the projection operation
(HI , HO)/C that produces a reduced table header containing only rows
selected by the column C. The projection operation also integrates the
expansion of don’t-cares.
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An (input or output) header H = (H1, · · · , Hn) is projected on an
index set Y ⊆ dom(H) as follows:

(H1, · · · , Hn)/Y = (H1/Y, · · · , Hn/Y )

where, for each Hi = (Ei, (Vi,1, · · · , Vi,ni)),

(Ei, (Vi,1, · · · , Vi,ni))/Y = (Ei, (Vi,j | i.j ∈ Y, 1 ≤ j ≤ ni))

All the elements Ei are preserved, with an empty list of values
if Y contains no index i.j. The projection is extended to a column
C = (CI , CO) as:

(HI , HO)/(CI , CO) = (HI/expand(CI , HI), HO/CO)

and then to a list of columns CC = (C1, · · · , Cm) as:

(HI , HO)/(C1, · · · , Cm) = ((HI , HO)/C1, · · · , (HI , HO)/Cm)

Figure 7.9 shows the execution semantics of ADEPT models. The
semantics mapping is presented in a top-down denotational style and is
based on common functional programming constructs. The two require-
ments for well-formed logic tables ensure that there is at most one i such
that [[HI

i ]](q) for any projected input column (HI
1 , · · · , HI

ni). Moreover,
the second requirement also guarantees that there is at most one i such
that [[EI ]](V I

i ), and exactly one except if EI = ACTIONS.

7.3 ADEPT to HMI-LTS Translation

Based on the formal semantics proposed in the previous section, it is
possible to translate an ADEPT model into any other formalism that
is able to represent the same kind of behaviour. More precisely, only
the logic part of ADEPT models is covered by the proposed semantics
since Java semantics is not captured at all. Indeed, in the proposed
semantics, elements coming from the Java language including conditions
and statements are directly evaluated according to the Java semantics.
Moreover, the translation proposed in this work does not cover all the
models, but only some of them following a precise structure, defined in
this section.
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[[M ]] : Q 7→ Q
[[M ]](q) = [[M(top)]](q)

[[T ]] : Q 7→ Q
[[(HI , HO, CC)]](q) = [[(HI , HO)/CC]](q)

[[((HI
1 , H

O
1 ), · · · , (HI

n, H
O
n ))]] : Q 7→ Q

[[((HI
1 , H

O
1 ), · · · , (HI

n, H
O
n ))]](q) =

{
[[HO

i ]](q) if ∃i · [[HI
i ]](q)

q otherwise

[[HI ]] : Q 7→ {T, F}
[[(SI1 , · · · , SIn)]](q) = [[SI1 ]](q) ∧ · · · ∧ [[SIn]](q)

[[SI ]] : Q 7→ {T, F}
[[(EI , (V I

1 , · · · , V I
k ))]](q) = [[(EI , V I

1 )]](q) ∨ · · · ∨ [[(EI , V I
k )]](q)

[[(EI , V I)]] : Q 7→ {T, F}
[[EI , V I ]](q) = eval(cond(EI , V I), q)

[[HO]] : Q 7→ Q
[[(SO1 , · · · , SOn )]](q) = ([[SOn ]] ◦ · · · ◦ [[SO1 ]])(q)

[[SO]] : Q 7→ Q
[[(EO, (V O

1 , · · · , V O
k ))]](q) = ([[(EO, V O

k )]] ◦ · · · ◦ [[(EO, V O
1 )]])(q)

[[(EO, V O)]] : Q 7→ Q
[[EO, V O]](q) = exec(stmt(EO, V O), q)

Figure 7.9. Execution semantics of ADEPT models.

7.3.1 ASF structure

ADEPT models considered in this thesis, and in particular the autopilot
model, are structured in a particular way which allows a clear distinction
between:

• the actions performed by the operator on the user interface;
• the internal decision logic of the system;
• and the feedback provided by the system to the user through the

user interface.

That particular structure, referred to as the action-system-feedback
structure (ASF), is reflected in the way the logic tables of the model
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are particularised and organised. The logic tables are partitioned into
three groups: the action tables, the system tables and the feedback
tables. The execution of the logic part of an ADEPT model is always
happening following the same order: action tables, then system tables
and finally feedback tables, as illustrated by Figure 7.10. Commands
executed by the user are dealt with by the actions tables and observations
produced by the system and sent back to the user interface are managed
by the feedback tables. The operator can then examine the outputs to
choose the next action to be performed on the system, which makes the
execution loop of the system.

Action tables

Action.outputState

System tables

System.outputState

Feedback tables

System variables
Java UI

event

User

Figure 7.10. Structure of the logic tables of ADEPT models used in this thesis, and
execution loop of the model.

1. The action tables manage the interaction between the operator
and the system through the action components on the interface.
Those tables essentially take as inputs actions by the operator
on the interface action components or automatic events triggered
by timers. The different possible results from those tables are
summarised with the outputState variable of the table.

2. The system tables contain the decision logic of the system. Those
tables use information from the operator’s actions that are in the
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outputState variables of the action tables and, combined with the
values of the variables, update the state of the system. The be-
haviour related to the different system tables is also summarised
with the outputState variable of each table. These different output-
State variables can be regarded as defining the operating mode of
the system.

3. Finally, the feedback table are used to characterise what information
is shown to the user. Information about what the system has done
and is doing is provided to the user through display components
on the interface. The outputState variables of the system tables
are used to display the operating mode and some system variables’
values to the user.

The partitioning imposed by the ASF structure also conditions where
the different elements will be used, both in the input and in the output
parts of the logic tables. For example, events will only occur in the inputs
of action tables and widgets properties will only occur in the outputs
of feedback tables. Moreover, given that the events are generated by
interaction with Java GUI widgets or by timer triggers, and that those
events are managed by a unique event-dispatching thread (EDT) in
Java, it can be assumed that each loop through the logic tables will be
associated with one single event. This important assumption plays a
crucial role in the translation from an ASF ADEPT model to an HVS.

The AP-FD-AT Example

Figures 7.11 to 7.13 illustrate how the ASF structure is implemented
for a particular part of the ADEPT model of the autopilot used in this
chapter. The three presented tables are used to manage three elements:
A/P (Autopilot), F/D (Flight Director) and A/T (Auto Throttle).

Figure 7.11 shows the action table. The input part only considers
the distinguished element ACTIONS and manages click actions on several
UI components. It also considers the actionPerformed action of a warning
timer. The output part summarises the command performed by the
operator using the outputState variable associated to the logic table. In
this particular situation, the number of different values for the outputState
variable is the same as the number of actions, but this is not always
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the case. The three rows related to the functionWarningTimer are not
considered in this work and can be ignored.

0 1 2 3 4 5 6 7
L apFdAtInterfaceActionTable
INPUTS
ACTIONS

C mcpCaptainsFdSwitch.mouseClicked •
C mcpFoFdSwitch.mouseClicked •
C mcpLeftApButton.mouseClicked •
C mcpRightApButton.mouseClicked •
C mcpAtArmSwitches.mouseClicked •
C mcpLocButton.mouseClicked •
C mcpAppButton.mouseClicked •
O functionWarningTimer.actionPerformed •

OUTPUTS
L apFdAtInterfaceActionTable.outputState
user toggles captains fd switch •
user toggles first officers fd switch •
user presses left AP button •
user presses right AP button •
user toggles autothrottle arm switches •
user presses LOC button •
user presses APP button •
no action •

PRIMITIVES
O functionWarningTimer.stop • • • • • • • •
O functionWarningTimer.start • • • • • • •

Figure 7.11. The autopilot flight director attitude interface action table manages the
events related to the UI components concerning the management of the autopilot.

Figure 7.12 shows the system table which contains the decision logic.
The input part is looking at the outputState of the corresponding action
table and, based on that, sets the outputState of its own logic table.
Generally, the input part can also have conditions on the state variables
of the system, as well as conditions on its own outputState. The output part
can also update the state variables. The outputState variable of system
tables can be considered as describing modes, since they summarise part
of the behaviour of the global system. For the current example, the
captains FD can either be activated or not.
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0 1 2
L captainsFdSystemTable
INPUTS

L apFdAtInterfaceActionTable.outputState
no action •
user toggles captains fd switch • •

L captainsFdSystemTable.outputState
captains FD on •
captains FD off •

OUTPUTS
L captainsFdSystemTable.outputState
captains FD off •
captains FD on •

Figure 7.12. The captains flight director system table contains the logic related to
the management of the flight director by the captain.

Finally, Figure 7.13 shows the feedback table. The input part of
the logic table refers to the outputState of the corresponding system
table. In this particular example, it does refer to the outputState of two
other tables. The output parts is concerned with the update of GUI
components. Feedback tables encode in some way the observation that
are made available to the operator.

7.3.2 ASF ADEPT Model Translation

As a reminder, a system model S is defined with an HVS which is a
tuple S = 〈S,Lc,Lo, s0,→,Lv,O〉 (Definition 3.13 on page 76). When
translating an ADEPT model with the ASF structure, only the logic
tables belonging to the system tables category are considered. The reason
motivating that choice is that the decision logic of the system is precisely
described in that part of the model. The other tables indirectly play a
role in the translation. Actions tables are used to identify the alphabet
of the HVS and feedback tables are used to define the visible system
variable used to define the set of state-values.

• Each state s ∈ S of the HVS corresponds to a unique assignment of
values to all the system variables of the ADEPT model (including
outputState variables).
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0 1 2 3
L apFdAtInterfaceFeedbackTable
INPUTS

L captainsFdSystemTable.outputState
captains FD on • •
captains FD off • •

L firstOfficersFdSystemTable.outputState
first officers FD on • •
first officers FD off • •

OUTPUTS
C mcpCaptainsFdSwitch.source
B777_fd_switch_on.jpg • •
B777_fd_switch_off.jpg • •

C mcpFoFdSwitch.source
B777_fd_switch_on.jpg • •
B777_fd_switch_off.jpg • •

Figure 7.13. The autopilot flight director attitude interface feedback table updates
the UI components concerning the management of the autopilot.

• The set of commands Lc corresponds to all the actions that the
operator can perform on the system. That set is composed of the
union of the domains of all the outputState variables of the action
tables, except the distinguished no action value that has a special
role explained below.
• The set of observations Lo is empty.
• The initial state s0 is based on the initial values of the system
variables and is the same as the initial state of the ADEPT model.
• The transition relation → is defined according to the execution

semantics defined in Section 7.2.
• The set of state-values Lv is defined by the visible system variables

and is defined with the state-value mapping function O exactly as
described in Section 3.3.1.

Hypotheses

An assumption that has to be satisfied is that the operator cannot
perform more than one action at a time. For that to be true, it means
that for each execution cycle of the ADEPT model, there is only one
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table at most which is executed and outputs a table outputState variable.
If the particular value “no action” is true in all the tables of the model, it
corresponds to an internal τ -translation in HVS.

7.3.3 The Video Cassette Recorder example

The video cassette recorder example (VCR) is a model coming from
ADEPT which consists of a single logic table shown on Figure 7.14. The
machine has a total of six main operating modes: play, stopped, fast
forward, rewind, pause and record. In addition to a command to activate
each of those modes, the machine has one button to turn the machine
on or off. Moreover, the fast forward and the rewind modes can operate
at different speeds. The speed is automatically adjusted according to
the remaining tape length, so that it slows down when the remaining
tape length is becoming smaller. Finally the machine automatically
switches to the rewind mode whenever the tape reaches its end, that is,
the remaining tape length is zero.

The VCR ADEPT model is an example that is not following the
ASF structure. However, it can be translated into an HVS, following
the proposed semantics. The translation of the VCR model into an HVS
results in a system with 1088 states and 3740 transitions. There are seven
commands (one to activate each mode and a power button) and two
observations (tape moving forward and backward). The two observations
correspond to timer events that are produced whenever the remaining
tape length is changing, because of some of the operating modes. The
states of the HVS are characterised by three variables: the status of the
VCR (ON or OFF), its mode among the six possible and finally the value
of the tapeRemaning variable.

The analysis of the system, trying to generate a full-control conceptual
model for it, raised some issues. More precisely, the system is not fc-
deterministic and it can for example be observed at the [ON, STOP, 0.01]
state. That state corresponds to the VCR being turned on, and with
the tape being stopped with a remaining tape length of 0.01. From that
state, if the user presses the play button, the system can transition into
one of the two following states: [ON, PLAY, 0.01] or [ON, REWIND_FULL,
0.00]. The sets of possible commands in those two states are not the same.
Indeed, the pause command is not possible in both states. In the first
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
L airspeedFeedbackTable
INPUTS

ACTIONS
C fastForwardButton.mouseClicked • • • •
C playButton.mouseClicked • • • •
C rewindButton.mouseClicked • • • •
C stopButton.mouseClicked • •
C pauseButton.mouseClicked • • • •
C recordButton.mouseClicked • • •
C tapePosition.actionPerformed • • • • • • • • •
C powerButton.mouseClicked • •

L topLogicTable.outputState
Stop Tape • • • • • • • •
Play Tape • • • • • • • • •
Fast Forward Tape • • • • • • • • •
Rewind Tape • • • • • • • • •
Pause Tape • • • • • • • •
Record Tape • • •

V tapeRemaining
>= 1 • • • • • • •
< 1 && tapeRemaining > 0 • • • • • • •
<= 0 • • • • • • •

V vcrPowerStatus
off • •
on • • • • • • • • • • • • • • • • • • • • •

OUTPUTS
L topLogicTable.outputState
Stop Tape • • • • • • • •
Play Tape •
Fast Forward Tape •
Rewind Tape •
Pause Tape • •
Record Tape •

V tapeRemaining
+= .00390625 • • •
+= .015625 • •
-= .015625 • •

C functionDisplay.text
Stop • • • • • •
Play •
F. Forward •
Rewind •
Pause • •
Record •

PRIMITIVES
0 tapePositionTimer.start • • • •
0 tapePositionTimer.stop

V vcrPowerStatus
off •
on •

C powerStatus.background
0,0,0 •
2551,0,0 • • • • • • • • • • • • • • • • • • • • •

Figure 7.14. The unique table of the ADEPT model of the VCR example.
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case, the system just switches in the play mode. In the second situation,
the system just transitioned into the play mode but then automatically
moved to the rewind mode. Such kind of silent transition is precisely one
cause of surprise by the operators of interactive systems. For that precise
example, it is maybe not so harmful but it clearly shows that something
can happen inside the system, without warning the user. One solution
to avoid that potential surprise is to add an observation whenever the
VCR is moving from the play mode to the rewind one.

7.4 The Autopilot Model

Experiments using the techniques proposed in this thesis have been
performed on a realistic model of a Boeing 777 autopilot. The autopilot
has been modelled using ADEPT and partially represents the behaviour
of a large subset of the real autopilot. The full autopilot ADEPT model
has a total of 38 logic tables shown on Figure 7.15. Two of the 38 logic
tables are used to represent user’s tasks, which is an experimental feature
of ADEPT; they are not considered in this work. The arrows linking
the logic tables represent the call relation. Three major parts can be
identified in the model, namely one for the lateral aspect, one for the
vertical aspect and finally one for the airspeed aspect. The logic tables
belonging to those three categories are identified with different grey-level
background colours.

Lateral aspects is related to the heading of the aircraft, that is, the
direction that the nose of the aircraft is pointing to. Vertical aspects
is related to the altitude of the aircraft, and to the vertical navigation
mode, which includes how the aircraft is instructed to climb or descend.
Finally, airspeed aspects is related to the speed of the aircraft, that can
be controlled either in knots or in machs.

7.4.1 Autopilot Model Characteristics

As presented in the previous section, only the system tables are consid-
ered when transforming an ADEPT model with the ASF structure to an
HVS. The ADEPT autopilot model has a total of 15 logic tables that
are classified as system tables. Among those logic tables, the deadAp-
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FunctionsSystemTable logic table has been ignored since it only contains
functions that have not been implemented in the actual ADEPT model.
Moreover, the lateral360CorrectionSystemTable logic table has also been
ignored since its only role is to compute a modulo to keep the value of
the lateralDirection variable between 1 and 360, which is already ensured by
the domain limitations that have been performed on the values of some
system variables. Given those two additional restrictions, in addition to
the main systemTable, only 12 system tables are taken into account for
building the HVS model:

1. captainsFdSystemTable
2. firstOfficersFdSystemTable
3. airSpeedTargetSystemTable
4. lateralHdgTrkUnitsSystemTable
5. lateralNavigationSystemTable
6. lateralTargetSystemTable
7. vsFpaToggleUnitsSystemTable
8. verticalRateTargetSystemTable
9. verticalTargetSystemTable
10. airspeedSystemTable
11. lateralSystemTable
12. verticalSystemTable

The commands of the system are defined according to the outputState
of the referred action table. The reduced autopilot model features 20
different possible commands, corresponding to the manipulation of knobs,
thumbwheels, buttons and switches. Knobs can be pressed and rotated
clockwise and counterclockwise. Thumbwheels can be rotated up and
down. Buttons can be pressed and finally switches can be toggled.

• airspeed selector knob (airspd, airspd�, airspd	)
• lateral target selector knob (lattgt, lattgt�, lattgt	)
• altitude selector knob (altsel�, altsel	)
• vertical rate thumbwheel nose (vertrthb↗, vertrthb↘)
• Lateral HOLD button (latHOLD)
• LNAV button (LNAV)
• altitude HOLD button (altHOLD)
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• FLCH button (FLCH)
• VSFPA button (VSFPA)
• IAS Mach Units button (MACHun)
• HdgTrk Units button (TRKun)
• VSFPA units button (VSFPAun)
• captains fd switch (cptFD)
• first officers fd switch (foFD)

The reduced autopilot model has a total of 25 system variables among
which 12 variables correspond to the outputState variables attached to
the system logic tables. The other system variables are mainly integer
or floating point numbers.

7.4.2 Independent Subsystems

An independent subsystem is a set of tables that are the only tables
concerned with a subset of the system variables and that do not depend
on other system variables. Such independent subsystems can be analysed
separately since they do not interfere with the other logic tables. In
particular, these logic tables are independent of the rest.

Such an independent subsystem is the one composed of the two logic
tables captainsFdSystemTable and firstOfficersFdSystemTable, subsequently
referred to as the F/D subsystem. That limited subsystem corresponds
to an HVS with four states, two state-values (cpt and fo, one for each
outputState variable) and two commands (cptFD and foFD). Figure 7.16
shows the HVS of the F/D subsystem, with the corresponding minimal
full-control conceptual model.

The conceptual model is reduced to a single-state model, which
explains that no matter in which state the system is, both commands
are always possible and executing them lead to states with the same
behaviour. Moreover, the state-values are not necessary since they are
not used in the conceptual model, that is, cpt and fo have not to be
visible to the operator, for him to drive the system safely according to
the full-control property.

Since the F/D subsystem is not used by any of the other logic tables,
the only contribution that it can bring to the whole system model would
be a multiplication of the states of the system, those states being merged
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A
cpt = off
fo = off

B
cpt = on
fo = off

C
cpt = on
fo = on

D
cpt = off
fo = on

cptFD

cptFD

cptFD

cptFD

foFDfoFDfoFDfoFD

(a) System model of the subsys-
tem.

S0 cptFD, foFD

(b) Minimal full-
control conceptual
model.

Figure 7.16. Independent subsystem of the autopilot model which manages the F/D
(Flight Director) mode setting by the captain and first officer.

together anyway, in the conceptual model. For that reason, the F/D
subsystem is also ignored in the analysis of the autopilot case study,
reducing the number of considered logic tables to 11.

7.4.3 Reducing the Model

The full autopilot model, and also the version reduced to 11 logic tables,
are too large to be analysed by the techniques proposed in this thesis.
The main reason is related to the state explosion problem caused by
the large number of system variables with large domains. The explicit
approach used in this thesis, which requires the system to be completely
expanded, does not scale well. Either the ADEPT model is too large
for the HVS to be generated, or the obtained HVS is too large to be
processed.

To be able to analyse that ADEPT autopilot model with the tech-
niques proposed in this work, several solutions are possible. The ex-
periences presented in this section have been done by only considering
fragments of the whole system, as already introduced just here above.
Reduced models are obtained by only considering some logic tables, by
reducing the domains of some system variables and by omitting some
features that do not bring new behaviour but duplicate it for two different
units for the mach/knots switch, for example. The last choice will lead to
a suppression of input and output switches and columns of logic tables.



7.4. THE AUTOPILOT MODEL 227

In addition to reducing the size of the model, reducing the domain of a
variable can also eliminate some behaviour depending on the new domain
and the condition the variable is used in. For example, let suppose an
integer variable x that appears in one input switch and in one output
switch, as shown on Figure 7.17. Let also suppose that the initial value
of the variable is 0 and that its original domain is the range [−180; 180].
If the domain is, for example, reduced to the range [0; 25], any state
change that could have been triggered by the condition < 0 is removed
from the reduced model.

INPUTS
x

< 0

== 0

> 0

OUTPUTS
x

++

– –

Figure 7.17. Header of a logic table showing an integer variable x that appears in an
input and in an output switches.

Abstraction

Another common way that is used to reduce the size of a domain is to
eliminate non relevant behaviour as done in predicate abstraction [Gd97]
of the model. In such abstraction, the set of concrete values that a variable
can take is replaced by an approximate abstraction. For example, the
domain of the x variable presented in Figure 7.17 can be reduced to three
abstract values, following the following three predicates:

• neg(x) ⇐⇒ x < 0
• zero(x) ⇐⇒ x = 0
• pos(x) ⇐⇒ x > 0

When doing predicate abstraction, the states and transitions of the
original model are replaced by abstracted versions. Figure 7.18 shows
the abstract model corresponding to values of the x variable. Predicate
abstraction is an over-abstraction, meaning that additional behaviour
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is introduced, that is, all the traces that belong to the abstraction do
not correspond to a trace in the original model. Moreover, spurious
non-determinism can also be introduced by the abstract transitions,
such as visible on Figure 7.18. A direct consequence is that spurious fc-
determinism issues can be introduced in the model, making the analyses
more difficult, since it has to be checked whether the alerts for non-fc-
determinism are effectively present in the original model or not. That is
the major reason motivating the abstraction choice made in this work.

neg(x) zero(x) pos(x)

inc

dec

inc

dec

inc

dec

inc

dec

Figure 7.18. Abstract model contains spurious traces that introduce fc-determinism
issues.

7.5 Analysis

This section presents the analyses that have been performed on the au-
topilot case study. The first reduced model shows the role that inhibited
commands can play to reduce the size of the minimal full-control concep-
tual model. The second reduced model illustrates a situation where the
generation algorithms succeed to build a minimal full-control conceptual
model. This example also shows the role of visible system variables.
Finally, the last reduced model exhibits a potential mode confusion, and
thanks to the techniques proposed in this thesis, manages to identify
why it may happen.

7.5.1 Inhibited Command

The first considered fragment of the full model only covers a very small
fragment of behaviour. It consists in only one logic table, the airSpeedTar-
getSystemTable table, and is restricted to the knots mode, that is, only
three columns are taken into account. The logic table is used to manage
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the selection of the airspeed by the pilot. Three variables are involved in
this model fragment:

• selectedSpeedTarget for the selected speed target (selSpdTgt)

• airspeedTarget for the airspeed target (airSpdTgt)

• airspeedTargetOutput for the outputState of the table (airSpdTgtOut)

The two first system variables are integer numbers and have 250 as
initial value, and are ranging in the interval ]245, 246, · · · , 255[. They
have been limited between 248 and 252 knots in the reduced model, so
as to reduce the size of their domain to five different values, and to stay
around the initial value. Doing so does not reduce the behaviour covered
by the logic table since the two cases related to the selectedSpeedTarget
system variable are still covered with the reduced range. Moreover,
the alphabet of the system is composed of two commands (airspd� and
airspd	). Figure 7.19(a) shows the reduced airSpeedTargetSystemTable logic
table that has been used in this first experiment.

The HVS generated from the ADEPT table has nine states and six-
teen transitions, all being commands (meaning that there is no internal
transitions). Figure 7.20(a) shows the obtained HVS. Only the selected-
SpeedTarget and airspeedTargetOutput system variables are shown to keep
the figure readable. Indeed, both selectedSpeedTarget and airspeedTarget
always have the same value since, the last output switch is the only
one concerned with the update of airspeedTarget and makes both system
variables equal.

Considering that there is no state-values, that is, the value of the
three system variables is invisible to the user, a minimal full-control
conceptual model can be generated. Figure 7.20(b) shows the obtained
conceptual model which has five states and eight transitions. The system
cannot be further reduced since the two extreme states (S2 and S4) can
both only perform one of the two commands of the system, and they
must therefore be distinguishable. By propagation, all the other states
must also be separated and thus cannot be merged.

Analysing more carefully the logic table of the system shows that it
is in fact not well-formed. The situation where the operator executes
the airspd� command, while the value of the selectedSpeedTarget variable
is greater than 255, is not covered by the logic table. One solution
to solve that problem in order to get a smaller conceptual model is to
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0 1 2
L airspeedTargetSystemTable
INPUTS

L airspeedInterfaceActionTable.outputState
user rotates Airspeed selector knob clockwise •
user rotates Airspeed selector knob counterclockwise •
no action •

V selectedSpeedTarget
< 255 •
> 245 •

OUTPUTS
L airspeedTargetSystemTable.outputState
increase IAS airspeed target •
decrease IAS airspeed target •

V selectedSpeedTarget
++ •
– – •

V airspeedTarget
V selectedSpeedTarget • •

(a) Logic table of the reduced version.

3

•
•

(b)

Figure 7.19. A reduced version of the airspeed target system table which manages
the selection of the airspeed by the pilot. Only the behaviour related to knots has
been kept.

add one column with the two commands airspd� and airspd	, with the
selectedSpeedTarget switch empty and with an empty output part, so as to
define an inhibited event such as defined in Section 7.2.3. That additional
column is shown on Figure 7.19(b) on page 230.

Another solution to get a simpler conceptual model without changing
the structure of the system model is to make visible the value of the select-
edSpeedTarget variable. By doing so, the minimal full-control conceptual
model obtained is a single-state model as shown on Figure 7.21.

7.5.2 A First Conceptual Model

The first consequent fragment of the model that has been considered
covers four logic tables. In addition to the one used for the experiment
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A
out = knots
spd = 250

D
out = inc
spd = 251

H
out = dec
spd = 249

E
out = inc
spd = 252

G
out = dec
spd = 250

C
out = inc
spd = 250

I
out = dec
spd = 248

F
out = dec
spd = 251

B
out = inc
spd = 249

airspd�

airspd	

airspd�

airspd	 airspd	

airspd�

airspd	

airspd�

airspd� airspd	

airspd�

airspd	

airspd�

airspd	

airspd� airspd	

(a) HVS of the system (out corresponds to airspeedTargetOutput and spd to select-
edSpeedTarget).

S0 S1 S2S3S4

airspd� airspd�airspd� airspd�

airspd	airspd	 airspd	airspd	

(b) HVM of the minimal full-control conceptual model.

Figure 7.20. Reduced model of the autopilot only composed of the reduced air-
speedTargetSystemTable logic table of Figure 7.19, with the corresponding minimal
full-control conceptual model.

S0

[selSpdTgt < 252] airspd�

[selSpdTgt > 248] airspd	

Figure 7.21. Making the value of the selectedSpeedTarget visible to the operator
makes it possible to get a smaller full-control system abstraction.
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just described in the previous section, the three following logic tables
have been added, with some restrictions for the third one:

• lateralTargetSystemTable

• airspeedSystemTable

• lateralSystemTable (except scenarios where simulation is running)

Whereas the previous experiment is only concerned by behaviour
related to airspeed aspects, this experiment mixes behaviour related to
airspeed and lateral aspects.

Ten system variables are implicated in this fragment model, in addi-
tion to the three that were already present in the previous experiment.
Some of those variables have been additionally bounded, that is, their
values have been forced to stay in a fixed arbitrary interval.

• lateralDirection (latDir) and indicatedAirspeed (indAirspd) always have
the same value in that fragment of the model (respectively 180 and
250), since they are not updated by the selected logic tables
• lateralTarget (latTgt), selectedLateralTarget (selLatTgt) and preselected-

LateralTarget (preselLatTgt) are bounded between 178 and 182
• lateralTargetError (latTgtErr) is not bounded and selectedLateralTargetEr-

ror (selLatTgtErr) is bounded between −3 and 3
• The outputState variables for the three tables: lateralOutput (latOut),

lateralTargetOutput (latTgtOut) and airspeedOutput (airSpdOut)

The generated HVS has 7680 states and 66242 transitions and the
alphabet is composed of 9 commands. Among the transitions, 57545 are
labelled with commands and 8697 are internal τ -transitions. For the
first experiment, all the states of the HVS are labelled with the same
state-value, that is, none of the system variables are visible. The obtained
full-control conceptual model HVM has 25 states and 180 transitions.

The generation algorithm succeeded to generate a minimal full-control
conceptual model. It means that the system model is fc-deterministic,
and that the τ -transitions are not harmful for full-controllability. Looking
more carefully at the model reveals that there are in fact two kinds of
τ -transitions in this model: 3672 of them are τ -loops and the remaining
are all related to one particular value for the outputState variable of the
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lateralTargetSystemTable. Either the value of the lateralTargetOutput variable
is automatically changing to Lateral Target is Static, while the other system
variables are unchanged, or the value of lateralTargetOutput is and remains
Lateral Target is Static while some other system variables have changed.
Figure 7.22 illustrates those two last situations.

s
xxx

out = · · · (6= static)

s′
xxx

out = static

τ

(a)

s
xxx

out = static

s′
yyy

out = static

τ

(b)

Figure 7.22. Two kinds of internal transitions in the first experiment.

Since the lateralTargetOutput variable does not appear in any input
switch of the considered logic tables, states s and s′ corresponding to
the situation from Figure 7.22(a) can both execute exactly the same
actions, with the same resulting state. The consequence is that s and s′

are fc-compatible. The same observation can be done for the second kind
of τ -transition, but the fc-compatibility is this time a consequence of
the reduced range for the system variables, that makes the same actions
possible in s and s′.

Varying the Visible System Variables

Table 7.1 summarises experiments where different sets of visible system
variables have been chosen for the HVS, and the number of states and
transitions of the obtained reduced HVM.

• The two first examples show that making visible the latDir or
indAirspd system variables does not change the size of the generated
HVM. It is just a consequence of the fact that they always have
the same value, in this fragment of the model.
• Examples 3 to 5 make visible the airSpdTgt, selSpdTgt or both
system variables. Making so does reduce the number of states of
the generated HVM, and the reason is exactly the same as for the
fragment model analysed in the previous section. The five different
state-values correspond to the five possible values of the domain of
the system variables (248, 249, · · · , 252).
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The size of Lv is also 5 for the example 5 because both system
variables airSpdTgt and selSpdTgt always have exactly the same value.
• Examples 6 to 8 make visible the system variables related to the
lateral target. For the three examples, the visible system variable
induces five different state-values corresponding to the five possible
values of their domain (178, 179, · · · , 182).
• The example 9 makes visible all the system variables. The generated

HVM has only one state and 10270 transitions. The fact that the
generated mental model has only one state means that if the
operator can observe all the system variables, he can always know
whether a command can be performed, only by checking the state-
value of the current state, that is, the assignment of the visible
system variables. The situation is exactly the same with example
10 where all the system variables, except latDir and indAirspd, are
made visible. This is also a direct consequence of the fact that the
latDir or indAirspd system variables always have the same value.

Visible system variables |Lv| |SH | | →H |

1 latDir 1 25 180
2 indAirspd 1 25 180

3 airSpdTgt 5 21 180
4 selSpdTgt 5 21 180
5 airSpdTgt, selSpdTgt 5 21 180

6 latTgt 5 46 360
7 selLatTgt 5 146 1080
8 preselLatTgt 5 146 1080

9 All, except outputState variable 1425 1 10270
10 All, except outputState, latDir and indAirspd variables 1425 1 10270

Table 7.1. Number of different state-values and number of states and transitions of
the reduced HVM, for several situations where the sets of visible system variables are
different.

7.5.3 Analysing Mode Confusion

ADEPT models do not contain explicit information about modes, but
the outputState variables associated with the system tables represent in
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fact a mode information. It is therefore possible to check whether the
operator can always track the mode related to a system table, by using
the construction presented in Section 6.4. The mode associated with the
airspeedSystemTable and lateralTargetSystemTable both provoke a potential
mode confusion issue. Let us look more carefully at the potential mode
confusion related to the airspeedSystemTable. The outputState variable
corresponding to the system table can take four different values:

• Hold Current Airspeed (hold)
• Capture Airspeed Target (capture)
• Maintain Airspeed Target (maintain)
• Protect Airspeed Target (protect)

Executing a generation algorithm on the reduced model that has been
mode-completed fails with a situation that exhibits an fc-determinism
issue illustrated on Figure 7.23. The issue is that the state S’2480 can lead,
with the same action airspd, to two states that are not fc-compatible since
they do not belong to the same block in that step of the reduction-based
generation algorithm.

S’2480

S2112

S2616

S’2112

S’2616

airspd

airspd

o0

LNAV,
maintain

o0

hold

hold,
LNAV,
maintain

τ

τ

· · ·

· · ·

· · ·· · ·

· · ·· · ·

Figure 7.23. Situation exhibiting the fc-determinism issue indicating a potential mode
confusion situation. States S’2112 and S’2616 both also have the following commands,
leading to the same blocks: lattgt, lattgt�, lattgt	, latHOLD, airspd, airspd� and
airspd	.

Figure 7.24 shows the reduced airspeedSystemTable that has been used
in this experiment. Analysing the situation of Figure 7.23 shows that the
issue is that the S’2112 state is in the maintain mode whereas the S’2616
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state is in the hold mode. But, given the τ -transition going from S’2616
to S’2112, there is a potential mode confusion between maintain and hold
when the system is in the S’2616 state. That automatic mode change is
described by the column 1.

In order to solve the potential mode confusion, a solution is to make
some system variable visible so that the state-values of the two states
S’2112 and S’2616 are different which will imply that the 〈airspd, o1〉 trace
does not lead anymore from S’2480 to two states with different sets of
commands.

0 1 2 3 4
L airspeedSystemTable
INPUTS

V airspeedTarget
== airspeedTarget && (airspeedTarget - indicatedAirspeed) <= 5 && (airspeedTarget - indicatedAirspeed) >= -5) •
> indicatedAirspeed && (airspeedTarget - indicatedAirspeed) > 5 •
< indicatedAirspeed && (indicatedAirspeed - airSpeedTarget) > 5 •

V indicatedAirspeed
< Vmin •
<= Vmax && indicatedAirspeed >= Vmin • • •
> Vmax •

L airspeedInterfaceActionTable.outputState
user presses Airspeed selector knob •
no action • •

OUTPUTS
L airspeedSystemTable.outputState
Hold current Airspeed •
Capture Airspeed Target •
Maintain Airspeed Target •
Protect Airspeed Target • •

V selectedSpeedTarget
V indicatedAirspeed •
F minProtectSpeedTarget •
F maxProtectSpeedTarget •

V airspeedTarget
V indicatedAirspeed •
F minProtectSpeedTarget •
F maxProtectSpeedTarget •

Figure 7.24. A reduced version of the airspeed system table which manages the
selection of the airspeed by the pilot. Behaviour related to machs has been removed.
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Analysing the autopilot case study illustrates several elements. First
of all, it shows that the technique proposed in this thesis can be applied
to ADEPT models and therefore could be integrated in a tool targeted
to system designers. Of course, the semantics and translation algorithm
proposed in this work is only a first step towards such an integration.
Whereas the top-down direction from ADEPT models to HVSs has been
worked on, nothing yet has been performed on the bottom-up direction
that would allow to directly related results obtained by the generation
algorithms to the logic tables of the ADEPT model. Future work in this
direction also includes a more thorough analysis of how to define modes
and perform mode confusion analysis.



238 CHAPTER 7. THE AUTOPILOT CASE STUDY



Chapter 8
Conclusion

The research goal of this thesis is to develop a formal framework that
can be used to check whether a given system can be controlled by an
operator while avoiding potential automation surprises. Section 8.1
summarises the contributions of this work and assesses how they meet
the research goal. Section 8.2 draws up perspectives that may be explored
and studied to extend this work and to open new research directions.
Finally, Section 8.3 states a final word summarising this whole work.

8.1 Contributions of this Thesis

The starting point which triggered this work is the one by Degani et
al. [Deg04, HD07] that proposes a systematic approach to detect potential
mode confusion for a given system. Degani et al. themselves based their
work on previous work by Rushby et al. [Rus00, Rus02] but brought a
more general methodology supported by an algorithm that can be applied
to any system for which a model exists. Even though the approach of
Degani et al. is systematic and automatic, the focus is on potential mode
confusions and the framework is only concerned by a user, the machine
being operated and its user interface.

To meet the research goal of this thesis, several aspects necessary to
provide a formal analysis framework have been considered. Firstly, the
modelling of the elements playing a role in the interaction are considered
in Chapter 3. The chosen mathematical formalism is based on an enriched
version of labelled transition systems (LTS). The motivation for that
choice is to keep the formalism simple enough to decrease the complexity
of the analysis algorithms; while keeping it rich enough to be able to model
all the aspects relevant allows the analysts to identify the potential wrong
interactions to be captured. Since the focus is put on the behavioural

239
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aspects of the interaction in this work, LTS or any equivalent formalism
is a good choice since it focuses on the executed actions. Finally, enriched
LTS also makes it possible to have observable information on states. This
possibility makes it possible to have models that are closer to what the
designers are usually working with. It also eases the integration with
other formalisms such as statecharts and interactors, or with design
languages such as ADEPT tables.

A key aspect of this thesis, and around which all the contributions
are revolving, is the full-control property which characterises interactions
that are free of potential automation surprises. The definition of the
property and its precise characterisation are covered by Chapter 4. The
full-control property guarantees that there is a way for the operator to
know enough about the system to use it safely, that is, without being
surprised ever when using it. Having defined formally a property serves
the research goal in the sense that the property can be analysed rigorously.
A comparison of the full-control property with other existing properties,
mainly coming from the model-based testing of reactive systems field
had as outcome a trace characterisation of the full-control property and
a proposition of a variant of the full-control property.

Based on the full-control property, three algorithms used to analyse
system models are proposed and presented in Chapter 5. Those algo-
rithms automatically generate, from a given system model, a conceptual
model that allows full-control of the system. They are the corner stones
of this thesis, in the sense that they concretise the research goal. Thanks
to those algorithms, a formal methodology has been proposed to check
whether potential automation surprises can occur when interacting with
a system. If it is the case, the algorithms output feedback information
that can be used to redesign the system and otherwise, the algorithms
generate a minimal full-control conceptual model that can be used to
better understand the system and to produce training material.

The proposed formal framework has been put in context and showed
to be practically usable by system designers, based on small realistic
examples. Chapter 6 presents how the proposed techniques could be
used in the design process. Other examples that have already been
studied in the literature have also been analysed to validate the approach.
Those experiences are used to illustrate the fact that the full-control
property captures a good intuition of “controllability without surprises”
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of a system. Finally, Chapter 7 presents how the proposed techniques
can be used in relation with ADEPT, an existing tool dedicated to the
analysis of human-machine interactions. The goal was in fact double:
besides the integration of the proposed analysis techniques into ADEPT,
the ADEPT model of the autopilot is also used to assess how the proposed
techniques work with a realistic real-size problem.

8.2 Perspectives

There are many possible extensions to the work presented in this thesis.
A first is the integration of user task models into the analysis. A user is
interacting with a system with as main purpose to perform some tasks.
In addition to what is presented in Section 6.5, ideas for future work
around this thematic have also been proposed in [Com09]. The idea is to
have, in addition to the system and mental models, an operational model
that represents user tasks. Those user tasks may not be described with
the same abstraction level as the system and mental models. Therefore
a correct mapping between the actions must be performed, exploiting
action refinement used in model-based testing [vdBRT05], for example.

Another possible perspective is the study of the robustness of a con-
ceptual model to human errors. Analysing the impact on the interaction
when the operator deviates from a nominal behaviour helps to assess
whether a given system model is robust enough. For example, a relevant
analysis is to check whether the operator can recover from an error.
Research has already been done in the domain of analysing the effect of
a deviation from a task model [PS02, BB06]. A direction to be worth
investigation is to exploit mutation analysis [JH11, FDMM94, LDL09].
Given a system and a conceptual model allowing full-control of it, the
idea is to mutate the conceptual model and to examine what is the impact
on the controllability of the system. Existing mutation operators have
to be selected to be relevant to model human errors, and new operators
could also have to be defined.

There is also work to be done in the tool support for the techniques
proposed in this thesis. First of all, the translation from ADEPT models
to HVS is currently performed manually. However the translation is
systematic and could be automated. Such automation is necessary to
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consider the integration of the proposed framework with ADEPT. The
algorithms can also be improved for some of their parts. Indeed, the Paige-
Tarjan algorithms or the DFA-minimisation algorithms are examples
where the current implementation relies on naive versions which are not
necessarily the most efficient ones. The DFA-minimisation algorithm
could be improved with the approach described in [RHSJ94] or with the
L∗ algorithm as proposed in [PO99].

In order to make the proposed techniques scalable, another direction
of work could be to explore how conceptual models can be generated
compositionally. The idea would be to split the system model into
more or less independent parts, and then to find a way to recompose
the generated conceptual models to have one for the whole system.
One way to explore is to use measures such as the modularity [New06]
or other centrality indices [BE05] to identify independent parts of a
system. Another possible direction of investigation is compositional
model checking [CLM89].

Finally, another promising extension of this work is to consider the
integration of the proposed techniques in a real development process.
In a similar way as what has been proposed by Campos et al. [CHL04],
the generation algorithms could be used in the design process of a new
system. The generation algorithms can be run on the system candidate
of each design loop, to check whether there are potential automation
surprises that could occur. The output of the generation algorithm can
then be used in the next iteration of the design process. One another
way to use the generated minimal full-control conceptual model is to
compare different proposed system models for the same system. The
conceptual model can indeed be integrated in a metric, taking for example
the number of states, that aims at providing a score to the systems to
compare them.

8.3 Final Word

The work presented in this thesis is a new branch of a tree initiated in
the mid-1980s. At that time, researchers investigated the use of formal
methods to analyse behavioural aspects of human-machine interactions.
In the beginning, researchers were focused on the formal and rigorous
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analysis of existing accidents. Then, with Rushby et al., a first step
towards automation of the analyses was made. Systems implied in
accidents were modelled formally and automatically analysed with model-
checking techniques. Whereas the approach of Rushby et al.[Rus02] was
specific to every analysed accident, but systematic, Degani et al.[DH02]
pioneered the domain by bringing a generic approach. They proposed an
analysis framework, based on statecharts, that is able to automatically
generate user interface for given systems. The work of this thesis started
a new branch based on the one of those two groups of researchers. The
new branch grew by getting even more general and by providing a solid
and rigorous formal base on top of which a formal methodology to analyse
potential automation surprises in human-machine interactions, and in
particular mode confusion, has been developed and is proposed in this
thesis.
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Appendix A
Abbreviations and Acronyms

ACM Association for Computing Machinery
ASF Action-State-Feedback structure
ADEPT Automation Design and Evaluation Prototyping Toolset
BFS Breadth-First Search
CCS Calculus of Communicating Systems
CSP Communicating Sequential Processes
CTL Computation Tree Logic
CTT ConcurTaskTress
DFS Depth-First Search
EDT Event-Dispatching Thread
EOFM Enhanced Operator Function Model
FSM Finite State Machine
GUI Graphical User Interface
HAI Human-Automation Interaction
HCI Human-Computer Interaction
HMI Human-Machine Interaction
HMI-LTS Human-Machine Interaction Labelled Transition System
HVM HMI state-Valued Mental model
HVS HMI state-Valued System model
ICO Interactive Cooperating Object
ISP Internet Service Provider
JPF Java Pathfinder
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LTL Linear Temporal Logic
LTS Labelled Transition System
MAL Modal Action Logic
MMI Man-Machine Interaction
MSC Message Sequence Chart
MTS Modal Transition System
NASA National Aeronautics and Space Administration
OFM Operator Function Model
PN Petri Net
SMV Symbolic Model Verifier
UAN User Action Notation
UML Unified Modeling Language



Appendix B
List of System Examples

Boeing 777 Autopilot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Chocolate Vending Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Extended Vending Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Microwave oven . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Simple FM radio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
Simple Lamp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Simple Vending Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
TV Decoder (part of) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
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Appendix C
Algorithms

C.1 Full-control Property Check

In order to be able to compare the sets of possible actions efficiently, the
system model should be preprocessed with a τ∗-completion, as described
in Section 5.4.1. That preprocessing implies that the interaction model
may have more than one initial state and so the set S of the algorithm
must be initialized with {(s, s0H ) | s ∈ (s0S after ε)}.

Algorithm 5: Full-control property check algorithm.
Input: S = 〈SS ,Lc,Lo, s0S ,→S ,Ls,O〉 a system model
Input: H = 〈SH ,Lc,Lo, s0H ,→H ,Ls〉 a mental model
Output: true if (H fcS) and false otherwise
S ← [(s0S , s0H )]
while not isEmpty (S) do

(s, h)← removeF irst (S)
if not Ac(s) = Ac(h) ∧Ao(s) ⊆ Ao(h) then

return false

mark (s, h) as visited
foreach (s, τ, s′) ∈→S do

if not (s′, h) is visited then
addLast (S, (s′, h))

foreach (s, α, s′) ∈→S s.t. (h,O(s), a, h′) ∈→H do
if not (s′, h′) is visited then

addLast (S, (s′, h′))

return true
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C.2 Identification of Pairs of Compatible State

The set of pairs of compatible states is necessary to be able to build a
consistent DFA for a given 3DFA. The algorithm starts by initialising
an implication table and then performs iterations until the table reaches
fixed point.

Algorithm 6: Identification of pairs of compatible state.
Input: C = 〈Σ, S, s0, δ, Acc,Rej,DC〉, a 3DFA
Output: Comp ⊆ S × S, the set of pairs of compatible states
I ← new_implication_table(S)
foreach X ∈ S do

foreach Y ∈ S do
if (X ∈ Acc and Y ∈ Rej) or (X ∈ Rej and Y ∈ Acc) then

mark I(X,Y ) as incompatible
else

mark I(X,Y ) with {(X ′, Y ′) ∈ S × S | (X,Y ) α−−→ (X ′, Y ′)
∧ (X ′, Y ′) 6= (X,Y ) ∧X ′ 6= Y ′}

while not I is stable do
foreach I(X,Y ) do

if not (I(X,Y ) is compatible or I(X,Y ) is incompatible) then
if ∃(X ′, Y ′) ∈ I(X,Y ) with I(X′,Y ′) is incompatible then

mark I(X,Y ) as incompatible
else if ∀(X ′, Y ′) ∈ I(X,Y ) : I(X′,Y ′) is compatible then

mark I(X,Y ) as compatible

return {(X,Y ) | I(X,Y ) is compatible}
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C.3 Identification of Compatibles

From a set of pairs of compatible states, that can be represented as an
implication table, a set of compatibles must be computed in order to
build a consistent DFA for a given 3DFA. The idea is to find the set
whose elements are the largest sets of states with all the pairs of states
being compatible.

Algorithm 7: Identification of compatibles.
Input: I, an implication table over S
Output: Comp ⊆ 2S , the set of compatibles
L← {S}
foreach X ∈ S do

foreach E ∈ L do
if X ∈ E then

L← L \ {E}
L← L ∪ {E \ {X}} ∪

{
E \ {Y ∈ S | I(Y,X) is incompatible}

}
eliminate_redundant_elements(L)

return L

C.4 3NFA-completion Completion

An HMI-LTS can be completed for missing transitions so that every
action of the alphabet is possible from any state. The result that is
computed by the completion is a 3NFA.

Algorithm 8: HMI-LTS 3NFA-completion.
Input: S = 〈SS ,Lc,Lo, s0S ,→S〉, an HMI-LTS
Output: N = 〈Σ, S, s0N , δ, Acc,Rej,DC〉, a 3NFA
foreach s ∈ SS do

foreach a ∈ L \A(s) do
if a ∈ Lc then
→S ← {(s, a,Π)}∪ →S

else
→S ← {(s, a,∆)}∪ →S

return 〈L, SS ∪ {Π,∆}, s0S ,→S , SS , {Π}, {∆}〉
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C.5 3NFA Determinisation

A 3NFA can be determinised in order to obtain a 3DFA. The algorithm
is very similar to the classical subset construction used for DFAs, except
that rules have to be defined for classifying the states of the determinised
model as Acc, Rej or DC states.

Algorithm 9: 3NFA determinisation.
Input: N = 〈Σ, SN , s0N , δN , AccN , RejN , DCN 〉, a 3NFA
Output: C = 〈Σ, SC , s0C , δC , AccC , RejC , DCC〉, a 3DFA
s0C ← s0N after ε
L← {s0C}
while not isEmpty (L) do

sC ← removeElem (L)
SC ← SC ∪ {sC}
if Π ∈ sC then Rej ← {sC}
else if ∃s′C ∈ sC : s′C ∈ Acc then Acc← {sC}
else DC ← {sC}
foreach α ∈ A(sD) do

s′C ←
⋃
s∈sC

safterα
δC ← {(sC , α, s′C)} ∪ δC
if not s′C ∈ SC then addElem (L, s′C)

return 〈Σ, SC , s0C , δC , Acc,Rej,DC〉



Glossary

action guards
An action guard is a condition that is on the transition of an HVM
to indicate that an operator will only perform the transition if the
state-value of the current state of the system satisfies the condition.

commands
A command is an action that is executed by the user on the system.
It corresponds to an input from the system point of view. They are
referred to as observed events by Degani et al. and as commanded
state transitions by Javaux.

conceptual model
The conceptual model refers to a formal model that represents a
model of the system that has to be communicated to the operator.
In particular, it refers to the user’s model as defined by Norman. In
this thesis, it refers to the “perfect mental model” that is generated
from the system model by the proposed generation algorithms.

enabled actions
Enabled actions are visible actions that are directly available, that
is with a strong transition.

environment
The environment refers to any element that is external to the
system, its interface and the operator and that can influence the
interaction between the operator and the system.
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HMI state-valued mental model
HVM are enriched version of HMI-LTS used to model mental
models in this work. They are characterised by action guard on
their transitions.

HMI state-valued system model
HVS are enriched version of HMI-LTS used to model system models
in this work. They are characterised by state-values attached to
their states.

human-machine interaction labelled transition systems
HMI-LTSs are enriched version of LTS used to model system and
mental models in this work. They are characterised by their actions
that can be commands, observations or internal actions. They are
equivalent to LTS/IO and similar to IOTS.

interface
The interface refers to the communication channel that lies between
the operator and the system. This thesis considers that it is part
of the system model.

internal actions
An internal action is one that takes place in the system without
being triggered not observed by the user. Since the user cannot
distinguish them, they are all denoted with the same symbol τ .
They are referred to as unobserved events by Degani et al.

mental model
The mental model refers to a formal model representing the be-
haviour of the system, as it lies in the mind of its operator. The
mental model can evolve over time as the operator is gaining addi-
tional experience and information about the system. Then mental
model is not to be confused with the conceptual model.

observations
An observation is an action that is executed autonomously by the
system without any intervention of the user, but he can observe
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it. It corresponds to an output from the system point of view.
They are referred to as observed events by Degani et al. and as
uncommanded state transitions by Javaux.

possible actions
Possible actions are visible actions that may be available, that
is, are either directly available or become so after a sequence of
internal transitions.

state-values
A state-value is an observation that can be done on the current
state of the system.

system model
The system model refers to a formal model of the behaviour of the
system. In this thesis, they are described with HMI-LTSs or HVSs.

training material
The training material refer to any artifact that is used by an
operator to learn how to use a given system. It is a kind of
abstraction of the behaviour of the system.
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Subset construction, 65
Suspension trace, 121
Symbolic Analysis Laboratory, 47
Symmetric Full-control, 191
Synchronous parallel composition, 67
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System, 14
Completion, see Completion
Input-enabled, 84
Observable, 20
Predictable, 20

System image, 18
System model, 16
System variable, 206

Task-supporting property, 189
Teacher, 148
Temporal Logic

CTL, 21
Temporal logic

LTL, 21
Testing preorder, 118
Theorem prover

Coq, 22
HOL, 22, 40
Otter, 22

Theorem proving, 22
Therac-25, 45, 161
Thimbleby, Harold, 32
Three-Valued Deterministic Finite Au-

tomaton, 129
Three-Valued Non-deterministic Finite

Automaton, 137
Timer, 207
Tool

ADEPT, 197
CPN tool, 44
IVY, 38
Petshop, 44

Trace, 59
Accepting, 134, 154
Don’t care, 134, 154
Empty, 59
Quiescent, 121
Rejecting, 134, 154
Set of, 59
Suspension, 121

Trace equivalence, 22

Trace preorder, 116
Training manual, 172
Training material, 18, 171
Transition, 58

Commanded, 49
Destination, 59
Source, 59
Strong, 59
Uncommanded, 49
Weak, 59

Transition scenario, 48
Tretmans, Jan, 84
TV decoder, 178

UAN, see User Action Notation
UI component, 206
Usability, 19
Usability property, 32, 36

Feedback, 36
Navigability, 32

User, 14
User Action Notation, 43
User behaviour model, 39, 46
User interface, 50
User task model, 188
User’s model, 18
User’s task, 43, 187
User’s tasks, 17

VCR, see Video-Cassette Recorder, see
Video-Cassette Recorder

Vehicle Transmission System, 4, 161
Video-Cassette Recorder, 162, 220
VTS, see Vehicle Transmission Exam-

ple, see Vehicle Transmission
System

XMI, 170


