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ABSTRACT

We introduce an effective technique to enhance night-time hazy scenes. Our technique builds on multi-scale fusion approach that use several inputs derived from the original image. Inspired by the dark-channel [1], we estimate night-time haze computing the airlight component on image patch and not on the entire image. We do this since under night-time conditions, the lighting generally arises from multiple artificial sources, and is thus intrinsically non-uniform. Selecting the size of the patches is non-trivial, since small patches are desirable to achieve fine spatial adaptation to the atmospheric light, this might also induce poor light estimates and reduced chance of capturing hazy pixels. For this reason, we deploy multiple patch sizes, each generating one input to a multiscale fusion process. Moreover, to reduce the glowing effect and emphasize the finest details, we derive a third input. For each input, a set of weight maps are derived so as to assign higher weights to regions of high contrast, high saliency and small saturation. Finally the derived inputs and the normalized weight maps are blended in a multi-scale fashion using a Laplacian pyramid decomposition. The experimental results demonstrate the effectiveness of our approach compared with recent techniques both in terms of computational efficiency and quality of the outputs.

Index Terms— night-time, hazy, dehazing, multi-scale fusion

I. INTRODUCTION

Capturing good quality outdoor images poses interesting challenges since such scenes often suffer from poor visibility introduced by weather conditions such as haze or fog. The process dehazing has been tackled using such information as rough depth [2] of the scene or multiple images [3]. More recently, several techniques [4], [5], [6], [7], [8], [9], [10], [11], [12], have introduced solutions that do not require any additional information than the single input hazy image.

While the effectiveness of these techniques has been extensively demonstrated on daylight hazy scenes, they suffer from important limitations on night-time hazy scenes. This is mainly due to the multiple light sources that cause a strongly non-uniform illumination of the scene. Night-time dehazing has been addressed only recently [13], [14], [15]. Pei and Lee [13] estimate the airlight and the haze thickness by applying a color transfer function before applying the dark channel prior [11], [15] refined iteratively by bilateral filtering as a post-processing step. The method of Zhang et al. [14] estimates non-uniform incident illumination and performs color correction before using the dark channel prior. Li et al. [15] employ an updated optical model by adding the atmospheric point spread function to model the glowing effect. A spatially varying atmospheric light map is used to estimate the transmission map based dark channel prior.

We introduce a different approach to solving the problem of night-time dehazing. We develop the first fusion-based method of restoring hazy night-time images. Image fusion is a well-known concept that has been used for image editing [17], image compositing [18], image dehazing [9], HDR imaging [19], underwater image and video enhancement [20] and image decolorization [21]. The approach described here is built on our previous fusion-based daytime dehazing approach [9] that has been recently extended by Choi et al. in [22].

To deal with the problem of night-time hazy scenes (refer to Fig. 1), we propose a novel way to compute the airlight component while accounting for the non-uniform illumination presents in nighttime scenes. Unlike the well-known dark-channel strategy [16] that estimates a constant atmospheric light over the entire image, we compute this value locally, on patches of varying sizes. This is found to succeed since under night-time conditions, the lighting results from multiple artificial sources, and is thus intrinsically non-uniform. In practice, the local atmospheric light causes the color observed in hazy pixels, which are the brightest pixels of local dark channel patches. Selecting the size of the patches is non-trivial since small patches are desirable to achieve fine spatial adaptation to the atmospheric light, it might also lead to poor light estimates and reduced chance of capturing hazy pixels. For this reason, we deploy multiple patch sizes, each generating one input to the multi-scale fusion process. Our fusion approach is accomplished in three main steps. First, based on our airlight estimation using different sizes of the patches we derive the first two inputs of the fusion process.
approach. To reduce the glowing effect and emphasize the finest details of the scene, the third input is defined to be the Laplacian of the original image. In the second step, the important features of these derived inputs are filtered based on several quality weight maps (local contrast, saturation and saliency). Finally the derived inputs and the normalized weight maps are blended in a multi-scale fashion using a Laplacian pyramid decomposition of the inputs and a Gaussian pyramid of the normalized weights.

The experimental section describes testing of our technique on a large set of different night-time hazy scenes. The results demonstrate the efficacy of our approach as compared to recent competitive techniques both in terms of computational efficiency and quality of the outputs.

II. AIRLIGHT ESTIMATION ON NIGHT-TIME HAZY SCENES

This section explains how the atmospheric factors affecting the image formation process can be estimated from night-time images formed in the presence of non-uniform (artificial) lightning. Sections II-A and II-B survey the previous art, while Section II-C introduces two original contributions.

II-A. Observation model

Due to atmospheric particles that absorb and scatter light, only a fraction of the radiance from a scene point reaches the observer. Koschmieder’s model [23] is a relevant description of atmospheric effects caused by weather on the observer. In short, it states that the light intensity I at each image coordinate x is the result of two main additive components - direct transmission D and airlight A:

\[ I(x) = D(x) + A(x) \]

where J is the scene radiance or haze-free image (estimated, which would reach the observer unaltered in absence of atmospheric effects), T is the transmittivity along the cone of vision and \( A_\infty \) is the atmospheric intensity, resulting from environmental illumination.

II-B. Dark channel prior

In Koschmieder’s model, the transmission map \( T(x) \) is directly related to the depth of the scene. For homogeneous medium, \( T(x) = e^{-\beta d(x)} \) where \( \beta \) is the medium attenuation coefficient due to scattering, and d is the distance between the observer and the considered surface.

Following [16], and adopt the well-known dark channel (DC) prior to estimate \( T(x) \) without resorting to depth estimation. The DC prior assumes that natural objects have a weak reflectance in one of the color channels (the direct radiance is small, or dark, in at least one of the R, G, B color channels [24]), while the atmospheric intensity conveys all colors (the haze looks grey or white, i.e. all components in \( A_\infty \) are significant). Hence, assuming that \( A_\infty \) is known (we discuss estimation of it later), then \( T(x) \) can be directly estimated from the weakest color (relative to atmospheric color) over a neighborhood of x. Formally, under the assumption that \( \min_{y \in \Omega(x)} \left( \min_{c \in \{r,g,b\}} J^c / A_\infty^c \right) = 0 \), Koschmieder’s model states that:

\[ T(x) = 1 - \min_{y \in \Omega(x)} \left( \min_{c \in \{r,g,b\}} \frac{T^c}{A_\infty^c} \right) \tag{2} \]

where \( A_\infty^c \) is the component of the atmospheric light associated with color c, and \( \Omega(x) \) represents a local patch centered at x.

II-C. Atmospheric intensity estimation

Early methods estimated the atmospheric intensity as the color vector having the highest intensity pixel [5]. This choice was motivated by the white appearance of haze in day-time scenes. Such estimate could however fail, e.g. on a white object instead of a hazy pixel. To circumvent this problem, the authors of [16] proposed to estimate the atmospheric intensity using the most haze-opaque pixels. These are defined as the ones having the brightest dark channel, i.e as the ones maximizing \( I_{DC}(x) = \min_{\eta \in \Omega(x)} (\min_{c \in \{r,g,b\}} T^c(y)) \), where r, g, b denote the R,G,B color channels.

This estimator works well on day-time scenes, but suffers from two weaknesses when applied to night scenes (see Fig. 2). First, it globally estimates the atmospheric intensity, over the entire picture, whereas the night-scenes are characterized by artificial and spatially non-uniform environmental illumination. Second, by maximizing the minimum over the set of color channels, their method finds those locations taking large values in all channels. It thus implicitly assume that the atmospheric intensity is reasonably white, which is the case in day-time scenes, but is not necessarily true of night-scenes which can present strongly colored lighting.

![Fig. 2. Rough dehazing of night-time scenes. Designed for day-time dehazing, the well-known dark channel [16] has important limitations on night scenes because it uniformly estimates the airlight constant. As may be observed, our patch-based estimate (also not refined) of the airlight component is more appropriate for the night-time hazy scenes. In particular, color and details that are close to light sources are better enhanced. By simply replacing these estimates in the model equation results in some rough dehazing outputs.](image)
relevance. Here, all results have been generated using patches $\Psi$ twice the size of $\Omega$.

Figure 3 compares the atmospheric intensity estimated by global and local strategies. Local estimation appears to capture the major changes arising from environmental illumination, while the global approach does not. More importantly, the bottom, rightmost pictures reveal the benefit of computing each atmospheric intensity component independently, compared to searching for the location in $\Psi(x)$ maximizing the minimum over the 3 color channels, as a straightforward locally adaptive extension of [16] would do. We also observe that the image reconstructed estimated by our local method of the atmospheric intensity is of better appearance (both in color and details) those resulting from local estimation obtained based on joint processing of the color channels.

Finally, it is worth noting that, when $\Psi(x)$ is defined to cover the entire image, our method reduces to a global estimator. Interestingly, in this case, Fig. 4 reveals that the global estimate of $A^*_\infty$ derived by maximizing $\min_{y \in \Omega(x)} (\mathcal{I}^c(y))$ over the entire image is quite similar to the one proposed in [16] for day-time scenes. Hence, our proposed estimator may be regarded as a night-friendly generalization of the concepts introduced in [16].

III. FUSION PROCESS

While a significant degree of picture enhancement is obtained using the above described local estimation procedure in the optical model, important artifacts arise at and around patch transitions, where color shifting and glowing defects are visible. Moreover, as detailed below, the choice of patch size could result in poor quality output images owing non-uniformity of the airlight in nighttime scenes. To solve this problem we propose a multi-scale fusion approach which can effectively and seamlessly enhance hazy nighttime images.

III-A. Inputs

Our fusion technique is a single image-based approach that uses several inputs from the original hazy image. In the first stage we employ the strategy previously described that locally estimates the airlight values. An important problem that arises is how to choose the optimal size of the patch in order to be able to deal with the case where multiple light sources are contained within the same patch. Selecting a size that is too small risks improper haze removal, effects of diffusely distributed light from a source may not be included in that patch.

Fig. 5. Derived inputs and corresponding normalized weight maps.

By choosing a too large patch size the haze is better removed, but as may be seen in Fig. 3 the color might be shifted, the influence of the airlight might not be entirely removed and some details may remain poorly restored.

Based on this observations, we derive a first and a second input based on our airlight estimation using different patch sizes. The first input is computed using a small patch size (e.g. $20 \times 20$) for an image of size $800 \times 600$, thereby preventing estimation of the airlight from multiple light sources. However this input is characterized by an important loss of global contrast and chroma. We solve this limitation by computing a second input using larger patches (e.g. $80 \times 80$ for an image of size $800 \times 600$). This derived input considerably improves the global contrast, since it removes a significant fraction of the airlight. The transitions between neighboring patches is smoothed using a simple gaussian filter. When more than one light source is included in the region of interest, a winner take it all procedure decides which light source estimates the airlight.

However, as shown in Fig. 5 glowing effects are still visible in the derived inputs. To reduce such undesired effects we derive a third input which is the discrete Laplacian of the original image. This input makes it possible to enhance the finest details that are transferred to the fused output.

Fig. 4. Airlight estimation. Our global airlight estimate $A^*_\infty$ derived by maximizing $\min_{y \in \Omega(x)} (\mathcal{I}^c(y))$ over the entire image, appears to be quite similar to the atmospheric intensity estimated by He et al. [16], from the brightest region of the dark channel (depicted by green rectangles). The red rectangles show that, in daytime scenes, the two approaches equally reject the high image intensity locations that are not relevant regarding airlight estimation. He et al. [16] method rejects them because the prior is dark in those regions, our strategy because $I_{MIN}$ gets darker than the initial image in those regions that are not subject to intense airlight illumination. Since $I_{MIN}$ does not make any implicit assumption about the whiteness of the atmospheric illumination, it is more general than [16], especially in presence of artificial colored lighting.
Inspired by our previous fusion dehazing approach [9], we derive three weight maps to ensure that regions of high contrast or of high saliency will receive greater emphasis in the fusion process.

**Local contrast weight** estimates the amount of local variation of each input and is computed by applying a Laplacian filter to the luminance of each processed image. This indicator has been used in applications such as tone mapping [19] and assigns high values to edges and texture variations.

**Saturation weight map** controls the saturation gain in the output image. This factor is motivated by the fact that humans generally prefer images characterized by a high level of saturation. This measure is computed as the standard deviation across channels at each coordinate.

**Saliency weight map** highlights the most conspicuous regions of an image compared with their surroundings. Using the well-known saliency technique of Achanta et al. [25], this weight map is computed as a difference between a Gaussian smoothed version of the input and its mean value.

### III-B. Weight maps

**The fused result R** is processed by summing the contributions from all the computed levels of the pyramid:

$$R(x) = \sum_l R_l(x) \cdot t^d$$  \hspace{1cm} (5)

where $t^d$ is the upsampling operator with factor $d = 2^{l-1}$.

### IV. RESULTS AND DISCUSSION

We extensively tested our approach using the recent image dataset introduced in [15] that contains various quality and formats of images taken of night-time scenes. We compared our method with the recent night-time dehazing techniques of Zhang et al. [14] and Li et al. [15] and also with the day-time dehazing methods of Ancuti and Ancuti [9] and Fattal [10]. For all the results we used the original code provided by the authors on their webpages.

While Fig. 6 demonstrates limitations of day-time dehazing techniques when applied to night-time hazy images, Fig. 7 directly compares our approach with the recent specialized techniques of Li et al. [15] and Zhang et al. [14]. The method of Li et al. [15] tends to darken the original image and to over-amplify colors in some regions. On the other hand, as compared with our approach, the strategy of Zhang et al. [14] is less robust to the the glowing effect and may introduce color artifacts.

Moreover, our approach has the advantage of simplicity and computational efficiency. Our unoptimized Matlab implementation processes an $800 \times 600$ image in less than 4 seconds. The method of Li et al. [15] computes results on a similar image in more than 30 seconds while the method of Zhang et al. [14] requires a similar computation as He et al. [1] (approx. 20 seconds per image).

<table>
<thead>
<tr>
<th></th>
<th>yellow</th>
<th>white</th>
<th>brown</th>
<th>red</th>
<th>blue</th>
<th>green</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fattal</td>
<td>21.10</td>
<td>23.94</td>
<td>15.43</td>
<td>20.71</td>
<td>15.12</td>
<td>15.77</td>
<td>18.68</td>
</tr>
<tr>
<td>Ancuti</td>
<td>17.75</td>
<td>15.82</td>
<td>13.49</td>
<td>19.16</td>
<td>14.01</td>
<td>17.01</td>
<td>16.20</td>
</tr>
<tr>
<td>Zhang et al.</td>
<td>21.20</td>
<td>23.21</td>
<td>21.30</td>
<td>20.10</td>
<td>15.58</td>
<td>12.66</td>
<td>18.98</td>
</tr>
<tr>
<td>Li et al.</td>
<td>19.90</td>
<td>22.21</td>
<td>16.94</td>
<td>23.38</td>
<td>17.69</td>
<td>21.09</td>
<td>20.35</td>
</tr>
<tr>
<td>Our method</td>
<td><strong>27.33</strong></td>
<td><strong>30.04</strong></td>
<td><strong>18.58</strong></td>
<td><strong>23.21</strong></td>
<td><strong>17.59</strong></td>
<td><strong>17.60</strong></td>
<td><strong>22.40</strong></td>
</tr>
</tbody>
</table>

Table 1. Evaluation of the results in Fig. 7 based on the PSNR values computed as an average on RGB components for each of the 6 colors of the reference palette.

We also performed a quantitative evaluation using the pair of images provided by Zhang et al. [14]. On the left side of the top row of Fig. 7 is shown the reference color palette and the night-time hazy image containing the same palette. We processed this input image using several different dehazing techniques [9], [10], [14], [15] and computed the PSNR values for each of the 6 colors (shown in Table 1). As can be seen, our approach generally performs better in terms of PSNR compared with the other techniques.
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