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ABSTRACT

In this paper we present a generic, flexible and robust approach for an intelligent real-time visual surveillance system. The proposed architecture integrates advanced video analysis tools, such as segmentation, tracking and events detection. The goal of these advanced tools is to provide help to operators by detecting events of interest in visual scenes. The approach is new because it is a seamless collaboration of many processing techniques from image space to dynamic scene space. We describe thoroughly an important section the vision system and prove its intrinsic modularity. The system is then demonstrated in an antiterrorist scenario of automatic detection of events in public facilities. A performance evaluation of the system is performed.
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ABSTRACT

In this paper we present a generic, flexible and robust approach to the development of an intelligent real-time visual surveillance system. The proposed architecture integrates advanced video analysis tools, such as segmentation, tracking and events detection. The goal of these advanced tools is to provide help to operators by detecting events of interest in visual scenes. The approach is new because it is a seamless collaboration of many processing techniques from image space to dynamic scene space. We describe thoroughly an important section the vision system and prove its intrinsic modularity. The system is then demonstrated in an antiterrorist scenario of automatic detection of events in public facilities. A performance evaluation of the system is performed.

1. INTRODUCTION

Video security is becoming more and more important today, as the number of installed cameras can attest. Examples of challenging applications [1] are monitoring metro stations [2] or detecting highways traffic jam, detection of loitering in public facilities such as airports, there is a risk of terrorist attack by abandoning a bag or an object containing a bomb. The interest of detecting without delay such a situation might permit to avoid an explosion. In this paper we present a visual surveillance system that is set up for automatic detection of such unattended objects.

The work reported here has both research and commercial motivations. Our goals are first to obtain an efficient system that can meet the strong CCTV industrial requirements and second to have a development platform that allows researchers to imagine and test new vision algorithms. Such a system must for example include evaluation facilities, such as [3]. We report here an evaluation of the system with a wide range of sequences.

The paper is organized as follows: section 2 describes the global system and its main characteristics; section 3 goes deeper in the understanding of the vision system. Section 4 is devoted to performance evaluation of the system and section 5 concludes and indicates future work.

2. OVERALL SYSTEM OVERVIEW

The global architecture system [4] is composed of heterogeneous computers and cameras connected together through a network. A human computer interface and a storage space are also plugged onto this system. An easy-to-use and manual tool for camera calibration and other contextual data has been developed. In order to test and benchmark our algorithm on recorded particular sequences, a general video streams player was added.

3. VISION SYSTEM DESCRIPTION

The architecture of the vision part of the system is divided in three main levels of computation that achieve the interpretation (cf. Figure 1):

- Image level (image filtering, background evaluation and segmentation): Section 3.2
- Blob level (description, blobs filtering, matching, tracking description and filtering): Sections 3.3, 3.4 and 3.5
- Event level (tracking analysis, finite state machine, performance evaluations): Section 3.6

3.2. Pre-processing and segmentation

After acquisition, the current image is filtered in the pixel domain to decrease the spatial high frequency noise (convolution with a Gaussian kernel). The image is then downsized to reduce the need in computational resource of the segmentation process.

Many reference image models could be used for representing the background as they are implemented in the system. However, the segmentation used in the present application is based on the model developed in [5]. Basically the background is modeled as a mixture of Gaussians for each pixel. It is quite robust to common noises as monitor flatter or branches moving in trees.

3.3. Blobs description and filtering

The aim of blobs description and filtering is to make the interface between segmentation and tracking and simplify the information. The description process translates video data into a symbolic representation (descriptors). The goal is to reduce the amount of information to what is necessary for the tracking module.

The description process calculates, from the image and the segmentation results at time \(t\), the \(k\) different observed features \(f_{\tau}^{\kappa}\) of a blob \(i\): 2D position in image, 3D position in the scene, outstanding box, mean RGB color, 2D visual surface, inertial axis of blob shape, extreme points of the shape, etc. At this point there is another filtering process to remove small blobs, blobs in an area of the image not considered, etc.

Other model-based vision descriptors could be also integrated for specific application as vehicle or human 3D model parameters.
3.4. Tracking algorithm

The tracking part of the system is flexible and fully parametrical. The set up should be done for a trade off between computational resources and needs of robustness. It is divided in four steps that follow a straightforward approach:

- Estimator,
- Cost matrix,
- Matching decision(s),
- Tracks update(s).

For some matching algorithms (e.g. Multiple Hypothesis Tracking [6]) there are multiple matching decisions. Thus, there are multiple predictions and cost matrices if the last matching decision was not unique. The Figure 2 explains briefly the architecture of the tracking.

For each blob from the precedent frame splits in two blobs are true, there are two links, thus the blob is a Boolean matrix where computes the time of life of every blob of a track (i.e. the when there is no link between blob j in current frame and blob j in precedent frame and true when there is a link. (E.g. if M_{ij} and M_{ik} are true, there are two links, thus the blob j in precedent frame splits in two blobs i and k in current frame). From a given cost matrix, there are many potential hypothesis matrices for the real matching matrix [6]. Three algorithms can be executed: FMHM (full multi-hypothesis matching) and LMHM (light multi-hypothesis matching) and VSM (very simple matching). Note that for each iteration, one can permute the matching algorithm by another.

- FMHM: all hypothesis of matching are tested, the K best global hypothesis are kept. It takes a lot of computation time. E.g.: from the K best global previous hypothesis in a case of 6 blobs per frame, the number of hypothesis to test is K x 2^{66}.
- LMHT: It reduces the number of matching hypothesis matrix. For a given blob in current image, it only performs matching hypothesis between the N blobs in precedent image which have the lowest costs.
- VSM: This should be the simplest matching algorithm. Every blob from the precedent frame is matched to it nearest blob (lowest cost) in the current frame. Furthermore every blob from the current frame is matched to his nearest blob in the precedent frame. However if the cost between two blobs exceeds a threshold, the match is removed.

3.5. Tracking description and filtering

The aim of the tracking description and filtering is to present the tracking info to the tracking analysis. It simplifies and complements the output of the core tracking (matching data). It computes the time of life of every blob of a track (i.e. the duration of the track from apparition to the specify blob), the time before dead (i.e. the duration of the track to disappearance of the specify blob). It also describes a segment of track restricted in a small area as a stopped object.

At the tracking description output, the tracking filtering is processed. It is as much as necessary as the other filters of the vision system. As usual the filter is used to remove the noise. At this level of processing, it can use the temporal consistency.

We described above some types of filters that can be used in chain. Because the tracking description is a construction built piece by piece during the progression of the video sequence it can process on-line or off-line. “Smalltrack” detects and removes tracks that last for less than a fixed duration. This
kind of noise comes when the segmentation detects noise in the image as blob. “Simplifycurvetrack” simplifies tracks by removing samples of blobs that gives poor information, (E.g. If the blob moves slowly. It could be seen as a dynamic re-sampling algorithm). We don’t describe deeply other filters implemented.

![Figure 3: tracking description pattern for event “unattended object”](image)

<table>
<thead>
<tr>
<th>System</th>
<th>Observation</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Np (true positives)</td>
<td>Negative</td>
</tr>
<tr>
<td>Negative</td>
<td>Nn (false positives)</td>
<td>Nn (true negatives)</td>
</tr>
</tbody>
</table>

Table 1: Boolean contingency table. Np is the number of observations confirmed by the ground truth. Nn is the number of observations not matched in the ground truth. Nfn is the number of observations erroneously accepted as belonging to the ground truth. Ntn is the number of observations rejected as belonging to the ground truth.

<table>
<thead>
<tr>
<th>Name</th>
<th>Expression</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection rate (sensitivity)</td>
<td>Np/(Np+Nn)</td>
<td>(Ground truth: 12 positive)</td>
</tr>
<tr>
<td>False positive rate</td>
<td>Nfp/(Nfp+Nfp)</td>
<td>(Ground truth: 4 positive)</td>
</tr>
</tbody>
</table>

Table 2: basic values for benchmarking.

3.6. Tracking analysis and event generation

The tracking analysis is a process that receives the filtered tracking description. It can find predefined patterns like objects entering from a defined zone of the image and exiting by another one, or objects which have exceeded a certain limit speed, or also stopped objects for a minimum time which stems from another mobile object, Figure 3 shows this particular pattern of tracking description. In our application we are using this last pattern recognition as unattended object. Thanks to the tracking filtering, the tracking analysis is quite easy to perform. A similar approach has been described in [7].

To summarize, the ontology of tracking description of blobs behavior includes apparition (new target), split, merge, disappearance, stopped, unattended object, entering a zone, exiting a zone and occlusion. For apparition, there is no “confirm target” as in [7] because the filter “smalltrack” remove tracks that last for less than a fixed duration.
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Table 3: description of ground truth of sequences.

4. RESULTS AND PERFORMANCE

We report hereunder the results obtained with the case study, which is the surveillance of areas from unattended object deposits. The goal of a computer vision system is to answer a particular problem with high robustness. Accordingly, we decided to test it on 217 sequences taken from 7 sets of sequences with a cumulated length of almost two hours of video with activities at almost all time. We subjectively consider that this is equivalent to 2 days of normal activities in a given scene.

For each sequence, the system should give a Boolean value for unattended object or not. We will compare these two populations of values (positive and negative) from observations (ground truth) against responses from the system. We use the metric described in [8] to characterize the success and failures of the algorithm. Tables 1 and 2 remind the scoring process.

4.1. Parameter setting for processing

For the experimentations described beside, the parameters used for the set up were set to the following values: the number of paths kept at each iteration was set to 1 (So the tracking is not
set to multi-hypothesis). The matching heuristic is VSM. The tracking filters delete phantom objects (virtual objects that occur when background objects start moving), small tracks. The event to detect is “untended Object for 5 seconds”. These values were set up manually by expert decisions. In future, these could be learned directly by using ground truth sequences.

4.2. Sequences.

All sequences are color 25 fps and were taken from fixed PAL cameras. As a result of the medium content complexity and the segmentation quality requirement [9], the sequences were seen at 5fps sequences and the images were downsized to 192x144 pixels during the experiment. Table 4 describes the ground truth.

4.3. Results and discussion

The table 5 shows a detection rate of 100% but a false positive rate of 18%. This means that 18% of the negative sequences trigger a false alarm, but some sequences last more than 5 minutes. If we consider that the 217 sequences represent 2 days of activities, thus there is less than one false alarm per hour, and none of the good detections are dismissed. The first hard requirement for a security system is to achieve a detection rate of nearly 100%. Nevertheless one of the most frustrating problems for users of such systems is the false activation of alarms [10]. That’s why it is usually required to have a few false alarms. However, visual surveillance permits to check the image of the scene directly in order to break the alarm.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed an original approach for an automatic video surveillance platform that can provide the flexibility needed by researchers. We focus our attention to the vision system and demonstrate its architecture on automatic untended object detection.

Future work will aim at lowering the false positive rate by overcoming different aspects of the system as segmentation, tracking but also by improving efficiency by auto-evaluation of the parameters set up. We are now implementing the codebook-based segmentation [11] and a tracking inspired by clustered particle filter [12].
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<table>
<thead>
<tr>
<th>Number of sequences</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>---------------------</td>
<td>----------</td>
</tr>
<tr>
<td>217</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 4: description of ground truth of sequences.

<table>
<thead>
<tr>
<th>Nb sequences</th>
<th>Ground truth</th>
<th>System observation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>217</td>
<td>26</td>
<td>191</td>
</tr>
</tbody>
</table>

Table 5: Results of the experimentation.
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