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ABSTRACT

Purpose Due to the increasing complexity of IMRT/IMPT treatments, quality assurance (QA) is essential to
verify the quality of the dose distribution actually delivered. In this context, Monte Carlo (MC) simulations
are more and more often used to verify the accuracy of the treatment planning system (TPS). The most
common method of dose comparison is the γ‐test, which combines dose difference and distance‐to‐
agreement (DTA) criteria. However, this method is known to be dependent on the noise level in dose
distributions. We propose here a method to correct the bias of the γ passing rate (GPR) induced by MC
noise. Methods The GPR amplitude was studied as a function of the MC noise level. A model of this noise
effect was mathematically derived. This model was then used to predict the time‐consuming low‐noise
GPR by fitting multiple fast MC dose calculations. MC dose maps with a noise level between 2% and 20%
were computed, and the GPR was predicted at a noise level of 0.3%. Due to the asymmetry of the γ‐test,
two different cases were considered: the MC dose was first set as reference dose, then as evaluated dose
in the γ‐test. Our method was applied on six proton therapy plans including analytical doses from the TPS
or patient‐specific QA measurements. Results An average absolute error of 4.31% was observed on the
GPR computed for MC doses with 2% statistical noise. Our method was able to improve the accuracy of
the gamma passing rate by up to 13%. The method was found especially efficient to correct the noise bias
when the DTA criterion is low. Conclusion...
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Purpose: Due to the increasing complexity of IMRT/IMPT treatments, quality assurance (QA) is
essential to verify the quality of the dose distribution actually delivered. In this context, Monte Carlo
(MC) simulations are more and more often used to verify the accuracy of the treatment planning sys-
tem (TPS). The most common method of dose comparison is the c-test, which combines dose differ-
ence and distance-to-agreement (DTA) criteria. However, this method is known to be dependent on
the noise level in dose distributions. We propose here a method to correct the bias of the c passing
rate (GPR) induced by MC noise.
Methods: The GPR amplitude was studied as a function of the MC noise level. A model of this
noise effect was mathematically derived. This model was then used to predict the time-consuming
low-noise GPR by fitting multiple fast MC dose calculations. MC dose maps with a noise level
between 2% and 20% were computed, and the GPR was predicted at a noise level of 0.3%. Due to
the asymmetry of the c-test, two different cases were considered: the MC dose was first set as refer-
ence dose, then as evaluated dose in the c-test. Our method was applied on six proton therapy plans
including analytical doses from the TPS or patient-specific QA measurements.
Results: An average absolute error of 4.31% was observed on the GPR computed for MC doses with
2% statistical noise. Our method was able to improve the accuracy of the gamma passing rate by up
to 13%. The method was found especially efficient to correct the noise bias when the DTA criterion
is low.
Conclusions: We propose a method to enhance the c-evaluation of a treatment plan when there is
noise in one of the compared distributions. The method allows, in a tractable time, to detect the cases
for which a correction is necessary and can improve the accuracy of the resulting passing rates. ©
2019 American Association of Physicists in Medicine [https://doi.org/10.1002/mp.13888]
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1. INTRODUCTION

Radiotherapy techniques are in constant progress to improve
the radiation delivery to the target, while allowing better spar-
ing of healthy tissues. Intensity-modulated radiotherapy
(IMRT) and, more recently, intensity-modulated proton ther-
apy (IMPT) enable the delivery of very conformal dose distri-
butions to the target.1,2 This additional flexibility also comes
with an increased complexity in the delivery equipment and
treatment plan optimization algorithms. Therefore, quality
assurance (QA) is essential to evaluate the quality of the treat-
ment delivered in the patient.3 In particular, patient-specific
QA (PSQA) verifies that the delivered dose corresponds to
the expected dose distribution computed by the treatment
planning system (TPS). This procedure generally involves the
comparison of the TPS dose with experimental measurements

of the delivered dose4,5 and, sometimes, with an independent
dose calculation algorithm.6

In this context, dose comparison tools are needed. Several
methods have been developed over time. The dose difference
(DD) criterion, the most intuitive of all the methods, proposes
to evaluate the difference of dose in each voxel. The distance-
to-agreement (DTA) criterion returns the minimum distance
between two voxels of the same dose.7 There are then meth-
ods based on both DTA and DD criteria, such as the compos-
ite analysis8,9 or the c-test.10 Currently, the c-test is the most
popular method for dose comparison.11,12 A passing rate is
generally computed as the percentage of voxels passing this
test. But although the c-index is widely used in clinical and
research environments, it has several well-known drawbacks.
First of all, it is not a symmetrical test. Indeed, the results
depend on which one of the compared dose distributions is
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set as the reference and which one is set as the evaluated
dose.13,14 This results from the fact that, for each reference
dose voxel, the evaluated dose is searched to find a voxel hav-
ing a similar dose to the one of the reference voxel while
remaining spatially close enough. Besides the asymmetry
issue, the c-test also has a sensitivity to the resolution of the
compared dose maps, especially the evaluated one.14–17

Indeed, with a lower resolution for the search space of the
c-test, fewer voxels lie within the search radius imposed by
the DTA criterion. An extreme example of this situation is
when voxel size is larger than the DTA criterion: the c-test
thus boils down to a pixelwise dose difference criterion.
Finally, the presence of noise in one or both dose distribu-
tions can have an impact as well on the obtained passing
rate.13 Setting the noisy dose as reference leads to an underes-
timated passing rate. In contrast, choosing the noisy dose as
the evaluated one would provide an overestimated passing
rate. This effect was theoretically proved for a simplified one-
dimensional (1D) case by Graves et al.18

The noise dependency of the c-test may be problematic for
QA applications. Indeed, experimental measurements with
ionization chambers, radiographic films, or detector arrays
generally contain a small noise component. Its impact on the
c passing rate is often limited, but present. To a greater
extent, the use of Monte Carlo algorithms as secondary dose
verification introduces a more important noise in the com-
pared distribution. Monte Carlo simulations are considered to
offer the most accurate dose calculation,19–21 but their
stochastic nature inevitably leads to a statistical noise in the
results. Lowering the statistical noise to an acceptable level
generally requires one to simulate a huge number of particles,
increasing the computation time to an impractical degree for
clinical applications. Although several authors reported this
c-index issue14,17,18 or tried to tackle it,22 no tractable solution
was found yet.

The objective of this paper is to address this issue by ana-
lyzing the impact of noise on c-evaluations and then propos-
ing a method to correct the c passing rate obtained from
noisy distributions. To do so, the c passing rate is calculated
for several quick Monte Carlo simulations computed with
various statistical noise levels. The noise-free c passing rate
is then estimated by fitting and extrapolating the data. This
allows us to avoid the computation of too costly a Monte
Carlo dose while subverting the problem of its noise. The
method is illustrated on several proton therapy cases (pros-
tate, lung, brain, liver, and H&N) for the comparison of TPS,
Monte Carlo, and measured dose distributions.

2. MATERIALS AND METHODS

2.A. The c-index method

In the c-index method, the so-called evaluated dose and
reference dose are compared through the use of a criterion
made of both DD and DTA. Let Dr denote the reference dose
and De the evaluated dose. We can therefore define the
c-value at each point r~r of the reference dose by

cðr~rÞ ¼ minfCðr~r; r~eÞg8fr~eg; (1)

where

Cðr~r; r~eÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jr~e � r~rj2

Dd2
þ
����Deðr~eÞ � Drðr~rÞ

Drðr~rÞ
����
2 1002

DD2

s
: (2)

Drðr~rÞ is the value of the reference dose at voxel of coordi-
nates r~r and Deðr~eÞ the value of the evaluated dose at a voxel
of coordinates r~e. The variables Dd and DD are the DTA and
DD criteria, expressed in mm and %, respectively. They allow
the user to fix a tolerance on the search radius and the dose
tolerance, respectively. Taking the example of a 3%/3 mm
criterion, a necessary condition for a voxel r~r to pass the c-test
would be to find a voxel r~e such that r~e is less than 3 mm
away from r~r and Deðr~eÞ has <3% of dose difference with
Drðr~rÞ. The value Cðr~r; r~eÞ is thus some kind of Euclidean
distance between

�
r~r;Drðr~rÞ

�
and

�
r~e;Deðr~eÞ

�
whose terms

are normalized by a user-chosen tolerance. Therefore, if the
minimum value of this variable is less than or equal to 1, the
point r~r passes the c-test. This test can thus be seen as the
search of a point in the evaluated dose map having a dose
similar, to a specified extent, to the reference dose point and
being in a given spatial radius around it. At the end, a c pass-
ing rate (GPR) is obtained by calculating the percentage of
voxels in the reference dose that have passed the test. A deci-
sion can then be made based on a clinical treshold depending
on the situation. Typically, a clinical threshold of about 90%
success for a 3%/3 mm criterion is required to consider two
dose distributions sufficiently similar.23

Note that the c-index, as defined here, is local. A global
version of this metric also exists, where the dose difference is
normalized by a constant dose such as the maximum refer-
ence dose or the prescribed dose.

2.B. Numerical simulations

For the purpose of this study, several proton treatment
plans were optimized using the analytical dose calculation
algorithm of a commercial TPS, providing noise-free, but
approximate dose distributions. In addition, for one of the
treatment plans, PSQA measurements were acquired in solid
water with a MatriXX PT detector (IBA Dosimetry). Com-
missioning and validation of the dose calculation algorithm
had been previously done for the used beam lines.

In order to obtain noisy dose distributions as well, we used
MCsquare,24 a benchmarked and validated open-source MC
code.21,25 This is a fast algorithm, which allowed us to calcu-
late many dose distributions having various (and sometimes
very low) levels of statistical uncertainty. These calculations
were based on the CT grid, that is, the MC doses had the
same spatial resolution as CT scans, with a voxel size varying
between 0.6 and 3 mm. For the PSQA measurement case, a
CT scan of the solid water material was used.

Like for the TPS, commissioning and validation of
MCsquare had been previously performed for the used beam
lines.
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In order to quantify the noise level of MC doses, the statis-
tical uncertainty was computed in each voxel using the batch
method.26,27 It was defined voxel-wise as the standard devia-
tion of multiple batch doses divided by the mean dose, which
corresponds to the classical relative standard deviation. A
general noise level was then obtained, for each plan, by aver-
aging these uncertainties over all pixels having a dose higher
than 50% of the maximal dose. The obtained value was then
multiplied by 100 in order to get a percentage. In what fol-
lows, it will be referred to as r.

Finally, many c-tests had to be performed. To this end, we
used OpenReggui, an open-source image processing platform
for applications in radiotherapy.28 The c-index method, in this
software, is implemented according to the fast algorithm pro-
posed by Chen et al.29 All c-tests in this study were per-
formed over the region receiving at least 10% of the
maximum TPS dose.

2.C. Practical considerations in the c-test

Before using c-tests on noisy doses, some important limi-
tations should be considered.

2.C.1. Asymmetry

As already stated, the c-test is an asymmetric tool, mean-
ing that the resulting passing rate will differ depending on
which dose distribution is set as the reference. However, there
is no physical or mathematical reason to define one dose over
another as the reference dose, which complicates the use and
the interpretation of the c-test.

When there is noise in one of the compared dose distribu-
tions, the passing rate can be further affected. Monte Carlo
algorithms produce noisy results by nature, and it is well
known that their statistical uncertainty is approximately pro-
portional to the inverse square root of the simulated particles
number.30

In order to analyze the combination of both effects men-
tioned here above, we compared for five different cases ana-
lytical doses to Monte Carlo doses with various levels of
noise, using c-tests. These clinical cases were prostate, lung,
brain, liver, and H&N tumors. c-criteria of 2%/2 mm, 3%/
3 mm, 4%/4 mm, and 3%/1 mm were used. The MC and
TPS doses were set both as reference and then as evaluated
doses. These two possible cases will be referred to as MCref

case and MCeval case.

2.C.2. Spatial resolution

It is well known that spatial resolution of compared doses
affects the results of a c-test.17 In the AAPM Task Group No.
218, the authors recommend to interpolate the evaluated dose
so that its resolution is no greater than 1/3 the DTA crite-
rion.31 This is not an issue in the MCref case. But when a
noisy dose is evaluated, the interpolation just adds meaning-
less points to the dose map and it affects its overall noise

level. In contrast, computation of MC doses with a native res-
olution as high as 1/3 of the DTA criterion could not always
be acceptable in terms of computation time. We believe that,
in the scope of our method, the interpolation of MC doses
should be maintained, for both pragmatic and common prac-
tice reasons. We thus followed AAPM recommendations by
resampling evaluated doses using trilinear interpolation.

To remain rigorous, however, we propose a quick analysis
on the liver case by comparing GPR for the interpolated case
and the MC simulation at high native resolution, in order to
evaluate the difference induced in the c-test in the presence of
noise. A resolution of [0.39,0.39,0.5] mm and a c-criterion
of 2%/2 mm are used. We also show the impact of the resolu-
tion on the c-index by observing GPR curves as a function of
MC noise for various resolutions.

2.C.3. Normalization of the dose

In this work and, more specifically, in the proposed
method, only local c-tests are performed. However, all pre-
sented results could be extrapolated to the global case. The
impact of noise on global GPR should nevertheless be stud-
ied beforehand. We thus propose here a comparison of the
impact of noise on GPR for local and global c-tests. To this
end, we recomputed passing rates obtained with a global c-
index for patients in which we previously observed important
noise impact (see Section 2.C.1), that is, lung for the MCref

case and prostate for MCeval case. Doses were normalized to
the prescription.

2.D. An adapted use of the c-index method

In order to reduce the effect of noise on the c-test, we now
propose a method enabling the prediction of the GPR for a
low noise MC dose (long computation time) by only comput-
ing multiple GPR obtained with various noisy MC doses
(short computation time). It consists of a curve fitting fol-
lowed by an extrapolation: a function linking the GPR to the
statistical uncertainty is first derived through an optimization,
then this function is evaluated at a low noise level in order to
correct the biased GPR.

In practice, seven points
�
ri, GPR(riÞ

�
, i = 1,. . .,7, are

computed, where GPR(ri) represents the passing rate
obtained with a MC dose having a statistical uncertainty ri.
In clinics, MC simulations are typically performed with a sta-
tistical level of 1–2%. Therefore, we chose here to experiment
two different cases: either the seven GPR are computed for
uncertainties between 1% and 20% or between 2% and 20%.
We thus aim at a gain in precision and not in computation
time. The smallest statistical uncertainty used (1% or 2%)
will be denoted in what follows as rmin, while the highest one
(20%) will be denoted as rmax. The seven doses needed are
extracted at various stages of a single Monte Carlo simulation
and do not require additional computation time. Once the c-
tests are performed, a weighted least-squares curve fitting is
performed in order to predict the passing rate at a given
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uncertainty. This uncertainty must be chosen low enough so
that the corresponding GPR can be considered as a reference
“denoised” GPR. The value 0.3% was chosen here in order to
keep tractable MC computation times during validation. The
fitting model is the same for MCref and MCeval cases and has
seven parameters given by the vector c ¼ ½c1; c2; c3;
c4; c5; c6; c7�. It is given by

FðcjrÞ ¼ c1 þ c6

 
c3erf

�
c3
r

�
þ rffiffiffi

p
p e

�
�

c3
r

	2

� c2erf

�
c2
r

�
� rffiffiffi

p
p e

�
�

c2
r

	2!

� c7

 
c5erf

�
c5
r

�
þ rffiffiffi

p
p e

�
�

c5
r

	2

� c4erf

�
c4
r

�
� rffiffiffi

p
p e

�
�

c4
r

	2!

(3)

and was found to be a (parametrized) approximate upper
bound of the theoretical GPR evolution as a function of MC
noise. The choice of this model is discussed in Appendix A
of the supporting information. To perform the fit, the Nelder–
Mead direct search algorithm implemented in MATLAB is
used. This method was chosen for its efficiency and its calcu-
lation speed. But due to the flexibility of our model, which
has many parameters, the sensitivity to initial conditions can
be quite high in the optimization process. For this reason, we
added constraints and made the optimization algorithm
explore several initial conditions in order to avoid local min-
ima. The solution for which the objective function is the low-
est is then automatically selected. Each optimization being
very fast, the entire process takes <10 s.

As the Nelder–Mead method is an unconstrained opti-
mization algorithm, we modified the objective function

FunconstrðcjrÞ ¼ 1
7

X7
j¼1

wj
�
FðcjrjÞ � GPRðrjÞ

�2
(4)

in order to allow for n constraints giðcjrÞ\ 0, using a pen-
alty function pðcjrÞ. This way, the new objective function to
be optimized is

FconstrðcjrÞ ¼ FunconstrðcjrÞ þ pðcjrÞ; (5)

where the penalty function, weighted by factors ai, i = 1,. . .,
n, is given by

pðcjrÞ ¼
Xn
i¼1

ai maxf0; giðcjrÞg2: (6)

Each of the studied cases MCref and MCeval lead to differ-
ent constraints. The penalty function p is described hereafter
for both cases.

2.D.1. Monte Carlo dose set as the reference dose

Various constraints for the optimization could be selected.
In 2013, Graves et al.18 performed an analysis of the impact of

noise on the GPR. Their theoretical conclusion was that in pres-
ence of noise in the reference dose, the passing rate was always
underestimated. They also numerically validated that result by
drawing passing rates as a function of noise for two different
patients. Relying on their results, but also on ours (Section 3.A),
we chose here to add three different penalties to our objective
function, corresponding to three different constraints:

1. The maximum predicted GPR should be 100%.
2. The derivatives should be negative over the extrapo-

lated part of the curve. This constraint arises from the
fact that the GPR decreases when noise increases.

3. The second derivatives should be negative or close to
zero over the extrapolated part of the curve. This con-
straint is derived from our results and observations of
Graves et al.’s results.

Taking these constraints into account, the penalty term is
finally chosen as

pðcjrÞ¼ 1
l

�
100maxf0;Fðcj0:05�r�rminþ1Þ�100g2

þ40max



0;
@F
@r

�
cj0:05�r�rminþ1

��2

þ20max



0;
@2F

@r2
�
cj0:05�r�rminþ1

��0:5

�2

þ20max



0;�@2F

@r2
�
cj0:05�r�rminþ1

��4

�2�
;

(7)

where l is the number of points in which constraints are eval-
uated and the ai in Eq. (6) are chosen to emphasize the most
important penalties.

2.D.2. Monte Carlo dose set as evaluated dose

With similar reasoning as for the MCref case, the follow-
ing constraints are applied during the optimization process of
the MCeval case:

1. The maximum predicted GPR should be 100%.
2. The derivatives should be positive over the extrapo-

lated part of the curve.
3. The second derivatives should be negative or close to

zero over the extrapolated part of the curve.

These constraints lead us to a final penalty term equal to
the one given in Eq. (7), except for the sign of the first deriva-
tives that need to be positive and not negative, resulting in a
change of sign in the second constraint.

2.E. Application and evaluation of the method

Our method is tested on nine proton therapy plans. The
five first ones are the ones already mentioned in Section 2.C.
To these are added other brain, lung, and H&N cases, along
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with the previously mentioned PSQA case (lung). For this
last plan, one c-test between the measurement and MC dose
was performed for each of its two beams (left posterior obli-
que (LPO) and posterior (POST)). As measurements only
provide 2D information, the MCeval case leads to 2D/3D c-
tests since the search can be done in 3D around the slice cor-
responding to the measurement. In contrast, for the MCref

case, c-tests are 2D/2D since it would make no sense to use a
whole 3D MC volume as a reference when all we have is a
2D evaluated dose, corresponding to a single slice of the ref-
erence dose. In the latter case, the slice of the MC dose is
selected so that it corresponds to the theoretical measurement
depth. For the other plans, 3D TPS and MC doses are com-
pared. c-criteria of 2%/2 mm, 3%/3 mm, 4%/4 mm and 3%/
1 mm are used.

Having at our disposal GPR corresponding to MC statisti-
cal noises of 1%, 2%, 4%, 7%, 8%, 13%, and 20%
(rmin ¼ 1%) or 2%, 3%, 4%, 7%, 8%, 13%, and 20%
(rmin ¼ 2%), the curve fittings were done by giving more
weight to low noise passing rates (w = [40,30,20,10,5,1,1]).

As explained in Section 2.D, to avoid local minima,
the optimization algorithm explores multiple solutions by
randomly sampling initial conditions several times. Due to
this random sampling, the optimization results may vary
from one run to another. In order to evaluate this statisti-
cal deviation, we applied our method 60 times for each
case and report here the average predicted passing rates.
Along with their standard deviation, the GPR mean abso-
lute error with respect to the 0.3% uncertainty dose is
also given, as well as the gain obtained with our method
which was defined as

Gain ¼ jGPRtrue;0:3% � GPRtrue;rmin j � jGPRtrue;0:3%

� GPRpredicted;0:3%j; (8)

where GPRtrue;0:3% is the calculated GPR for 0.3% of statisti-
cal uncertainty, GPRtrue;rmin is the calculated passing rate
obtained for the fitting point having the smallest uncertainty
among all, and GPRpredicted;0:3% is the passing rate predicted
by our method for the reference uncertainty 0.3%. This gain
therefore represents the difference between the errors on the
passing rate obtained with the classical c-index (with a MC
uncertainty rmin) and with our method, if we consider the
GPR for a noise level of 0.3% as being the true GPR. A posi-
tive gain therefore corresponds to an improvement by our
method compared to the classical c-index where the MC dose
is calculated for a noise level rmin, while a negative gain
would indicate a worsened situation.

3. RESULTS

3.A. Practical considerations in the c-test

3.A.1. Asymmetry and noise impact

The asymmetry issue of the c-test is illustrated on Fig. 1
for all five patients, with a c-criterion of 2%/2 mm. The fig-
ure shows the passing rate curves obtained as a function of

the noise level in the MC dose for both possible cases: MC
dose defined as the reference or as the evaluated dose. Brain
and H&N cases, particularly, show that MCeval and MCref

curves do not tend to a same GPR value as the uncertainty
tends to zero.

Figure 2 summarizes the error made on the GPR for all c-
criteria and five patients, according to the status of the MC
dose and its level of noise. This error is defined as the differ-
ence between the GPR for a given r (GPRr) and the GPR for
the lowest available uncertainty (GPRr0 ). A more detailed
table with all results is also shown in Appendix B (Table S1)
of the supporting information.

For the case where the Monte Carlo dose was defined as
the reference dose in the c-test, the effect of GPR underesti-
mation due to noise presence is clearly observed; the GPR
curves in Fig. 1 are increasing when the statistical uncertainty
decreases and are very similar, irrespective of the patient and
the criterion. However, the magnitude of the underestimation
varies a lot. For a noise level of 1%, GPR underestimation
can be negligible (below 1%) or very important (going up to
8%), depending on the patient and the criterion. For a noise
level of 2%, it can even go up to almost 20%. Generally, the
smaller the DTA criterion, the stronger the impact of noise,
which makes sense since the c-index metric consists of a DD
criterion with a DTA relaxation.

For the case where the Monte Carlo distribution is the
evaluated dose in the c-test, the effect of GPR overestimation
due to noise is clear as well. However, the effect is limited
when compared doses are very similar, since the maximum
possible GPR is 100%. This is why, for some cases, the
impact of noise is very small. The maximum GPR overesti-
mation over all five patients and criteria reaches 5.27% for
r ¼ 1% and 11.38% for r ¼ 2%.

A more detailed analysis of the noise impact is given in
Appendix B of the supporting information. We discuss there
what might affect the magnitude of GPR error due to noise.

3.A.2. Spatial resolution

Figure 3 shows GPR curves for various resolutions of the
evaluated dose in the liver case. The DTA criterion being here
1 mm, only the highest resolution considered ([0.29, 0.29,
0.33] mm) fits in the criteria of AAPM TG-218.31 According
to Fig. 3, it seems justified to require such a high resolution,
especially in presence of noise. Notice that with the lowest
resolution used here, the DTA has no impact at all since it is
smaller than the voxel size in each direction. If we do not
consider this curve, low noise GPR are actually quite similar
for all higher resolutions, that is, the impact of resolution is
still present but minimal.

Figure 4 shows GPR evolutions for the liver MCeval case,
comparing two different c-index computations: either the
evaluated (MC) dose is interpolated to a resolution of [0.39,
0.39, 0.5] mm or it is directly computed with this resolution.
For each considered c-criterion, we observe a similar behav-
ior: the interpolation results in a slightly lower GPR, regard-
less of the noise level.
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3.A.3. Normalization of the dose

Figure 5 shows the GPR evolution as a function of MC
noise for various cases: the top row is the MCref lung case,
comparing global and local c-tests; the bottom row shows the
same but for the MCeval case with the prostate patient.

The choice of patients for this analysis was based on the
importance of the GPR error observed for given noise levels.
We indeed observed in Section 3.A.1 that our lung patient
shows an important underestimation of the local GPR in the
MCref case while the prostate patient leads to high GPR over-
estimation in the MCeval case. We selected this way the worst
cases. As we could expect, since the dose difference is nor-
malized by a high constant dose in the c-metric, we observe
in Fig. 5 that a global c-index metric always leads to a better
GPR. Moreover, it lessens the impact of noise. For the

MCeval case, there is almost no GPR difference between vari-
ous low noise levels such as 0.3%, 1% or 2%. For the MCref

case, the GPR underestimation for noise levels of 1% or 2%
can reach 4.1%. This value remains nevertheless way below
GPR errors observed for local c-metrics.

3.B. An adapted use of the c-index method

3.B.1. Monte Carlo dose set as reference dose

Figure 6 illustrates the method by showing a resulting fit
along with the absolute value of the error in each point for
the case Lung 1 and each of the four c-criteria considered.
The figure is zoomed over a range of uncertainties between
0.3% and 20%, in semi-logarithmic scale.

Figure 7 summarizes the results obtained over all nine
patients (10 c-tests with the PSQA measurements case) and

FIG. 1. Gamma passing rate for 2%/2 mm as a function of mean statistical uncertainty, for prostate, lung, brain, liver, and H&N cases (from left to right). The
darker curve shows the case where MC dose is set as reference while the lighter one shows the case where TPS dose is set as reference.

FIG. 2. GPR errors summarized for five patients (prostate, lung, brain, liver,
and H&N) and four c-criteria (2%/2, 3%/3, 4%/4, and 3%/1 mm), for (a)
MCeval case and (b) MCref case.

FIG. 3. Comparison of several spatial resolutions of the evaluated dose for
3%/1 mm GPR as a function of mean statistical uncertainty in the liver case,
for (a) MCeval case and (b) MCref case.
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c-criteria when rmin ¼ 1%. Figure 7(a) compares the GPR
mean errors before and after applying the method while
Fig. 7(b) shows the resulting mean gains. We see that our
method allowed us to strongly reduce GPR errors in such a
way that most of them are below 1%. Moreover, the maxi-
mum error goes down from 8.03% to 1.96%. Gains are
mostly between 0% and 2%. However, we understand from

the few high gains that the method successfully corrected the
highest GPR errors. Some negative gains are also observed,
going down to �0.87%.

Similarly to Fig. 7, Fig. 8 summarizes the results
obtained over all patients and c-criteria when rmin ¼ 2%.
We see this time that new GPR errors are mostly between
0% and 3%. The maximum error is reduced from 19.53% to
6.37%. It remains an important error, however it corre-
sponds to a gain of 12.96%. Other gains are mostly between
0% and 7%.

More detailed results are given in Appendix C of the sup-
porting information. They provide GPR for 0.3% and rmin,
mean GPR obtained, mean errors, mean gains, and corre-
sponding standard deviations per patient and per c-criterion,
including for the PSQA measurement case.

3.B.2. Monte Carlo dose set as the evaluated dose

Figure 9 shows a resulting fit along with the absolute error
in each point for the case H&N 1 and each of the four consid-
ered c-criteria, in semi-logarithmic scale. We can see in this
case that the fitting worked quite well.

Figure 10(a) shows the GPR errors before and after apply-
ing our method, for rmin ¼ 1%. All nine patients and c-crite-
ria are included. Figure 10(b) gives the corresponding gains
obtained with the proposed method. We can observe that the
repartition of errors after applying our method is concentrated
around zero. Most of them are below 1% and the maximum
one is 1.89%. However, the initial impact of noise was less
important than in the MCref case, which leads to gains no
higher than 3%.

Similarly to Fig. 10, Fig. 11 summarizes the results
obtained over all nine patients and c-criteria when

FIG. 4. Comparison of MC evaluated doses interpolated and directly com-
puted at desired resolution in the liver case, for (a) 2%/2 mm GPR and (b)
3%/3 mm GPR. Resolution of the MC dose is (0.39, 0.39, 0.5) mm.

FIG. 5. Comparison of global and local c-tests: GPR as a function of mean statistical uncertainty, for lung (above) when MC dose is set as reference and prostate
(below) when MC dose is evaluated (3%/1 mm, 2%/2 mm, and 3%/3 mm from left to right).
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rmin ¼ 2%. We can see here again that our method allows us
to reduce GPR errors down to 2% in most cases, with a maxi-
mum error of 6.24% instead of 11.38%. Most gain are
between 0% and 3% but can go up to almost 10%.

Similarly to the MCref case, more detailed results are given
in Appendix C of the supporting information.

4. DISCUSSION

As already mentioned in several papers,13,14,17,18 the noise
in dose distributions can heavily impact the results of a dose
comparison performed with the c-index method. As shown in
Section 3.A, noise in the reference dose results in an

FIG. 6. MCref case : resulting fitting and corresponding absolute error for the case Lung 1 with c-criterion 2%/2, 3%/3, 4%/4, and 3%/1 mm, when rmin ¼ 1%.
The circles show the points used for fitting, the crosses show the true passing rates used to validate the prediction, the plain curve shows the predicted passing rate
and the dashed line the absolute error.

FIG. 7. Summary of the results using the adapted c-index in the MCref case with rmin ¼ 1%, for all nine patients and c-criteria: (a) repartition of mean absolute
errors, computed before and after applying the method and (b) repartition of mean gains.

FIG. 8. Summary of the results using the adapted c-index in the MCref case with rmin ¼ 2%, for all nine patients and c-criteria: (a) repartition of mean absolute
errors, computed before and after applying the method and (b) repartition of mean gains.

Medical Physics, 0 (0), xxxx

8 Cohilis et al.: A gamma index adapted to noisy doses 8



underestimated passing rate. In contrast, noise in the evalu-
ated dose typically produces an overestimated passing rate. In
our study, for a classical 3%/3 mm criterion, the GPR under-
estimation between 1% and the smallest available uncertainty
for the MCref case could go up to 8.03%. Moreover, a smaller
DTA criterion usually led to a higher error, which makes
sense since the c-index metric consists of a DD criterion with
a DTA relaxation. For the MCeval case, the GPR error went
up to 5.27%.

These errors being nevertheless very patient-specific, it is
difficult to evaluate the accuracy of a given c-test. We did not
find here (see Appendix B of the supporting information) any
clear criterion to determine the severity of noise impact.
Although there might be a slight dependence on the true
passing rate, this value is normally not known in practice.
Note that this trend was also observed by Huang et al.17 for a
global c-index. A feature not studied in this paper is the pro-
portion of high dose gradients in the compared doses. Low
and Dempsey showed in their paper of 2003 that high gradi-
ents regions in the doses led to less impact of noise on the c-
metric.13 However, this does not provide any straightforward
way to quantify noise effect on the GPR.

A more practical way to determine if a c-evaluation is
impacted by noise could be to perform c-tests for two differ-
ent (and close) noise levels, such as 1% and 2% or 2% and

3%, to then compute the difference between obtained GPR.
This could already give a good idea of the magnitude of the
GPR error.

Another factor that can impact the c passing rate and was
discussed here is the spatial resolution of the evaluated dose
distribution. Indeed, we should in theory have a continuous
search space when performing a c-test. But due to the discrete
nature of the dose image, this is not the case and the evalu-
ated dose thus needs to be interpolated. The current recom-
mendation, from AAPM TG-218,31 is to always keep its
resolution below 1/3 of the DTA criterion. In this paper, we
compared GPR as a function of the noise level for various
resolutions and observed that a coarser resolution worsened
the impact of noise. The effect of interpolating a noisy (evalu-
ated) dose was also studied. It was found to generate slightly
lower GPR for c-criteria such as 2%/2 and 3%/3 mm. This
stems from the fact that the interpolation process smooths the
dose as a side effect and, therefore, the estimated noise level
is too high. The observed effect is thus mainly the GPR over-
estimation in presence of noise in the evaluated dose,
although part of it might also be due to the interpolation
itself, which generates artificial dose values. When decreas-
ing the DTA criterion down to 1 mm (see Appendix B of the
supporting information), however, a different effect was
observed. It resulted in a decreasing GPR instead of an

FIG. 10. Summary of the results using the adapted c-index in the MCeval case with rmin ¼ 1%, for all 9 patients and c-criteria: (a) repartition of mean absolute
errors, computed before and after applying the method and (b) repartition of mean gains.

FIG. 9. MCeval case : resulting fitting and corresponding absolute error for the H&N case with c-criterion 2%/2, 3%/3, 4%/4, and 3%/1 mm, when rmin ¼ 1%.
The circles show the points used for fitting, the crosses show the true passing rates used to validate the prediction, the plain curve shows the predicted passing
rate, and the dashed line the absolute error.
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increasing one as when the MC dose is computed with a high
native resolution. Although only one patient was considered
here, we believe that resampling noisy doses should be
avoided when possible.

A last feature that needs to be considered to enable a prac-
tical use of the c-metric in presence of noise is the dose nor-
malization, that is, the global/local nature of the c-test. It was
found here that the impact of noise is least when normaliza-
tion is performed globally, as expected, since the dose differ-
ence is then normalized by a high dose constant in the c-
metric. For a MC dose having a noise level of 1% or 2%,
noise effect becomes essentially negligible.

In order to overcome these issues of the c-test for the com-
parison of MC doses and noise-free doses, we introduced a
correction which allowed us to take noise in consideration.
The proposed method is an extrapolation based on the com-
putation of several c-tests of multiple MC doses having vari-
ous high levels of statistical uncertainty, the lowest being
denoted as rmin. A more precise GPR can this way be
obtained by extrapolation without increasing the MC compu-
tation time. The method was considered for both MCref and
MCeval cases.

When we set the MC dose as reference in the c-tests for a
rmin of 1%, good results are achieved by our method. Mean
GPR errors, initially between 0% and 8%, are reduced down
to maximum 2%, leading to gains up to 7%. Standard devia-
tions are very low (see Appendix C of the supporting infor-
mation). However, the method does not systematically allow
for an improvement because the GPR, at 1% of uncertainty,
is already sometimes very close to the true GPR. This causes
some losses in accuracy, which remain nevertheless weak in
magnitude and correspond to small GPR errors. When apply-
ing the adapted c-index with a rmin equal to 2%, mean GPR
errors go down from maximum 19% (for a regular c-test) to
maximum 6%, most of them being actually between 0% and
3%. Thus, using the method for a higher rmin still reduces
strongly GPR errors but does not guarantee such a good GPR
accuracy.

For the MCeval case with a rmin of 1%, broadly speaking,
mean gains are lower because initial GPR errors are lower.
They go up to 3%, reducing mean GPR errors from maxi-
mum 5% down to <2%. However, mean errors are mainly
between 0% and 1%. For the same reason as previously men-
tioned, a few negative gains of small amplitude are observed.
For a rmin of 2%, results similar to the MCref case can be
observed, except for the standard deviations (see Appendix C
of the supporting information), which are sometimes higher
but then correspond to high gains. It seems that, in both
cases, using the method for a higher rmin still reduces
strongly GPR errors but does not guarantee such a good GPR
accuracy.

Our results can also be interpreted in terms of computa-
tion time. To this end, let us imagine that a noise level as
low as 0.3% is required to consider obtained time gain. For
the 10 cases considered, the use of the adapted c-index
enabled to reduce the Monte Carlo computation time by an
approximate factor between 4 and 34 for a rmin of 1%,
depending on the patient. This means our method was at
least three times faster than the usual c-index. For a rmin of
2%, the factor of gain in computation time reached values
between 5.2 and 157. For example, the MC simulation for
the case Lung 1 required 80 min to reach an uncertainty as
small as 0.3%, but only 7 and 1.8 min, respectively, to attain
1% and 2% of noise. The duration of a single c-test remains
below 1 min, depending on the patient and the resolution of
the reference dose.

Based on this first part of the discussion, some recommen-
dations can now be made on how to perform appropriate c-
tests and interpret them correctly when one of the compared
dose maps comes from a Monte Carlo calculation.

We first would like to emphasize how important it is to
mention how exactly the c-test is done when reporting results.
Information such as the spatial resolution of compared doses,
noise level of the MC dose, normalization factor, and status
of each dose (reference or evaluated) should always be men-
tioned when reporting c-evaluations in the literature.

FIG. 11. Summary of the results using the adapted c-index in the MCeval case with rmin ¼ 2%, for all 9 patients and c-criteria: (a) repartition of mean absolute
errors, computed before and after applying the method and (b) repartition of mean gains.
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Then, we believe that when comparing a MC dose to an
analytical one, the MC dose should preferably be set as refer-
ence. Several reasons support this statement. First, the GPR
is in that case always underestimated, while for the MCeval

case it is usually overestimated. It is thus safer, especially in a
clinical context, to prefer the MCref option. This is also a
good choice to reduce the need of a noise correction method:
if the computed GPR is already high enough, no need to
worry about its true value. Secondly, the spatial resolution of
the evaluated dose strongly affects the GPR and interpolation
of the dose distribution is therefore needed. However, apply-
ing upsampling to a noisy dose can also lead to biased pass-
ing rates, as shown in Section 3.A and Appendix B of the
supporting information. Finally, the MC tool is supposed to
provide doses more accurately than analytical algorithms,
and it thus makes sense to set MC doses as the references.

When comparing MC doses to measurements, however,
our last argument does not hold anymore. Moreover, when
setting the MC dose as reference to compare it to a 2D mea-
surement, the search performed by the c-test becomes 2D and
not 3D anymore, as explained in Section 2.E. A way around
this could be to use the MC dose as evaluated distribution
while adapting the GPR passing treshold or using a correc-
tion method such as the one proposed here.

Another recommendation would be to impose a lower
noise level when computing a local c-index, which is more
sensitive to noise than a global one. Based on our results, an
uncertainty of 1% seems quite reasonable.

Finally, for the spatial resolution of the evaluated dose,
recommendations from AAPM TG-218 should be followed,31

that is, the voxel size in the evaluated dose should remain
below 1/3 of the DTA criterion.

This being stated, the general framework of the proposed
method could, in our opinion, lead to a good compromise
between accuracy and computation time for a QA process
involving a c-index evaluation based on Monte Carlo dose
distributions. However, there might still be some work to be
done in order to enable an efficient use of the method. For
instance, in order to avoid negative gains occurring when no
noise correction is needed, we could imagine to compute
beforehand two GPR for two different levels of noise (such as
1% and 2% or 2% and 3%) and to deduce from their differ-
ence if the adapted c-index should be used or not. Likewise,
it could be good to explore a way to reduce the variability
observed when rmin ¼ 2% (in particular for the MCeval

case); an option might be to look for another fitting model
having fewer parameters or approximating better the shape of
GPR curves as a function of noise. This could be the scope of
further investigation. Another limitation of our method is the
case in which we would compare two noisy doses; this is cur-
rently not possible since there is no certitude about the impact
of noise produced on GPR. A full study should hence be per-
formed to first investigate noise impact then adapt the correc-
tion method if needed. Finally, the proposed method was
only tested on PBS proton plans here and it might be good to
verify if it still applies to other treatment modalities such as
conventional radiotherapy. Nonetheless, we believe it should

be the case as the shape of the passing rate evolution curve
with the statistical MC uncertainty should be independent of
the radiation type.

5. CONCLUSIONS

The dose comparison workflow should be adapted when it
involves Monte Carlo doses. Noise impacts c passing rates
and worsens the impact of other factors affecting the c-index
method.

We proposed here an adapted use of the usual c-index
method for Monte Carlo dose comparison. The idea is to pre-
dict the c passing rate for an almost noiseless MC dose based
on several passing rates computed for MC doses having vari-
ous high levels of noise, with an aim at accuracy gain. This
allowed us to reduce the Monte Carlo computation time that
would be required to reach a noise-free GPR.
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