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École Polytechnique de Louvain
Center of Operations Research and Econometrics

Supervisory Committee

Yves Smeers
Emeritus Professor, Université catholique de Louvain
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Abstract

Renewable energy integration has progressively challenged the operating as-
sumptions of electricity markets, questioning at first the deterministic nature
of day-ahead and other forward electricity markets. As the integration of re-
newable resources became deeper, transmission grids began to experience con-
gestion in unforeseen, dynamic and uncertain patterns, questioning now the
management of transmission constraints in electricity markets. This disserta-
tion proposes detailed models and algorithms for analyzing the impacts of un-
certain renewable supply on different transmission-constrained electricity mar-
ket designs, using parallel computing extensively in order to solve large-scale
mathematical programs and to carry out simulations under different operating
conditions for realistic systems.

The contributions of the dissertation are organized in three chapters. Chap-
ter 2 presents an asynchronous distributed algorithm for solving the stochastic
unit commitment problem. The algorithm, deployed in parallel, is able to solve
realistic instances of stochastic unit commitment within operationally accept-
able tolerances and solution times. Chapter 3 proposes a consistent framework
for modelling different zonal electricity markets. We develop cutting-plane al-
gorithms to incorporate the N-1 criterion into this framework and we conduct
simulations using single-period models for the Central Western European sys-
tem under 768 000 different operating conditions. In chapter 4, we propose a
hierarchy of mathematical programs that model the European zonal electricity
market organization in detail in a multi-period setting. We compare the per-
formance of this organization to the performances of a nodal market and the
stochastic unit commitment model on the Central Western European system.
Numerical results in chapters 3 and 4 indicate that failing to account for the
limitations of the transmission grid, in a regime of large-scale renewable energy
integration, can undermine system performance to much a larger extent than
failing to account for uncertainty in nodal electricity markets.
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Chapter 1

Introduction

1.1 Motivation

Governments and regulatory agencies worldwide have set forth a series of poli-
cies, over the past decade, towards reducing CO2 and other greenhouse gases
emissions. These policies have led to the integration of more than 129GW of
solar and wind capacity in the US power grid, 277GW in Europe and 295GW
in China, with other countries following their lead [Int18]. These renewable
integration levels will continue to increase for most power grids following the
Paris Agreement of 2015, entering into force in 2020 [Uni16].

Renewable resources pose several challenges to power system operations.
Solar and wind power supply can vary significantly between forecast and real
time operation, making it critical to determine adequate reserve levels in or-
der to operate power systems reliably. This have motivated the industry and
academic community to investigate efficient approaches for scheduling reserves
in power systems under uncertainty (see [TvAFL15] and references therein for
a survey). At the same time, the fast pace at which renewable resources have
been integrated into power systems has left little time for the transmission grids
to adapt to new flow patterns. As a consequence, congestion resulting from
the new distribution of installed capacity and the uncontrollable fluctuations
of renewable energy resources have lead to wind curtailment in the US (e.g. in
ERCOT, [HZPA15]), Germany [Mor18] and China [HZPA15].

Coping with these challenges has been especially difficult in Europe due to
(i) the zonal design of its energy market, which suffers from significant unsched-
uled flows as evidenced by the externalities of renewable power integration in
Germany on neighboring networks (e.g. Poland and other countries [CPMS13]),
and to (ii) the decentralized paradigm used to operate the system in real time.
European Transmission System Operators (TSOs) have identified these prob-
lems and are currently undergoing efforts to develop coordinated congestion

1



Chapter 1 Introduction

management measures [Umb16] and to harmonize the definition and manage-
ment of reserves in Europe [HAE+14]. In the same fashion, Independent Sys-
tem Operators (ISOs) and Regional Transmission Organizations (RTOs) in the
US have recognized the need for developing cooperation strategies among bal-
ancing authorities in wide-area interconnections [MDE+10]. Ultimately, the
introduction of renewable resources is inducing spatial and temporal coordina-
tion requirements on system operators.

This dissertation seeks to analyze the impacts of uncertain renewable supply
on different electricity market designs under congested conditions. We focus
on the European electricity market, where renewable integration is one of the
highest and where the impacts of renewable integration are exacerbated by
the discrepancies between the day-ahead and real-time representations of the
physical system in the electricity market. Our approach consists in developing
detailed models that avoid simplifying assumptions often made in economic
analyses and that aim at being as realistic as possible in their encompassing of
current and future legal obligations of the European electricity market1. The
same level of detail is used for ideal market models serving as benchmarks
in our analytics, which we conduct using realistic instances in order to obtain
meaningful performance metrics. The price to pay for this lack of simplification
is computational both in terms of algorithmic tools and machine resources: we
develop practically-efficient algorithms for solving the mathematical programs
on which state-of-the-art techniques fail, and we deploy these algorithms and
carry out simulations using parallel computing infrastructure.

The present chapter recollects relevant previous results that lay the foun-
dations for this dissertation. Section 1.2 introduces the basis of the algorith-
mic techniques developed in this dissertation. Section 1.3 presents models for
transmission-constrained electricity markets in their simplest form.Section 1.4
presents a brief overview of the peculiarities of European electricity markets
and describes the instance of the Central Western European system (CWE) we
use as case study. Section 1.5 concludes this chapter by outlining the structure
the rest of the dissertation.

1.2 Preliminaries on optimization

Optimization problems are a powerful tool for studying and simulating electric-
ity markets. In this dissertation, we model electricity markets as optimization
problems of the following form:

1Models for European electricity markets can only be idiosyncratic because of the peculiar
institutions within it. However, with its coverage of 989 GW [Eur17b] and about 500 million
consumers [Eur18] the European market is significantly larger than all the restructured US
markets (CAISO 60 GW, ERCOT 75GW) and also than the largest US RTOs like PJM (166
GW) and MISO (174 GW) [Com18].
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Chapter 1 Introduction

p∗ = max
x∈X

f(x) (1.1)

s.t. Ax ≤ b [λ], (1.2)

where x ∈ X ⊂ Rn correspond to variables, f is a continuous concave objective
function, A ∈ Rm×n and b ∈ Rm are parameters, λ ∈ Rm are Lagrange
multipliers and p∗ is the optimal value. X is a bounded set that might contain
binary constraints, that is xi ∈ {0, 1} ∀i ∈ I ⊆ {1, . . . , n}. Throughout this
dissertation, unless indicated otherwise, we use lowercase for denoting scalars,
bold lowercase for vectors and uppercase for matrices and sets.

While there exist general purpose techniques for solving problems of the
type (1.1) – (1.2), e.g. branch-and-bound or branch-and-cut for linear and
quadratic objectives, these techniques may fail to solve problems directly when-
ever n, m or both are very large, nowadays, in the order of millions. Opti-
mization problems arising from electricity markets under uncertainty typically
surpass the scale where general purpose techniques are effective [TvAFL15]
and, therefore, require the design of specialized decomposition techniques that
exploit the structure of the problem at hand to achieve a solution. In this sec-
tion, we introduce the basis for the decomposition techniques developed in this
dissertation in a generic context, including Lagrangian duality [BV04, Chapter
5], the subgradient [Nes04] and stochastic subgradient methods [Erm83], the
cutting-plane method [Nes04] and the column-generation method [DW60].

1.2.1 Lagrangian duality

Lagrangian duality allows to relax constraints by moving them into the ob-
jective function, weighted by the Lagrange multipliers λ. We can define the
Lagrange dual function for problem (1.1) – (1.2) as:

g(λ) = sup
x∈X

f(x)− λ>(Ax− b). (1.3)

g(λ) provides an upper bound on p∗ if λ ≥ 0 and it is a convex func-
tion, even if X is a non-convex set [BV04, Chapter 5]. In order to obtain the
best upper bound on p∗ we can minimize g(λ), leading to the Lagrange dual
problem:

d∗ = min
λ≥0

g(λ). (1.4)

The dual optimal value d∗ is an upper bound on p∗, which might or might
not be tight. Regardless, the dual problem (1.4) allows us to solve, at least
approximately, the primal problem (1.1) – (1.2): assume that there is a prac-
tically efficient method to solve the dual problem and that a feasible point x̃
for the primal problem can be recovered from the dual solution λ∗, then x̃ is

3



Chapter 1 Introduction

a solution to the primal problem within an optimality gap of d∗ − f(x̃). This
approach is known as Lagrange relaxation and it is commonly used in Integer
Programming for solving problems where optimizing over X is much simpler
than optimizing over X and Ax ≤ b [Geo10].

Note that it might not be possible to solve the dual problem (1.4) using
differentiable optimization algorithms, since the Lagrangian dual function (1.3)
might be non-differentiable if X is not convex or if f is not strictly concave.
In general, in such cases, it becomes necessary to use subgradient methods
(introduced in sections 1.2.2 and 1.2.3) or other non-differentiable optimization
algorithms [Nes04]. On the other hand, if X is a convex set, then we can define
a smooth approximation of g following [Nes05]:

gµ(λ) = sup
x∈X

f(x)− λ>(Ax− b)− 1

2
µ‖x− x0‖22, (1.5)

where µ > 0 is the smoothness parameter and x0 ∈ Rn is the point around
which the approximation is built. gµ is continuously differentiable and its
gradient is Lipschitz continuous with constant Lµ = 1/µ·‖A‖22 [Nes05, Theorem
1]. In other words, the larger µ the smoother the approximation will be, at the
cost of a higher error with respect to the original function.

gµ can be used in place of g in order to find an approximate solution to the
dual problem (1.4) faster than with non-differentiable optimization methods.
However, since gµ(λ) ≤ g(λ), we must evaluate the original dual function at
the approximate minimizer to obtain a non-trivial upper bound on the primal
problem.

1.2.2 Subgradient method

Assume, now, that we would like to solve problem (1.4). If f is strictly concave
and X is convex, then we can use the projected gradient method to perform the
minimization because g is differentiable and its gradient at λ is (Ax∗)>, where
x∗ is the supremizer of (1.3). On the contrary, if the aforementioned conditions
are not met, then g might be non-differentiable. Luckily, we can define an
extension of the gradient for non-differentiable convex functions known as the
subgradient [Nes04]. h is a subgradient of g at λ0 if and only if

g(λ) ≥ g(λ0) + h>(λ− λ0) ∀λ ∈ dom g,

in other words, a subgradient is the slope of a supporting hyperplane of g
at λ0. Subgradients are not unique; the set of all subgradients is called the
subdifferential and the subdifferential of g at λ0 is denoted ∂g(λ0). In the case
of problem (1.4), the subdifferential of the objective function can be written as
∂g(λ) = {(Ax)> ∀x ∈ X∗(λ)}, where X∗(λ) denotes the set of supremizers of
(1.3).
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Algorithm 1 Projected subgradient method.

1: Initialize λ1 := λ0, λbest := λ0, dbest :=∞
2: for k = 1, . . . , N do
3: Evaluate g(λk) and obtain h ∈ ∂g(λk)
4: if g(λk) < dbest then
5: λbest := λk, dbest := g(λk)
6: end if
7: λk+1 := PΛ[λk − αk · h]
8: end for
9: Output: λbest, dbest

Subgradients can be used in an analogous way to gradients for minimizing a
non-differentiable convex function, leading to the projected subgradient method
presented in Alg. 1. Here Λ corresponds to the domain over which we are
minimizing (Λ = Rm+ for problem (1.4)), {αk}Nk=1 is a sequence of stepsizes

(αk ≥ 0 k = 1, . . . , N), and λbest, dbest are the best iterate and upper bound
on d∗ respectively, which must be tracked since the subgradient method is
not guaranteed to descend at every iteration. Convergence of the subgradient
method, in the sense that dbest − d∗ → 0 as N → ∞, is guaranteed for the
following stepsize choices [Pol69]:

• Non-summable (
∑∞
k=1 αk =∞), square-summable (

∑∞
k=1 αk <∞) step-

sizes.

• Polyak’s stepsize αk = (g(λk)− d∗)/‖h‖22, where h ∈ ∂g(λk).

Despite their similarities in implementation, the subgradient method is sig-
nificantly slower in achieving convergence than the gradient method [Nes04].
Other methods for non-differentiable convex minimization such as the bundle
method or the level method can achieve better convergence speed on small-
dimensional problems, however, their convergence speed deteriorates with the
dimension m, which is not the case for the subgradient method. The convex
non-differentiable optimization problems studied in this dissertation typically
present large m’s, which is why, we restrict our attention to subgradient meth-
ods.

1.2.3 Stochastic subgradient method

Under certain circumstances it might useful to randomize otherwise determinis-
tic algorithms in order to improve their performance. The subgradient method
can be randomized by using a stochastic subgradient of g(λk), i.e. a random
vector H such that
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Algorithm 2 Projected stochastic subgradient method.

1: Initialize λ1 := λ0

2: for k = 1, . . . , N do
3: Sample a realization h of H|λk
4: λk+1 := PΛ[λk − αk · h]
5: end for
6: Output: λN+1, g(λN+1)

g(λ) ≥ g(λk) + E[H|λk]>(λ− λk) ∀λ ∈ dom g,

instead of a subgradient as the update direction, leading to the projected
stochastic subgradient method presented in Alg. 2. The stochastic subgradient
method is guaranteed to converge in the sense that limN→∞ λ

N ∈ Λ∗, where
Λ∗ denotes the set of optimal solutions, with probability 1 when using a non-
summable, square summable stepsize [Erm83]. Whereas the convergence guar-
antees are weaker for the stochastic method than for the deterministic method,
if obtaining a realization of the stochastic subgradient is much cheaper than
evaluating g, then the iteration cost is significantly reduced by randomizing the
method. At the same time, randomization might lead to improvements on the
convergence speed and allow for parallelization of the method [NB01,NBB01].

1.2.4 Cutting-plane method

Cutting-plane methods are a family of methods among which we find Bender’s
decomposition for linear programs [Ben62] and Kelly method for non-linear
programming [Nes04]. The basic idea of these methods is to progressively
approximate an optimization problem, or a complicated part of it, using linear
inequalities. Consider the following problem, representative of our application
cases:

max
x∈X

f(x) (1.6)

s.t. g(x) ≤ 0, (1.7)

where f is a continuous concave function that is easy to evaluate, X ⊂ Rn is
a bounded set that might contain binary restrictions, n is small (in the order
of 10, at most) and g is a convex function that can only be accessed through
a first-order oracle, i.e. a ‘function’ that when evaluated at the query point x
returns the value of the function g(x) and the slope of a supporting hyperplane
h ∈ ∂g(x).

Cutting-plane methods collect the information returned by the first-order

6
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Algorithm 3 Cutting-plane method.

1: Initialize k := 0, ∆ :=∞
2: while ∆ > 0 do
3: Solve (1.6), (1.8) → xk+1

4: k++
5: Query first-order oracle of g at xk → g(xk),hk

6: Let ∆ := g(xk)
7: end while
8: Output: xk

oracle until the current iteration k in order to construct the following approxi-
mations of g(x) ≤ 0:

g(xi) + (hi)>(x− xi) ≤ 0 i = 1, . . . , k. (1.8)

Since (1.8) is a relaxation of (1.7), if an optimal solution to (1.6) subject to
(1.8), x̃∗, complies with g(x̃∗) ≤ 0, then x̃∗ is also an optimal solution to (1.6)
– (1.7). Putting these observations together we arrive at the cutting-plane
method presented in Alg. 3, whose convergence can be ensured in the sense
of obtaining an exact solution in finite time for piece-wise linear g [Ben62] or
an ε-approximate solution in a certain number of iterations for general convex
functions [Nes04].

1.2.5 Column-generation method

Column-generation methods work by considering at first a subset of the prob-
lem variables, while letting the rest of the variables at zero, and progressively
taking into account more and more variables until reaching optimality. They
were originally proposed by Dantzig and Wolfe [DW60] for solving large-scale
linear problems with block-angular constraint matrices. For simplicity of ex-
position, we present the method for the following linear programming (LP)
problem

min
x,y≥0

f>x+ g>y (1.9)

s.t. Ax+By ≥ c (1.10)

Dy ≥ e, (1.11)

and we assume that {x ∈ Rn+|Ax ≥ c} is a non-empty set, that Y := {y ∈
Rl+|Dy ≥ e} is a non-empty bounded set and that optimizing a linear function
over Y is much simpler than over the feasible set of (1.9) – (1.11) (which is the
case, for instance, when D is a block-diagonal matrix).
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Algorithm 4 Column-generation method.

1: Initialize k := 0, ∆ := −∞
2: while ∆ < 0 do
3: Solve (1.12) – (1.14) → x∗,θ∗,λ∗, γ∗

4: Let vk+1 := arg miny∈Y (g −B>λ∗)>y, ∆ := (g −B>λ∗)>vk+1 − γ∗
5: k + +
6: end while
7: Output: x∗,y∗ =

∑k−1
i=1 θ

∗
kv

i

Column-generation is based on re-writing problem (1.9) – (1.11) as

min
x,θ≥0

f>x+ g>
k∑
i=1

θiv
i (1.12)

s.t. Ax+B

k∑
i=1

θiv
i ≥ c [λ] (1.13)

k∑
i=1

θk = 1 [γ] (1.14)

where vi are the extreme points of Y , in other words, we re-write y as a convex
combination of the extreme points of Y . This alternate formulation cannot be
solved directly for realistic cases because the number of extreme points of a
polytope can be very large. Nevertheless, we can consider a small subset of
the extreme points of Y in (1.12) – (1.14), leading to the so-called Restricted
Master Problem (RMP), and add more extreme points into the problem only if
they can reduce the objective. These extreme points can be detected by means
of their reduced cost, i.e. if (λ∗, γ∗) is dual optimal for RMP and there exist
an extreme point y of Y such that (g−B>λ∗)>y < γ∗, then including y in the
RMP would lead to a decrease in the objective function of the RMP. Following
this line of reasoning, the column-generation method can be cast as Alg. 4.

Note that Alg. 4 uses the same principles than the simplex method uses for
selecting variables entering the basis. The algorithm is guaranteed to converge
to optimality in finite time because Y has only a finite number of extreme
points.
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1.3 Preliminaries on transmission-constrained
electricity markets

Exchanges of energy in electricity markets are physically bounded by the con-
straints of the transmission grid. These constraints include thermal limits of
transmission lines, voltage stability limits, frequency stability limits and secu-
rity limits (i.e. reserve margins). Considering all of these constraints together
can be cumbersome even for small systems, hence, in practice, most system
operators use the DC approximation of the power flow equations alongside
thermal limits and security limits in the scheduling and planning of power sys-
tems. This approximation has been found to be accurate for the high-voltage
transmission grid under normal operation [SJA09] and we assume it to repre-
sent the real network constraints throughout this dissertation.

Beyond the approximations required for tractability, different electricity
markets might chose to consider different representations of the grid, because of
pricing, liquidity or political reasons. Electricity markets then work as auctions
that are cleared respecting the constraints of these grid representations. This
section introduces three different grid representations in electricity markets: the
nodal representation and two different zonal representations. For simplicity of
the exposition we assume that demand is fixed and that only producers bid in
the market.

1.3.1 Nodal electricity markets

Nodal electricity markets use Locational Marginal Prices (LMPs), first pro-
posed by Schweppe et al. [SCTB88], in order to price electricity at every node
of the system, while accounting for transmission congestion in a DC approxi-
mation of the real network equations. Under our assumptions, the LMP market
can be cleared by solving the optimization problem (1.15) – (1.17):

min
v∈[0,1],f,θ

∑
g∈G

PgQgvg (1.15)

s.t.
∑

l∈L(n,·)

fl −
∑

l∈L(·,n)

fl =
∑

g∈G(n)

Qgvg −Qn ∀n ∈ N [ρn] (1.16)

− Fl ≤ fl ≤ Fl, fl = Bl
(
θm(l) − θn(l)

)
∀l ∈ L. (1.17)

The notation in this model is as follows: Qg, Pg correspond to the quantity and
price bid by generator g ∈ G; G(n) is the set of generators at node n; Qn is the
demand at node n ∈ N ; Fl, Bl,m(l), n(l) are the thermal limit, susceptance,
and adjacent nodes (in the outgoing and incoming direction respectively) of
line l ∈ L; L(m,n) is the set of lines directed from node m to node n; vg is the
acceptance/rejection decision for the bid placed by generator g; fl is the flow
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through line l; and θn is the voltage angle at node n.
The objective function (1.15) corresponds to the total operation cost, con-

straints (1.16) enforce nodal power balance, and constraints (1.17) model the
DC transmission constraints using the B-θ formulation2. Nodal prices ρn can
be obtained as the dual multipliers of constraints (1.16).

The LMP policy implicitly allocates the capacity of all lines in the system
while respecting the network constraints. This implies that the optimal accep-
tance/rejection decisions v∗ can be implemented directly in the system without
violating any technical constraint.

1.3.2 Zonal electricity markets with available-transfer-ca-
pacities

Zonal electricity markets schedule production and consumption in power sys-
tems using a simplified zonal representation of the underlying nodal electrical
network. The zonal aggregation of the grid allows market participants to trade
freely within each zone and to export/import energy to/from other zones up
to certain technical limitations.

In zonal electricity markets with available-transfer-capacities (ATCs) these
limitations are imposed on the bilateral exchanges between neighboring zones.
In other words, zones correspond to vertices in a transportation network where
every pair of zones connected by a transmission line in the real grid are con-
nected by an edge, and the flow through that edge is limited by the ATCs
[ES05].

A zonal market with ATCs can be cleared by solving problem (1.18) –
(1.20):

min
v∈[0,1],e

∑
g∈G

PgQgvg (1.18)

s.t.
∑

t∈T (z,·)

et −
∑

t∈T (·,z)

et =
∑

g∈G(z)

Qgvg −
∑

n∈N(z)

Qn ∀z ∈ Z [ρz]

(1.19)

−ATC−t ≤ et ≤ ATC+
t ∀t ∈ T, (1.20)

where Z is the set of zones, T is the set of interconnectors between zones, G(z)
and N(z) are the set of generators and nodes in zone z ∈ Z, et corresponds to
the bilateral exchange through interconnector t ∈ T , and ATC−t , ATC

+
t are the

backward and forward exchange limits. These limits are computed by system

2An equivalent formulation of constraints (1.17) can be obtained by eliminating variables
θn, ∀n ∈ N , and expressing the power flows as linear functions of the nodal injections. This
alternate formulation is known in the literature as the Power Transfer Distribution Factor
(PTDF ) formulation, where the PTDF matrix maps nodal injections to line flows.
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operators and they are supposed to reflect the maximum energy that can be
transferred from one zone to the other.

The objective function (1.18) is identical to that of the nodal electricity
market (1.15), whereas the balance constraints (1.19) are imposed over each
zone instead of over each node, as in (1.16). Zonal prices ρz can be obtained
as the dual multiplier of the zonal balance constraints (1.19). Note that, since
problem (1.18) – (1.20) does not consider the real network, the optimal accep-
tance/rejection decisions v∗ of (1.18) – (1.20) might be infeasible for the real
network. Redispatch measures modifying v∗ might then be required in order
to recover implementable acceptance/rejection decisions.

1.3.3 Zonal electricity markets with a flow-based domain

Zonal electricity markets with a flow-based (FB) representation of the grid
attempt to find a middle ground between nodal and zonal models [VBD16].
The core idea behind this representation is to approximate the flow on each
line l ∈ L as

fl ≈ f0
l +

∑
z∈Z

PTDFl,z(pz − p0
z),

where f0
l is the flow through line on a base case, pz is the net position of

zone z (i.e. exports − imports) and p0
z is the net position on the base case,

and PTDFl,z are zone-to-line power-transfer-distribution-factors computed by
system operators. Then, a zonal market with FB can be cleared by solving
problem (1.21) – (1.24).

min
v∈[0,1],p

∑
g∈G

PgQgvg (1.21)

s.t. pz =
∑

g∈G(z)

Qgvg −
∑

n∈N(z)

Qn ∀z ∈ Z [ρz] (1.22)

∑
z∈Z

pz = 0 (1.23)

− Fl ≤ f0
l +

∑
z∈Z

PTDFl,z(pz − p0
z) ≤ Fl ∀l ∈ L (1.24)

Constraints (1.23), (1.24) impose export/import limitations in the directly
on the configuration of zonal net positions, defining the so-called flow-based
domain. Zonal prices ρz can be computed as the dual multipliers of con-
straints (1.22) and, as with the zonal market with ATCs, the optimal accep-
tance/rejection decisions might be infeasible depending of the accuracy of the
flow approximation, requiring redispatch measures to recover implementable
acceptance/rejection decisions.
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1.4 The European electricity market

The European electricity market has favored a zonal market design, known as
Market Coupling (MC) [ABC+10a, HAA+17], over LMPs on the basis of sim-
plicity and liquidity. There is a long-standing debate about the relative merits
of the two designs, and the implementation of the market coupling design in Eu-
rope has generated considerable controversy (see [ES05] and references therein
for a detailed discussion). European zonal markets are characterized by three
features that differentiate them substantially from centralized nodal markets
in the context of renewable energy integration: (i) the simplified representa-
tion of transmission at the day-ahead time stage, (ii) the sequential clearing of
reserves and energy, and (iii) the limited real-time coordination among zones
for relieving congestion and imbalances.

In this section we introduce the historical context where the European elec-
tricity market developed, we present a parallel between European and US elec-
tricity markets and we present a detailed instance of the Central Western Eu-
ropean (CWE) system, which has taken the lead in implementing the market
coupling design.

1.4.1 Historical context

The European zonal electricity market directly inherited some of its major
characteristics from the Nordic system (Norway, Sweden, Finland and Den-
mark). Both are based on a decomposition of the market into zones connected
by aggregated representations of the lines of the network. As in the European
market, the decomposition into zones first reflects national borders. The day-
ahead market is a pure energy market run by a Power Exchange (PX), which
is seen as the spot market. The inevitable deviations between day ahead and
real time are treated by a special mechanism (regulation market in the Nordic
system), initially run by national TSOs that was only progressively integrated
among them. Notwithstanding the integration of the energy market through
a single PX, the management of the grid remains zonal (this time national).
Redispatching is the main tool for dealing with congestion management in the
Nordic system, but TSOs can also rely on the so called “market splitting” to
deal with intra-zonal congestion. This property was only systematically used
by Norway but the EU competition authorities forced it on Sweden when the
later country had difficulties managing congestion on a line to Denmark.

Other regions of the world have also experienced zonal markets. Australia
is a case in point that one might want to compare to Europe insofar as the
markets of the different States each form an area connected to the neighboring
States by transport capacities. The zones are fixed and determined by the State
borders. Zonal markets also flourished in the US but soon gave way to nodal
organizations. PECO was the first example of a zonal market: it was created
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in 1997 but collapsed after a year due to dispatching difficulties. The zonal sys-
tem was one of the causes of the meltdown of the first Californian restructured
market, which was subsequently replaced by a nodal market. Finally ERCOT
was the last attempt to install a zonal market in the United States. Here too,
redispatching costs exploded compared to what was initially planned and ER-
COT moved to the LMP model. Other restructured US systems immediately
adopted the LMP framework.

The first trilateral version of the European market, coupling Belgium, France
and the Netherlands, came live in November 2006 [ABP06] as a zonal system
possibly inspired by the Nordic success and its careful mix of integration and
remaining national identities. It has since developed as to encompass the whole
continent including the Nordic countries. But the European zonal system did
not resort to market splitting (except in the Nordic countries) but to a con-
struction of cross border capacities (ATCs, see subsection 1.3.2), initally ex-
posed in Regulation (EC) 1228/2003 [Eur03], later replaced at the CWE by
the notion of flow-based domain (see subsection 1.3.3) following Regulation
(EC) 714/2009 [Eur09]. The zones correspond to Member States (which can
be as large areas as France and Germany or as small as Belgium). Congestion
is fully managed by redispatch. While the zonal system is enshrined in legis-
lation, including Regulations (EC) 1228/2003 [Eur03], 714/2009 [Eur09] and
1222/2015 [Eur15a], one cannot exclude that the evolution may end up being
more in line with what happened in the US. The reasons are technical: well
before restructuring a common Nordic argument was that their transmission
system had been designed for north-south transport (at the time Danish coal
in the south and hydro in the north). The argument remains valid today but
in a different form (Danish renewable in the south and storage in the north).
Unscheduled flows were thus not a main issue, given the largely radial grid
structure. But neither the EU grid not the US system were designed for trans-
port with the consequence that unscheduled flows and congestion may turn out
to be more important. Also while the Nordic system had that zone splitting
effectively used in Norway to relieve the recourse to redispatching, the EU has
so far always resisted resorting to smaller zones that could help when a single
price zone contains a congested “critical infrastructure”. Recalling ERCOT ex-
perience when redispatching costs had been dismissed as irrelevant before they
blew up a few years later, one can only note that these costs that were deemed
to remain below 45 Me/year in Germany (2007, maximum prior to market
coupling) now amount to 1 161 Me/year in that country (2017) [Eur15b].

1.4.2 European vs. US electricity markets

Setting aside the zonal/nodal difference between current European and US
electricity markets, there are other subtle differences and multiple shared char-
acteristics between them. For a start, while several US electricity markets have
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adopted LMP and centralized operations under a single ISO, zonal prices con-
tinue to be used for billing loads in certain markets such as NYISO [New16a].
Nevertheless, in contrast to European market coupling design, these zonal
prices are computed after scheduling production with a nodal model [New16b],
hence the use of zonal prices does not create unscheduled flows on the trans-
mission network.

Another difference between US and European electricity markets is that
day-ahead markets in the US are considered as forward markets, several of
them accepting virtual bids [Cal18]. European day-ahead markets, on the
other hand, are treated as the spot electricity market, explicitly forbidding
virtual bidding [EPE15], and considering most actions following the clearing of
the day-ahead market as out-of-market corrections.

The market coupling design is, to some extent, a counterpart to the bilateral
market-to-market operations in US power systems. Market coupling uses uni-
form pricing within each zone and clears market-to-market interchanges within
the European wide day-ahead energy market, implicitly allocating transmis-
sion capacity between zones [ABC+10a]. US markets use LMP within each
balancing authority area [Nor12], however market-to-market interchanges are
usually arranged prior to clearing of the day-ahead market in a bilateral fashion
and they must be approved by every affected ISO [Nor12, Sou15]. Approved
interchanges are then considered firm and unscheduled flows caused by them
are taken into account in day-ahead market operations [Cal15].

Similar real-time coordination mechanisms are used both in market cou-
pling and wide US interconnections. In the market coupling design, balance
responsible parties are entitled to maintain their scheduled net positions in real
time [ENT14]. Likewise, in US markets each balancing authority (ISO) must
maintain its area control error (a measure consisting of the difference between
scheduled and real area net position, and the area frequency deviation) below
certain established limits [Nor].

These similarities make certain operational lessons learned in one market
relevant for the other, particularly with regards to the challenges of integrat-
ing renewables, where Europe has taken the lead, exhibiting today many of
the problems expected in the US markets within the coming years [ESS+10,
MDE+10].

1.4.3 A detailed instance of the Central Western Euro-
pean system

At the time of starting this dissertation a number of studies had focused on
developing representative models for the European grid. Leuthold [LWv12] and
Hutcheon and Bialek [HB13] model the European transmission grid based on
study models and maps published by ENTSO-E [Eurc] and by national TSOs,
while Egerer et al. [EGI+14] document the existing available information on
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Figure 1.1: Nodal model of the CWE network [HB13]. The model comprises the high
voltage networks of the 7 countries in the CWE system, it includes 679 nodes and
1073 lines.

transmission, generation and demand in Europe. These models and studies,
however detailed, did not encompass the required information for simulating
unit commitment on a European scale under different system conditions. This
motivated us to take upon the task of putting together a detailed instance of
the CWE system, which is constructed as follows.

We use the transmission network model of Hutcheon and Bialek [HB13]
for the CWE system, presented in Fig. 1.1. Thermal ratings for cross-border
lines were updated to their current values, as published in [EE14]. Thermal
ratings for internal lines within the Netherlands were established as published
in [Ten09]. Thermal ratings for internal lines within other countries were es-
timated through an iterative process of simulating system operations and cor-
recting internal capacities, with the objective of approximating the congestion
management costs for the year 2015 [Eurc].

The network was populated using an industrial database of thermal genera-
tors, provided by ENGIE, which includes technical and economic characteristics
of 656 generating units. Thermal generators were assigned to network buses ac-
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cording to their approximate geographical location [DCDN14]. These units are
classified into four groups: 87 nuclear units (85G W), 144 combined heat and
power (CHP) units (40 GW), 398 conventional thermal units (neither nuclear
nor CHP, totaling 113 GW) and 27 aggregated small generators (10 GW).

The capacity of thermal generators within Germany, France and Belgium
was reduced in order to account for scheduled maintenance and large outages.
A different outage de-rating factor was computed for each generator and each
season based on the outage information published by national TSOs [Res,ELI]
and PXs [Eurb] for the year 2014.

Zonal reserve targets were obtained from [HAE+14] for Belgium, Germany
and the Netherlands, and from national TSOs for other countries [Res, Aus,
Swi15].

Historical 15-minute demand profiles for 2014 were collected from national
TSOs for Austria [Aus], France [Res], Belgium [ELI] and the Netherlands [Ten],
and hourly demand profiles for Germany and Switzerland were collected from
ENTSO-E [Eurc]. Demand profiles were distributed across the buses of the
network within the relevant area using the participation factors included in
[HB13]. Exchanges between CWE countries and non-CWE countries are col-
lected from [Eurc] and are modeled as fixed flows of power at the corresponding
borders.

Regional 15-minute production profiles and day-ahead forecasts for wind
and solar PV for years 2013-2014 were also collected from national TSOs and
power exchanges. The spatial resolution of renewable production data varies
from country to country. There are 4 geographical regions in Germany, 21 re-
gions in France, 2 regions in Belgium and 1 region in Austria. Profiles for the
Netherlands and Switzerland were estimated by averaging data of neighboring
regions. Offshore wind power profiles were associated to offshore wind connec-
tion buses in the transmission system. Onshore wind and solar PV capacity
within each administrative region of each country (12 states of Germany, 21
regions of France, 2 regions of Belgium, Austria, Switzerland and the Nether-
lands) was distributed uniformly among generation and load buses within that
region. Each bus with renewable capacity was then assigned a wind and a solar
PV production profile according to its location, therefore the spatial informa-
tion of renewable resource dispersion is preserved in our data set.

Hydro power resources are modeled as fixed injections or withdrawals from
the transmission system. Hydro production profiles for seasonal storage, pumped
storage and run of river were collected from RTE [Res] for each power plant in
France. Hydro plants in other countries were assigned production profiles based
on profiles of French hydro plants and by taking into account the characteristics
of these plants (technology, size and location).

We used clustering to select 8 representative day types of load for 2014,
corresponding to one weekday and one weekend day for each season. We used
the forecast errors of 2013-2014 to generate samples of real-time renewable
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Figure 1.2: Stochastic renewable energy production (wind and solar) and determin-
istic net demand (demand minus hydro power) for a typical autumn weekday. The
shaded gray area, included in the background, shows the variation range of renewable
energy production.

energy production. Fig. 1.2 presents the resulting deterministic net demand
and uncertainty faced by the system in the day ahead. The net load forecast
error can span more than 15 GW and can exhibit ramps of up to 3 GW in
15 minutes. Renewable production ramps of this magnitude already occur in
Germany, for instance in May 11, 2014, between 17:45 and 18:00 [Eurb].

1.5 Structure of the dissertation

The main contributions of this dissertation are organized in three chapters,
which are summarized in the following.

1.5.1 Chapter 2

In Chapter 2, we present an asynchronous algorithm for solving the stochastic
unit commitment (SUC) problem using Lagrangian decomposition. The algo-
rithm is motivated by large differences in run times observed among subprob-
lems, which can result in inefficient use of distributed computing resources by
synchronous parallel algorithms. Dual iterations are performed asynchronously
using a block-coordinate subgradient descent method which allows perform-
ing block-coordinate updates using delayed information, while candidate pri-
mal solutions are recovered from the solutions of scenario subproblems using
heuristics. The asynchronous algorithm is implemented in a high performance
computing cluster and we conduct numerical experiments for two-stage SUC
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instances of the Western Electricity Coordinating Council (WECC) system
with up to 1000 scenarios [PO13] and of the CWE system with up to 120
scenarios, presented in section 1.4.3. The algorithm provides solutions to all
problems within 2% of optimality in at most 23 minutes for WECC and 98
minutes for CWE, and solutions within 1% of optimality in at most 63 minutes
for WECC and 133 minutes for CWE. Moreover, we find that an equivalent
synchronous parallel algorithm would leave processors idle up to 80.4% of the
time, an observation which underscores the need for designing asynchronous
optimization schemes in order to fully exploit distributed computing on real
world applications.

1.5.2 Chapter 3

Chapter 3 proposes a novel framework for modeling zonal electricity markets,
based on projecting the constraints of the nodal network onto the space of the
zonal aggregation of the network. The framework avoids circular definitions and
discretionary parameters, which are recurrent in the implementation and study
of zonal markets. Using this framework, we model and analyze the two zonal
market designs currently present in Europe: FBMC and ATCMC. We develop
cutting-plane algorithms for simulating FBMC and ATCMC while accounting
for robustness of imports/exports to single element outages, and we conduct
numerical simulations of FBMC and ATCMC using single-period models for the
CWE instance of section 1.4.3 under 768 000 different operating conditions. We
find that FBMC and ATCMC are unable to anticipate congestion of branches
interconnecting zones and branches within zones, and that both zonal designs
achieve similar overall cost efficiencies (0.5% difference in favor of FBMC),
while a nodal market design largely outperforms both of them (5.9% better
than FBMC). These findings raise the question of whether it is worth for more
European countries to switch from ATCMC to FBMC, instead of advancing
directly towards a nodal design.

1.5.3 Chapter 4

Chapter 4 investigates the impact of zonal network management at an op-
erational level for power systems with significant levels of renewable energy
integration. The study is inspired by the state of the European energy market
at the beginning of 2015, and we focus on a case study of the CWE system.
We use a hierarchy of models that account for unit commitment, the separa-
tion of energy and reserves, and the simplified representation of transmission
constraints in a zonal market, in order to examine the impact of these fac-
tors on efficiency in a regime of large-scale renewable energy integration. We
simulate operations of the CWE system under the zonal market design using
the instance of section 1.4.3 and we compare zonal market operations against
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deterministic unit commitment and SUC. We find that market design can have
an influence on cost efficiency which far exceeds the benefits of stochastic unit
commitment relative to deterministic unit commitment. We conduct a detailed
analysis of the numerical results in order to explain the relative performance
of the different models.
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Chapter 2

Solving stochastic unit
commitment through
asynchronous parallel
optimization

2.1 Introduction

The unit commitment problem is a classical problem in the short-term schedul-
ing of electric power systems. Unit commitment deals with deciding which gen-
erating units will supply energy to a power system over a certain time horizon,
so as to minimize the operation cost while respecting the technical constraints
of the power system. The problem is usually formulated as a mixed integer
linear program (MILP) and it is solved on a daily basis by power systems
operators worldwide. Stochastic unit commitment (SUC) is a widely studied
approach to incorporate uncertainty in this scheduling problem. SUC can be
formulated as the two-stage stochastic mixed integer program (SMIP) (2.1) –
(2.4),

max
u,v,w

N∑
i=1

(cTi vi + dTi wi) (2.1)

s.t. u ∈ U , (2.2)

(vi,wi) ∈ Di, i = 1, . . . , N (2.3)

vi − u = 0, i = 1, . . . , N (2.4)
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where i indexes scenarios1, u is the vector of non-anticipative decision vari-
ables, U ⊂ Rn is a bounded convex set2, vi are local copies of non-anticipative
variables at each scenario, wi are recourse variables of each scenario, Di ⊂
Rn+mi i = 1, . . . , N are bounded non-convex sets and, constraints (2.4) models
non-anticipativity constraints. We assume that the problem has relatively com-
plete recourse, that is Pvi(Di) = Pvj (Dj) for any i, j ∈ {1, . . . , N} where Pvi

is the projection of Di on the coordinates of vi. Typically, vi corresponds to
commitment variables of thermal generators (binary decisions), but it can also
include production variables of inflexible generators (continuous decisions), and
wi includes commitment variables of fast generators, production variables of all
generators and flows over the network (mixed integer decisions). Di describes
the feasible operation domain for scenario i in terms of production constraints
(minimum stable level, maximum capacity, maximum ramp rates, minimum
up/down times) and power grid constraints (power balance, power flow equa-
tions, flow limits). U corresponds to a convex relaxation of the production
constraints for variables included in u, Pvi(Di) ⊆ U for any i, j ∈ {1, . . . , N}.
See [POR15] for a detailed description of the SUC model.

Our aim is to solve problem (2.1) – (2.4) for real power systems, within the
time limits imposed by daily operations. This differentiates SUC from other
applications of stochastic programming in that the typical scale of realistic
SUC instances (see [POR15,CGSM+15,vAM16]), as measured by the number
of variables and the number of constraints required to describe U and Di, is
orders of magnitude larger than common test cases for SMIP, such as sslp or
dcap [AGK+15]. Furthermore, the computational effort required for optimizing
over Di can vary significantly from one scenario to another, as well as for the
same scenario with slight modifications. Therefore, a parallel implementation
of a serial decomposition scheme may perform inefficiently in practice.

In order to overcome these challenges, in this chapter we present an asyn-
chronous distributed algorithm for solving (2.1) – (2.4) and we present a high
performance computing implementation of the algorithm which is used for solv-
ing SUC instances of two industrial-scale systems.

2.1.1 Literature review

Stochastic unit commitment was initially proposed in the seminal work of
Takriti et al. [TBL96] and Carpentier et al. [CGCR96] as a methodology for
coping with demand uncertainty in power systems. The scope for application
of SUC has, since then, been extended to renewable energy forecast uncertainty

1For conciseness, we include the probabilities of each scenario within the coefficients ci
and di in (2.1).

2Note that this is not a restrictive assumption on the first stage variables or constraints
of problem (2.1)–(2.4). All non-convexities can be considered within sets Di, i = 1, . . . , N ,
and they are enforced on the first stage variables through the non-anticipativity constraints
(2.4).
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and component failures (referred to as contingencies in the power engineering
literature), among other sources of uncertainty in power systems operations.

SUC studies commonly use decomposition methods for handling the scale
of the problem, which increases linearly with the number of scenarios. Takriti
et al. [TBL96] use Lagrange relaxation of non-anticipativity constraints (i.e.
scenario decomposition), and a progressive hedging heuristic to obtain non-
anticipative solutions. Carpentier et al. [CGCR96] relax the problem over
generators using an augmented Lagrangian. They maximize the dual func-
tion with a proximal point method and recover primal solutions by allowing
demand shedding at a quadratic penalty. Shiina and Birge [SB04] use a col-
umn generation approach over production schedules, decomposing over gen-
erators and solving the slave production scheduling problems using dynamic
programming. Cerisola et al. [CBFL+09] compare scenario decomposition with
variants of Benders decomposition and stress the importance of finding good
initial solutions. Additional decomposition approaches for SUC can be found
in [TvAFL15].

SUC instances in the literature have often been limited to test systems
which fall short of industrial scale instances. In order to advance towards more
realistic instances, several recent studies exploit distributed computing along-
side decomposition methods. Papavasiliou et al. [POR15] implement scenario
decomposition in an HPC cluster to solve instances of the WECC system with
up to 1000 scenarios in at most 24 hours within an optimality gap of 1% –
2.5%. Cheung et al. [CGSM+15] decompose the problem by scenarios and use
progressive hedging on a multi-processor workstation and on an HPC cluster
to solve instances of the WECC system with up to 100 scenarios in at most
25 minutes within an optimality gap of 1.5% – 2.5%. Kim and Zavala [KZ15]
propose an interior point cutting-plane algorithm to handle dual iterations in
scenario decomposition and solve SUC instances based on the IEEE 118-bus
test system with up to 32 scenarios, using an HPC cluster, in 6 hours within
an optimality gap of 0.01%.

Other recent methods, which do not exploit distributed computing explic-
itly, have also being used to solve large SUC instances. Among them, Schulze et
al. [SGM15] use a stabilized Dantzig-Wolfe decomposition to solve multi-stage
SUC instances of the British system with up to 50 scenarios in 2 hours within
an optimality gap of 0.1%. van Ackooij and Malick [vAM16] use primal-dual
decomposition along with bundle methods to solve SUC instances of the French
system with up to 250 scenarios within an optimality gap of 1%, however no
solution times are reported.

As our research is focused on making it practical to solve industrial-scale
SUC instances, (i) we present a method capable of solving SUC instances faster
than the state-of-the-art, (ii) we release all the industrial-scale test instances
used in this study and (iii) we provide the time it takes to solve them with the
proposed method. These three elements are not found simultaneously in any

23



Chapter 2 Asynchronous parallel algorithm for SUC

of the aforementioned studies.

In the broader class of general stochastic mixed integer programs, to which
SUC belongs, scenario decomposition has inspired several different decom-
position algorithms. Carøe and Schultz [CS99] propose a scenario decom-
position method where non-anticipativity constraints are gradually enforced
through a branch-and-bound algorithm. Lubin et al. [LMPS13] extend the
previous method to a parallel computing setting by solving the dual prob-
lems at each node of the branch-and-bound tree using a structure-exploiting
interior point solver. Oliveira et al. [OSS11], and references therein, use sce-
nario decomposition and solve the dual problem using bundle methods. Ahmed
[Ahm13, Ahm15] proposes an alternative approach for stochastic integer pro-
grams where solutions to scenario subproblems are directly used for primal re-
covery while, at the same time, these solutions are separated from subproblems
in order to improve the bound of the relaxation. Ryan et al. [RRA16] develop
several improvements over Ahmed’s original algorithm, including a distributed
asynchronous implementation.

Distributed computing has also found applications in stochastic program-
ming outside the realm of scenario decomposition. Lubin et al. [LHPA13] pro-
pose a distributed memory simplex algorithm for stochastic linear programs.
Mungúıa et al. [MOR15] propose a branch-and-bound algorithm for stochastic
mixed integer programs on which each node of the tree is solved using Lubin’s
method. Moritchs et al. [MPS01] propose a nested asynchronous decompo-
sition algorithm for multistage stochastic linear programs. Chaturapruek et
al. [CDR15] propose and prove optimal convergence for asynchronous stochastic
gradient descent methods on unconstrained stochastic programs with strongly
convex and differentiable objective functions.

A crucial aspect to scenario decomposition is the method used to optimize
the dual function, which is separable, convex and non-differentiable. Certain
specialized methods allow exploiting the separable structure of the dual func-
tion in a distributed computing infrastructure. Nedić et al. [NB01, NBB01,
Ned02] analyze incremental subgradient algorithms, on which each update is
made along the direction of the subgradient of a part of the objective function.
Coordinate descent methods are a different approach to exploit the structure
of minimization problems for which it is cheaper to compute the gradient with
respect to a subset of variables (coordinates) than it is to compute the full gra-
dient of the objective. Wright [Wri15] provides a recent survey on coordinate
descent methods. Nesterov [Nes12] provides worst-case complexity results of
randomized coordinate descent methods for smooth optimization. Fercoq and
Richtárik [FR13] propose a parallel synchronous coordinate descent method for
minimizing non-differentiable simple composite functions. The authors use Nes-
terov’s smoothing technique [Nes05] to obtain a smooth approximation of the
non-decomposable part of the objective and perform a line search separately
on each coordinate of each iteration, as proposed by Tseng [Tse01]. Fisher
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and Helmberg [FH14] propose an asynchronous distributed bundle method for
non-differentiable convex optimization, where at each step a processor greed-
ily selects a subset of variables, blocks them from being accessed by the other
processors and performs a proximal bundle iteration on the selected variables.

2.1.2 Contributions

Stochastic unit commitment, despite its attractiveness, has failed to become
an industry standard due to several reasons, including the difficulty of solv-
ing the mathematical programs in an operationally acceptable time frame.
In the present chapter, we aim at overcoming this challenge by developing
an asynchronous scenario decomposition scheme based on distributed com-
puting. The main innovation of the developed scheme is that we optimize
the dual function using an asynchronous block-coordinated subgradient algo-
rithm. Our algorithm for optimizing the dual function does not require dif-
ferentiability or strong convexity assumptions commonly used in the literature
[Nes12, Wri15, LWR+15, CDR15]; it differs from the algorithm of Fercoq and
Richtárik [FR13] in that we perform iterations asynchronously and without the
need for line search, which would be prohibitive in our context; and it requires
less serial coordination overhead than the asynchronous bundle method [FH14].
We provide convergence guarantees for the proposed algorithm for optimizing
the dual function based on previous results for stochastic subgradient meth-
ods [Erm83] and incremental subgradient methods [NB01,NBB01,Ned02].

We also perform primal recovery asynchronously and in parallel to the dual
iterations, either by recovering solutions from scenario subproblems, as pro-
posed in [Ahm13,Ahm15], or by using recombination heuristics, similar to those
proposed in [CS99]. The proposed asynchronous algorithm allows us to solve
limited-size SUC instances faster than the state-of-the-art [CGSM+15] and to
solve SUC instances for systems larger than the state-of-the-art [vAM16] within
operationally acceptable time frames.

Even though the proposed algorithm is inspired and tailored to SUC, the
proposed framework for asynchronous dual decomposition can be applied in
other contexts, such as temporal or spatial decomposition of unit commitment,
as well as other two-stage SMIP problems.

2.1.3 Notation and chapter organization

We use boldface to denote vectors, lowercase letters to denote variables and
uppercase letters to denote parameters or sets. Additionally, we use partial
indexation of vectors to keep notation simple, i.e. x = [xT1 . . . xTN ]T and
xi ∈ Rni .

The rest of the chapter is organized as follows. Section 2.2 introduces
the stochastic unit commitment problem and its scenario decomposition in
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a stylized fashion. Section 2.3 presents the asynchronous distributed block-
coordinate subgradient method and provides convergence results for the dual
iterations. Section 2.4 describes our primal recovery heuristics. Section 2.5 de-
scribes the HPC implementation of the dual algorithm, and we cover aspects of
communications and load balancing. Section 2.6 presents the numerical results
for the WECC and CWE systems. Finally, section 2.7 presents conclusions and
points to directions of future research.

2.2 Scenario decomposition in stochastic unit
commitment

Problem (2.1) – (2.2) is a general formulation for two-stage mixed integer
stochastic programs with finitely many scenarios and bounded feasible sets
[LS04].

Following [TBL96] we relax problem (2.1)–(2.4) by associating multipliers
xi to non-anticipativity constraints (2.4), obtaining the dual problem (2.5),
where f0 and fi are defined according to (2.6) and (2.7), respectively.

min
x∈Rm

f0(x) +

N∑
i=1

fi(xi) (2.5)

f0(x) := sup
u∈U

(
−

N∑
i=1

xTi

)
u (2.6)

fi(xi) := sup
(v,w)∈Di

(
(cTi + xTi )v + dTi w

)
i = 1, . . . , N (2.7)

Scenario decomposition schemes for solving (2.1)–(2.2) work by solving the
dual problem (2.5) and generating primal solutions based on the solution to sub-
problems (2.6) and (2.7). The objective of problem (2.5) has a separable struc-
ture. Moreover, by evaluating the component functions f0 and fi, i = 1, . . . , N
at a certain x̄, we obtain a subgradient of the objective at x̄. These two proper-
ties motivate the use of subgradient algorithms for solving (2.5) and evaluating
the component functions in parallel in order to speed up the algorithm [POR15].
A third important property of problem (2.5) should be carefully considered,
namely, the differences in evaluation times between component functions.

In our context, the evaluation of fi at a certain x̄i, i = 1, . . . , N , requires the
solution of a large mixed integer linear problem, while the evaluation of f0 at a
certain x̄ requires solving a medium-size linear program, hence the evaluation of
f0 requires only a small fraction of the time that it takes to evaluate fi for any i3.

3This differs from the usual scope of application of coordinate descent methods, where
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In addition, for a given x̄ and two component functions fi and fj , the evaluation
times of fi and fj can be dramatically different (we have observed differences of
more than 7500%). These differences in evaluation time can also arise for the
same component function evaluated at two different iterates. Altogether, these
differences can render synchronous parallel algorithms ineffective because the
time between iterations is limited by the component function which requires
the greatest time to be evaluated. The main aim of the present work is to
overcome this limitation.

2.3 Asynchronous distributed block-coordinate
subgradient method

In this section we present a minimization method that exploits the special
structure of (2.5) in order to effectively harness distributed computing. The
proposed method has been inspired by previous work on incremental subgra-
dient algorithms by Nedić et al. [NB01,NBB01,Ned02].

For reasons that we explain later, we replace the non-decomposable com-
ponent function f0 by a smooth approximation fµ0 , defined in equation (2.8),
as done in [FR13]. Recall that µ > 0 and certain u0 ∈ U , fµ0 is a convex
differentiable function and its gradient has Lipschitz constant Lµ0 [Nes05]. We
focus then on solving problem (2.9), where X is a convex set, onto which it is
easy to project.

fµ0 (x) := sup
u∈U

((
−

N∑
i=1

xTi

)
u− 1

2
µ‖u− u0‖22

)
(2.8)

min
x∈X

f(x) = fµ0 (x) +

N∑
i=1

fi(xi) (2.9)

The solution of problem (2.9) will be an approximated solution to problem
(2.5) [Nes05]. Note that problem (2.9), as well as problem (2.5), are non-
differentiable convex optimization problems.

For ease of presentation, we first introduce a serial variant of the proposed
method and then we generalize it an asynchronous distributed setting. Proofs
for all results presented in this section are provided in section 2.A, at the end
of this chapter.

the decomposable part of the objective is easier to evaluate than the non-decomposable
part [Nes12,FR13,Wri15,LWR+15].
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2.3.1 Serial method

Let us consider a block version of the randomized coordinate descent method
[Nes12] for minimizing f . At iteration k, with current iterate xk, we select
uniformly at random a block j(k) from {1, . . . , N} and compute the next iterate
xk+1 using the following update rule:

xk+1 := PX
[
xk − λk · ITj(k)

(
Ij(k)∇fµ0

(
xk
)

+ g
(
j(k),xkj(k)

))]
(2.10)

where λk is the step size, g(j,x) ∈ ∂fj(xj) and Ij is a matrix that maps ∇fµ0
to its components relevant to block j, i.e.

Ij =
[
0nj×(

∑j−1
i=1 ni)

1nj×nj 0nj×(
∑N
i=j+1 ni)

]
with 1nj×nj corresponding to the identity matrix. Simply put, rule (2.10) up-
dates the multipliers by moving them in the opposite direction to a subgradient
of the objective function, restricted to the coordinates related to scenario j(k).

Although f is a non-differentiable function, due to the smoothness of fµ0 , the
update rule (2.10) is equivalent to the update rule of the stochastic subgradient
method, as in the following proposition.

Proposition 1. Let J be a discrete uniform random variable on the set {1, . . . ,
N}. The expected direction of update rule (2.10), E[ITJ (IJ∇fµ0

(
xk
)
+g
(
J,xkJ))|

xk], coincides with the direction of a subgradient of f at xk.

The stochastic subgradient method and its convergence have been well stud-
ied in the literature, see for instance [Erm83, Thm. 2]. By extension, with an
appropriate selection of the step size λk (diminishing, nonsummable, square
summable), the method defined by the update rule (2.10) will converge to an
optimal solution with probability 1.

Note that the update rule (2.10) requires computing the gradient of fµ0 and
a subgradient of fj(k) at each iteration k, which makes it more expensive than
the subgradient method when we consider an entire pass over all scenarios, i.e.
N iterations of the method, which is the minimum amount of iterations required
to update every block of variables. Nevertheless, since the cost of computing
the gradient of fµ0 is almost negligible compared to the cost of computing a
subgradient of fi for any i, the extra cost in practice would not be noticeable.

2.3.2 Asynchronous distributed method

The idea behind the asynchronous distributed method is essentially the same
as in the serial method presented in the previous subsection, with the excep-
tion that subgradients of component functions are computed in parallel to the
updates. Specifically, following [NBB01], we use the computation model pre-
sented in Fig. 2.1. In this computation model only the Updating system can
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Updating system
Subgradient
computation

system

xk

∇fµ0
(
xk−l(k)

)
g
(
i,x

k−`(i,k)
i

)
∀i

Figure 2.1: Computation model for the asynchronous distributed method. At each it-
eration k the Updating system communicates the current iterate xk to the Subgradient
computation system, which in turn, communicates back the last computed subgradi-
ent for each component function. The parallelism of this scheme resides within the
Subgradient computation system.

increase iteration counters and updates are performed serially using the infor-
mation provided by the Subgradient computation system. The serial nature of
the Updating system allows us to describe the algorithm using a single iteration
counter k.

Note that subgradients communicated by the Subgradient computation sys-
tem to the Updating system might have been computed at previous iterates,
in other words, the subgradient information available to the Updating system
might have delays. We denote these delays by l(k), the total number of updates
since the last evaluation of the gradient of fµ0 , at iteration k; and `(j, k), the
number of updates to block j since the last computation of its subgradient, at
iteration k. Considering delays, we propose update rule (2.11) for the random-
ized block-coordinate subgradient method, where j(k) is selected uniformly at
random from {1, . . . , N}. This update rule is an extension of (2.10) where we
allow delays in the subgradient information.

xk+1 := PX
[
xk − λk · ITj(k)

(
Ij(k)∇fµ0

(
xk−l(k)

)
+ g
(
j(k),x

k−`(j(k),k)
j

))]
(2.11)

The presence of delays implies that Proposition 1 is no longer valid for
update rule (2.11). Nevertheless, we can use essentially the same idea in order
to prove convergence of the method defined by rule (2.11) as the one we used
in the previous subsection, that is, to show that the expected update direction
coincides with the direction of the approximate subgradient of the objective
function and that the error in the approximate subgradient vanishes as the
iterations advance. Our analysis is based on the Supermartingale Convergence
Theorem (SCT)) [BT96, Prop. 4.2] and the following assumptions:

Assumption 1 (Subgradient boundedness). The subgradients of component
functions are bounded above by some positive constants. In particular, there
exist positive constants C and D such that
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sup
j∈{1,··· ,N}
x,y ∈X

∥∥Ij∇fµ0 (x)+ g
(
j,yj

)∥∥
2
≤ C and sup

j∈{1,··· ,N}
x∈X

∥∥g(j,xj)∥∥2
≤ D.

Assumption 2 (Delay boundedness). There exist a positive integer L (pos-
sibly unknown) such that l(k) ≤ L, ∀k = 1, . . . ,∞ and `(j, k) ≤ L,∀j =
1, . . . , N,∀k = 1, . . . ,∞.

Assumption 3 (Diminishing-bounded stepsize). The stepsize λk might be a
function of xk,xk−1, . . . ,x0, but not of the block coordinate to be updated
j(k). Further, the sequence {λk} is bounded above and below by a deterministic
sequence {γk}, such that

Ǧγk ≤ λk ≤ Ĝγk, γk =
1

(1 + rk)q
∀k,

∞∑
k=0

γk =∞,
∞∑
k=0

γ2
k <∞,

where Ǧ, Ĝ, r, q are positive constants.

For SUC instances, Assumption 1 is ensured by the boundedness of the sets
U and Di, i = 1, . . . , N of the primal problem (2.1) – (2.2), while Assumption
2 will hold as long as the evaluation time of all component functions is finite.
The selection of a stepsize which is consistent with Assumption 3 is discussed
in subsection 2.3.3.

The following lemma conveys the key idea of our analysis and the rest of
the proof follows almost directly from it.

Lemma 1. Let Assumptions 1 and 2 hold. Additionally, let J be a discrete
uniform random variable on the set {1, . . . , N} and Fk = {xk,xk−1, . . . ,x0}.
Then, the expected direction of update rule (2.11),

E[ITJ (IJ∇fµ0 (xk−l(k)) + g(J,x
k−`(J,k)
J ))| Fk],

coincides with the direction of an approximate subgradient of f at xk.

Lemma 1 shows that the update direction of rule (2.11) should, on average,
be close to a subgradient of the objective and that the error in the subgradient
is bounded by the sum of the last L stepsizes, hence by choosing a stepsize
consistent with Assumption 3 this error will vanish as k grows. In the following,
Proposition 2 gives an estimate of the progress of the asynchronous method at
each iteration, based on the result of Lemma 1, while Proposition 3 presents a
straightforward consequence of Assumption 3.

30



Chapter 2 Asynchronous parallel algorithm for SUC

Proposition 2. Let Assumptions 1, 2 and 3 hold and let Fk = {xk,xk−1, . . . ,
x0}. Then, for the sequence {xk} generated by the update rule (2.11), we have
that

E
[
‖xk+1 − y‖22

∣∣Fk] ≤‖xk − y‖22 − 2
λk
N

(
f(xk)− f(y)

)
+

λ2
kC

2 + 2
C2Lµ0
N

λk

k−1∑
m=k−L

λ2
m + 4CDλk

k−1∑
m=k−L

λm.

(2.12)

Proposition 3. Let Assumption 3 hold. Then, we have

∞∑
k=0

λk =∞,
∞∑
k=0

λ2
k <∞,

∞∑
k=0

λk

k−1∑
m=k−L

λm <∞,
∞∑
k=0

λk

k−1∑
m=k−L

λ2
m <∞,

where for notational convenience we let λ−l = λ0 ∀l ∈ N.

Finally, in the following theorem, we apply the SCT to the result of Propo-
sition 2 in order to prove the convergence of the asynchronous method to an
optimal solution.

Theorem 1. Let Assumptions 1, 2 and 3 hold, and assume further that the
optimal solution set X∗ is nonempty. Then the sequence {xk} generated by the
randomized method converges to some optimal solution with probability 1.

The result presented in Theorem 1 extends the state-of-the-art by providing
a convergence guarantee for the asynchronous block-coordinate descent method
for non-differentiable optimization problems with the structure of problem (2.9)
without the need for a line search on xj(k) at each iteration [Tse01,FR13].

An important remark is that the asynchronous incremental method pro-
posed in [NBB01] is guaranteed to converge to an optimal solution for both
problem (2.5) and problem (2.9), while also exploiting their decomposable
structure to a certain extent. We utilize block-coordinate descent instead of
incremental methods for two reasons:

• The choice between incremental and block-coordinate subgradient meth-
ods can have significant implications on the magnitude of delays whenever
we are minimizing a problem with the structure of problem (2.9), where
a gradient of fµ0 is much easier to evaluate than a subgradient of fi for
any i = 1, . . . , N , and X = Rn (unconstrained optimization).

The incremental subgradient method at iteration k selects at random a
component function, j(k) ∈ {0, 1, . . . , N}, and performs an update follow-
ing the direction of the computed subgradient for the selected component
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function. Whenever j(k) ≥ 1, the algorithm will update block-coordinate
j(k), which will cause the current gradient of fµ0 and the subgradient fj(k)

to gain one unit of delay. On the other hand, every time j(k) = 0, the
algorithm will update the entire vector x, adding one unit of delay to all
the subgradient information available to the Updating system. This ef-
fect, which is unavoidable for the problem structure analyzed in [NBB01],
is undesirable because errors on the update direction depend directly on
the magnitude of the delays.

The block-coordinate subgradient method at iteration k updates only the
coordinates of block j(k) ∈ {1, . . . , N}, causing the available gradient of
fµ0 and subgradient fj(k) to gain a unit of delay, but leaving unaffected
the rest of the subgradient information available to the Updating system.
Moreover, new gradients for fµ0 can be computed very fast, even contin-
uously as iterations advance, which allows us to maintain small delays
throughout the solution process.

• For SUC instances and, in general, for Lagrangian relaxation of con-
straints linking duplicated variables, as the dual multiplier x approaches
an optimal value, u and vi start becoming similar for all i. As a con-
sequence, the gradient of fµ0 with respect to block i, i.e. −u∗(x) (the
optimal solution of (2.8)), will tend to point in an opposite direction to
the subgradient of fi, i.e. v ∈ ∂fi(xi) ≡ V ∗i (xi) (an optimal solution to
(2.7)), for any i = 1, . . . , N , thereby causing the incremental method to
be susceptible to oscillations in x (incremental updates using the gradient
of fµ0 would move the iterates in the opposite direction to incremental
updates using the subgradients of fi, i = 1, . . . , N).

2.3.3 Stepsize selection and function value estimation

Although Assumption 3 might seem to restrict the stepsize to a diminishing
series of the type 1/kq, it also allows us to use a stepsize similar to the dynamic
stepsize proposed by Polyak for the subgradient method [Pol69],

λk = p
f
(
xk
)
− f∗

‖g
(
xk
)
‖22

, g
(
xk
)
∈ ∂f

(
xk
)
, 0 < p < 2.

The original Polyak stepsize requires knowledge of the objective value at the
current iterate f

(
xk
)
, the optimal value f∗ and the norm of the subgradient at

the current iterate ‖g
(
xk
)
‖2, none of which are available for the asynchronous

method. Instead, we use estimates for each of the aforementioned quantities.
An estimate of the current objective, which is also an upper bound on the
objective of the primal problem (2.1)–(2.2), can be obtained at the cost of
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evaluating f0 as follows

f
(
xk
)
≈ UBk := f0

([(
x
k−`(1,k)
1

)T
. . .
(
x
k−`(N,k)
N

)T ]T)
+

N∑
j=1

fj
(
x
k−`(j,k)
j

)
,

(2.13)
while an estimate of the subgradient norm ḡk can be computed using the last
known subgradients for the component functions,

‖g
(
xk
)
‖2 ≈ ḡk := max

{
σ,

∥∥∥∥∇fµ0 (xk−l(k)
)

+

N∑
j=1

Ijg
(
j,x

k−`(j,k)
j

)∥∥∥∥
2

}
where σ is a small positive constant intended to prevent that ḡk = 0 (note that
due to the delays, ḡk = 0 does not imply that xk is optimal). An underestimate
for the optimal value LBk can be obtained from a feasible solution to the primal
problem, computed as described in section 2.4. We assume that this is a strict
underestimate, i.e. θ ≤ f∗ − LBk for some θ > 0, in other words, we assume
that strong duality is never attained for realistic SUC instances.

Using these estimates, we propose the following dynamic stepsize,

λk =
p

(1 + rk)q
·

min
{
ξ, UBk − LBk

}
ḡ2
k

, (2.14)

where p, r, ξ are positive constants and 1/2 < q ≤ 1. The goal of ξ is to prevent
the method from taking long steps whenever the underestimate of the optimal
value is loose. The proposed stepsize λk, as defined in equation (2.14), agrees
with Assumption 3, as can be seen from the following inequality:

p
θ

C
· γk ≤ λk ≤ p

ξ

σ
· γk.

Therefore, by Theorem 1, the asynchronous algorithm using the proposed step-
size will converge with probability 1 to an optimal solution.

A diminishing stepsize of type 1/kq it is also guaranteed to achieve conver-
gence. However, for the method to work effectively, it is necessary to determine
a ’good’ initial stepsize in absolute terms. The process of selecting a ’good’ ini-
tial stepsize can require several trial-and-error runs of the algorithm for every
instances to be solved, which would not be possible in an industrial implemen-
tation with a strict time limitation.

By contrast, in order to set the parameters for the proposed stepsize (2.14)
(p, r and q) we only need to decide the proportion of the Polyak stepsize that
we would like to have at two different iteration counts and the rate at which
we would like to decrease this proportion (for instance, 50% at the beginning,
25% after 50N iterations, and decreasing with 1/k, respectively). Given the
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relative nature of these parameters, there is no need for trial-and-error runs
when using this stepsize in industrial implementations.

2.4 Primal recovery

Primal recovery is an essential component of any Lagrangian relaxation aiming
at solving the original problem. Although there exist exact methods for recov-
ering primal solutions in the case of linear programs [AW09], these methods do
not extend to the mixed integer case and primal recovery relies, generally, on
heuristics in the latter case.

In the case of stochastic unit commitment instances, we exploit the rela-
tively complete recourse of the problem, i.e. that given v̄ such that (v̄,wi) ∈ Di
for certain i and wi, then v̄ ∈ U and (v̄,wj) ∈ Dj for some wj for any
j = 1, . . . , N . In other words, any solution to a scenario subproblem v̄ can be
used as a candidate non-anticipative first stage solution. We can then compute
the second stage cost hi(v̄) by solving second stage problems with fixed vi = v̄,

hi(v̄) = cTi v̄ + min
w|(v̄,w)∈Di

dTi w

obtaining a complete primal solution to (2.1) – (2.4) and a lower bound on the
objective of (2.5) [Ahm13,Ahm15].

Recovering one feasible non-anticipative solution at every dual iteration
would require the solution of N2 second stage MILPs for every dual pass over
data. For medium to large scenario sets, the computational requirements of
primal recovery can easily become larger than the requirements of the dual
algorithm. If both dual iterations and primal recovery are performed concur-
rently, primal candidates would need to enter into a queue for evaluation, which
will typically grow as dual iterations advance (assuming similar resources are
allocated for dual iterations and primal recovery). Within this context, we test
three rules for determining the order of evaluation of primal candidates in the
queue:

• First-in-first-out (FIFO).

• Random order (RND), motivated by the possibility that a good solution
might appear anywhere in the sequence of solutions to scenario subprob-
lems.

• Last-in-first-out (LIFO), an approach that takes into account that as dual
iterations advance, solutions to scenario subproblems tend to be almost
non-anticipative (vi = vj , i, j = 1, . . . , N), therefore scenario subproblem
solutions in later iterations could have better overall performance.
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A different approach towards recovering primal solutions is to create primal
candidates as they are required, combining the solutions to different scenario
subproblems. Carøe and Schultz [CS99] propose creating primal candidates
by first averaging the solutions to all scenario subproblems and rounding the
result using a heuristic. We use a variant of this idea combined with importance
sampling (IS) to create primal solutions. Our recovery heuristic proceeds as
follows:

1. Associate to each scenario a probability proportional to its estimated

importance, e.g. pi ∝ fi(xk−`(i,k)
i ), i = 1, . . . , N

2. Pick a sample of the scenarios of size M < N , using pi as the probability
of sampling scenario i

3. Average the current scenario subproblem solution v̄i associated to the
sampled scenarios {i(m),m = 1, . . . ,M} in order to generate an average
ṽ

ṽ =
1

M

M∑
m=1

vi(m)

4. Generate a primal candidate ū by projecting the average of step 3 onto
V = {v ∈ U | ∃wi, (v, wi) ∈ Di, i = 1, . . . , N},

ū = arg min
u∈V

‖u− ṽ‖22 . (2.15)

This method allows us to create primal candidates that combine the charac-
teristics that make a solution optimal for a representative subset of the scenarios
while, at the same time, generating different candidates after each dual itera-
tion if necessary. The latter would not be possible if we were to follow [CS99],
since the average of the solution to all scenario subproblems does not change
significantly from one coordinate descent iteration to the next.

2.5 High performance computing implementa-
tion

Section 2.3 provides convergence guarantees for the asynchronous dual opti-
mization algorithm, based on the conceptual distributed computation model
of Fig. 2.1, and section 2.4 two parallelizable primal recovery schemes. This
section specifies the actual implementation of the algorithm, that is, the differ-
ent processes running in parallel and the information to be exchanged between
them.

We implement the algorithm using the Master/Slave design presented in
Fig. 2.2. The Master coordinates the work of all processes, dynamically assign-
ing tasks (solving optimization problems) to Slaves as the algorithm progresses.
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Figure 2.2: Execution snapshot of the asynchronous distributed algorithm for stochas-
tic unit commitment. Each box correspond to a process and each dashed line corre-
spond to information exchanged between processes. The Master dynamically assigns
tasks to each of the Slaves. Not all types of tasks need to be present at all times and
there might be several Slaves engaged on the same task but over different data.

Slaves, on the other hand, limit themselves to perform the tasks demanded by
the Master, without having view of the global progress of the algorithm.

In contrast to the conceptual computation model presented in Fig. 2.1, in
the actual implementation there is no clear separation between the Updating
system and the Subgradient computation system. The Updating system is con-
tained within the Master process, while the Subgradient computation system is
split between Master and the Slaves currently evaluating fµ0 or fi, i = 1, . . . .N ,
shown to the left of the Master in Fig. 2.2.

Primal recovery is performed concurrently with dual iterations using a por-
tion of the Slaves, shown to the right of the Master in Fig. 2.2. Primal recovery
evaluates the second-stage cost of primal candidates and, if using the IS heuris-
tic, it also creates new candidates by projecting averaged first-stage solutions
onto the first-stage feasible set.

Performing dual iterations alongside primal recovery enables the algorithm
to continuously compute upper bounds (dual function evaluations) and lower
bounds (primal recovery) on the optimal value. This allows us to establish
a natural termination criterion, UB − LB ≤ ε, as well as to terminate the
algorithm early at a certain wall time or number of dual iterations, returning
the incumbent solution and the current optimality gap, as MILP solvers do.

In the following we detail the internal layout of the Master and Slave pro-
cesses, and how they interact with each other. The implementation is based
on the SMPS file format for stochastic programs [GS01]. In particular, it uses
the concepts of CORE problem, time indexation of variables and constraints
(TIME file), and the specification of scenarios by their differences to the CORE
problem (STOCH file). In order to maintain a small memory footprint, which is

36



Chapter 2 Asynchronous parallel algorithm for SUC

critical for solving large SUC instances, only the CORE problem and the TIME
indexes are maintained in memory, while the information in the STOCH file is
loaded from the hard drive as needed and purged after it has been used.

2.5.1 Slave

The Slave process, presented in Fig. 2.3, starts by partially reading the instance
to be solved (steps 1-2, Fig. 2.3): it loads the CORE problem, loads all the
information in the TIME file (time stages of variables and constraints) and
gathers information about the organization of the STOCH file (metadata), e.g.
a list of the scenarios and where in the STOCH file are they located.

The reading process respects the classification of constraints within the
CORE file, in particular, it differentiates between normal constraints, delayed
constraints (i.e. constraints that are necessary for feasibility but are unlikely
to be binding, also known as lazy constraints) and model constraints (i.e. con-
straints redundant at the optimal MIP solution, also known as user cuts)4.
Current commercial MILP solvers can take advantage of this classification of
constraints to speed up the solution process. Note that, in order to read files
with this constraint differentiation, the TIME file must explicitly declare the
time index of rows and columns [GS01].

After every process finishes the reading step (step 3), the control flow is
organized around a loop within which the Slave receives a task from the Master,
executes it and communicates back the result. Subproblems in all tasks are
formulated either by modifying the CORE problem, as done in steps 6, 10 and
22, or by taking a subset of the constraints of the CORE problem, as done in
steps 14 and 18. The transformation of steps 6, 10 and 22 uses the metadata
to avoid parsing unnecessary parts of the STOCH file.

There are 5 types of tasks, as well as 1 termination signal, that the Slave
can receive from the Master. Among these, dual scenario corresponds to eval-
uating a certain component j ∈ {1, . . . , N} of the dual objective for certain
multipliers, primal projection corresponds to projecting an averaged candidate
onto the feasible set of first stage decisions (see equation (2.15)) and second
stage scenario corresponds to solving a recourse problem for a given first stage
decision.

The dual f0 task involves the following two actions: computing the gradient
of fµ0 and computing an upper bound. These tasks are merged because they
involve solving very similar mathematical programs, (2.6) and (2.8), none of
which has a strict requirement on the frequency with which it must be solved
(contrary to the case of primal projection, which must be solved whenever we
need a new primal candidate). The task uses four pieces of data. The first two,

the sum of the current multipliers
∑N
i=1 xi and a center u0, are used to compute

4delayed constraints and model constraints correspond to the terminology used by Xpress,
while lazy constraints and user cuts is the terminology used by Cplex.
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Figure 2.3: Control flow of the Slave process. Continuous lines show the flow of the
program, while dashed lines indicate exchange of information with other processes.
Italics denote constants and parameters. The iteration counter k and the candidate
index t are dropped because they are not relevant within the Slave.
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the gradient of fµ0 at the current iterate. The other two, the sum of certain

multipliers y,
∑N
i=1 yi, and the sum of the scenario component functions of

the dual evaluated at y,
∑N
i=1 fi(yi), are used to obtain an upper bound on

the optimal value of the original program by evaluating f0(y), as indicated in
equation (2.13).

The approx dual scenario task has the same objective as the dual scenario
task, with the difference that the former solves only a relaxation of the scenario
subproblem. Two types of relaxation are considered, the linear programming
(LP) relaxation and the period relaxation, which solves each period of the
scenario subproblem independently. The period subproblem is constructed
using the indexation of variables and constraints present in the TIME file.
These relaxations provide cheap subgradient estimates and upper bounds on
component functions. They are used in the initialization procedure described
in subsection 2.5.3.

2.5.2 Master

The Master process, presented in Fig. 2.4 and Fig. 2.5, starts in the same
manner as the Slave, by allocating memory to variables and reading the nec-
essary information from the CORE, TIME and STOCH files, steps 1-2 in Fig.
2.4. Note that the Master does not require further information regarding the
subproblems because this is not used directly for dual iterations or primal re-
covery.

After reaching the synchronization point, step 3, the Master uses the Slaves
to perform the initialization procedure, step 4, which provides with initial val-
ues for the subgradients and upper bounds. This step is followed by the launch-
ing of the initial batch of tasks of the algorithm, in steps 5 and 6. We update as
many blocks as possible, launching the corresponding subgradient evaluation
tasks. If there are free Slaves after updating all blocks, we use them to perform
primal recovery tasks, so that all Slaves are assigned a task. The Master keeps
track of the task assigned to each Slave.

The Master then enters its main loop, which receives the result of a task
from Slave s (step 7), process it (steps 8-16) and assigns a new task to the Slave
s (steps 21-28). The processing procedure depends on the type of task. For dual
f0, we simply overwrite the gradient of f0 and update the upper bound, while
for primal projection we add the new candidate to the list of primal candidates.

The processing of dual scenario tasks requires checking whether the received
result contains new information relative to what is already available to the
master before overriding it (step 11). This is necessary, because as the updates
of x are performed at random, there might be two or more Slaves evaluating
the same component function i, each for a different xi. If the evaluation for
an older xi finishes later, it should not overwrite the subgradient information
available to the Master, since this would only introduce more delays in the
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Figure 2.4: Control flow of the Master process.
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Figure 2.5: Control flow of the Master process (cont.).
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subgradient information. Irrespective of its delay, the result is used in step
12 as a primal candidate as long as the primal recovery heuristic is not set to
importance sampling.

second stage scenario tasks, on the other hand, return the second stage
cost of a given first stage candidate solution at a certain scenario (step 14). If
the first stage solution has been evaluated for all scenarios, it is used in step
15 to update the lower bound on the primal objective. Note that we do not
assume any order in the evaluation of first-stage candidate solutions, allowing
for primal recovery to be performed asynchronously on several candidates at
the same time.

Once the processing phase is completed, at the top of Fig. 2.5, the algorithm
checks whether the termination criterion is met and terminates the execution
of the Master and Slaves if that is the case. If the termination criterion is
not met, the algorithm will proceed to decide which task to assign to Slave s.
This decision is made according to the following criteria, in the same order of
importance as they are presented:

1. Use at most N concurrent processes for dual scenario tasks.

2. Maintain the proportion of Slaves engaged in dual iterations as close as
possible to the value of the configuration parameter DualShare.

3. A dual f0 task must be executed every certain number of dual scenario
tasks.

4. If using the IS primal recovery heuristic, a primal recovery task must
be executed whenever the number of elements left in primal tasks is
deemed small5.

Before sending the chosen task to Slave s, certain preprocessing steps are
required. In the case of a dual scenario task, a block coordinate descent update
is performed on a random scenario j and, only then, a dual scenario task for
scenario j with the new multipliers is assigned to Slave s. This action (steps
22-23) correspond to the updating system of Fig. 2.2.

Before assigning a second stage scenario task, on the other hand, it is neces-
sary to check whether there are pending primal tasks to be executed. If this is
not the case, then, in step 25, new tasks are created using the next candidate,
which is chosen according to the order specified by the RecoveryType parame-
ter (FIFO, RND, LIFO, IS) from the list of pending candidates, primal cand,
and removed from it. If the RecoveryType configuration parameter is set to IS,
then the most recent candidate in the list is chosen.

The assigned task is then sent to Slave s and the Master returns to the
beginning of its main loop, where it will wait for the next result.

5The definition of small here depends upon the number of Slaves, the time between re-
ceived results and the time it takes to complete a primal recovery task.
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2.5.3 Initialization

The main objective of the initialization subroutine, executed by the Master at
step 4 (Fig. 2.4), is to obtain cheap estimates of the subgradients of compo-
nent functions, upper bounds on the component function values at the initial
multipliers x0 and, optionally, an initial set of primal candidates.

The initialization proceeds as follows. First, subgradient estimates and
upper bounds are computed by executing approx dual scenario using the Slaves,
for all scenarios with the initial multipliers. Once the results for all scenarios
have been collected, a dual f0 task is executed to obtain a gradient for fµ0 and
a valid upper bound on the primal objective.

If the selected primal recovery heuristic is not IS, subgradient estimates can
be used as primal candidates (because of the projection onto V, step 8, Fig.
2.3) and evaluated at step 6 of Fig. 2.4 (if S > N). On the other hand, if
the selected primal recovery heuristic is IS, then at step 6 of Fig. 2.4 the next
primal tasks would correspond to primal projection, with averaged candidates
generated by the Master on the fly.

Without these subgradient estimates, the first round of updates (step 5,
Fig. 2.4) would not modify the multipliers, and the computation of the first
upper bound would be delayed until all component functions have been evalu-
ated, that is, at least until the slowest of all component functions is accurately
evaluated. Considering that differences in evaluation times of component func-
tions observed in real instances can be as high as 7500%, the lack of an initial
upper bound can significantly delay termination of the algorithm, even when a
good primal candidate and lower bound are already available.

Note that primal recovery also benefits from the initialization, since without
the initial set of candidates, primal recovery would be delayed until results from
accurate evaluation of component functions fi are returned to the Master.

2.6 Numerical results

We implement the proposed asynchronous algorithm as described in the pre-
vious section in C, using Xpress (through its C API) [Fai16] for solving all
mathematical programs and MPI [For15] for handling communications between
processes. We configure Xpress to solve the root node in all subproblems using
the barrier algorithm and we set the termination gap of subproblems to 1%.

We test the proposed algorithm on instances of the WECC [POR15] and
CWE (section 1.4.3) systems. Sizes and solution times of scenario subproblems
are presented in Table 2.1, where it can be observed that the instances used
in the present study are at least as large, or present scenario subproblems as
difficult to solve (in terms of solution time) as the models in the literature.
Numerical experiments were run on the Cab cluster of the Lawrence Livermore
National Laboratory (LLNL). Each node of the Cab cluster is equipped with
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Table 2.1: Scenario subproblem sizes and solution times for different instances used in
the present study (highlighted in boldface) and in the literature. Subproblem solution
times for WECC [POR15] correspond to winter weekend instance with 100 scenarios,
while subproblem solution times for CWE correspond to spring weekday instance
with 120 scenarios.

Instance Rows Columns Non-zeros Integers
Subproblem solution
time [s], avg. (max.)

WECC [CGSM+15] 69 447 28 943 240 724 4 080 9.4 (25.7)
WECC [POR15] 34 441 23 090 139 394 3 074 8.3 (67.9)
EDF [vAM16] 812 906 73 562 – 26 122 – –
CWE 609 589 390 075 1 941 270 9 753 3 383.2 (7 851.8)

two Intel Xeon E5-2670 processors (16 cores per node) and 32GB of RAM
memory.

2.6.1 Western Electricity Coordinating Council system
instances

The WECC system instance [POR15] is composed of 130 thermal generators,
182 nodes and 319 lines. It features multiarea renewable production with hourly
resolution over a 24 hour horizon for 8 representative day types, one weekday
and one weekend day per season. The number of scenarios ranges from 10
to 1000, and each scenario is associated with different renewable production
profiles and contingencies.

The solution times of these instances are summarized in Table 2.2 for differ-
ent configurations of the asynchronous algorithm. Regarding stepsizes, ’Dim.
1/k’ corresponds to a stepsize of the type 1/k and ’Polyak’ corresponds to the
Polyak stepsize defined in equation (2.14), where the diminishing part is set to
decrease from 0.5 to 0.25 in 50N iterations with q = 1. Primal solution recov-
ery methods correspond to the four methods described in section 2.4. We use 1
node for solving the 10-scenario instances, 10 nodes for solving the 100-scenario
instances and 16 nodes for solving the 1000-scenario instances. For all WECC
instances we use 1 core per process, so that S = #Cores − 1, and we limit
the run time of the algorithm to 2 hours. The modification of the DualShare
parameter for 1000-scenario instances is motivated by the findings covered in
subsection 2.6.3.

From the perspective of dual optimization, Polyak stepsizes outperform 1/k
stepsizes when considering a 1% termination criterion. In all our instances and
test runs, Polyak stepsizes provided better results without the need for tuning.

For primal recovery, we observe that the three methods that recover so-
lutions directly from solutions to scenario subproblems (FIFO, RND, LIFO)
exhibit similar performance for the 10-scenario instances. RND and LIFO out-
perform FIFO on instances with 100 scenarios. The IS heuristic outperforms
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Table 2.2: Solution time statistics for WECC instances, over 8 representative day
types. Statistics for configurations that failed to achieve the target optimality gaps,
within the limit wall time, for one or more day types are not reported and are denoted
with a dash.

N
Step Recovery # Dual Solution time [s], avg. (max.)
size Type Cores Share 2% optimality 1% optimality

10

Dim. 1/k FIFO 16 0.5 228.1 (792.9) –
Dim. 1/k RND 16 0.5 229.4 (856.1) –
Dim. 1/k LIFO 16 0.5 200.6 (739.7) –
Dim. 1/k IS 16 0.5 178.0 (638.0) –

Polyak FIFO 16 0.5 148.2 (469.3) 424.4 (1 361.1)
Polyak RND 16 0.5 117.8 (392.6) –
Polyak LIFO 16 0.5 131.2 (446.2) 384.0 (1 326.9)
Polyak IS 16 0.5 118.4 (441.4) 364.7 (1 291.5)

100

Polyak FIFO 160 0.5 267.6 (325.1) –
Polyak RND 160 0.5 113.2 (345.6) 534.2 (1 134.1)
Polyak LIFO 160 0.5 99.4 (268.3) 508.9 (1 152.4)
Polyak IS 160 0.5 95.5 (289.8) 517.9 (1 126.1)

1000
Polyak LIFO 256 0.75 723.9 (2 155.2) –
Polyak IS 256 0.75 411.7 (1 354.5) 2 535.0 (6 427.0)

its counterparts in all instances.

The best configuration of Table 2.2, which is highlighted in boldface, out-
performs the run time reported in [POR15], in which 1000 scenario instances
(23.1 million variables, 35.9 million constraints and 3.1 million integers) were
solved in up to 24 hours using 1000 processors. Instead, the best performing
algorithm in this chapter solves the same instance in less than 2 hours using
256 processors. Similar speedups are observed for instances with fewer scenar-
ios with respect to [POR15]. The method of Cheung et al. [CGSM+15] solves
instances of the WECC with up to 100 scenarios within 1.5–2.5% optimality
within 25 minutes. In comparison, the proposed algorithm solves instances of
similar difficulty in terms of solution time of subproblems (see Table 2.1) to
1% optimality in at most 18.7 minutes and to 2% suboptimality in less than
5 minutes. Detailed solution statistics per day type for the best configuration
are reported in Table 2.6, in section 2.B at the end of this chapter.

2.6.2 Central Western European system instances

The CWE system instance corresponds to one described in section 1.4.3. We
model SUC using a hybrid time resolution: hourly commitment decisions and
quarterly dispatch decisions. We consider the commitment of nuclear and slow
thermal units (conventional generators with a minimum up and down time
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Table 2.3: Solution time statistics for CWE instances, over 8 representative day types.
All instances use the Polyak stepsize the IS primal recovery heuristic and a Dual Share
parameter setting of 0.75.

N
# Solution time [s], avg. (max.)

Cores 2% optimality 1% optimality
30 96 2 580.3 (5 908.2) 3 806.2 (9 279.1)
60 192 2 563.7 (5 593.3) 3 774.2 (8 323.4)
120 384 2 696.5 (5 973.0) 3 876.2 (7 952.6)

greater than 3 hours), and the set point for CHP power plants6 (continuous
variables) as first-stage decisions of SUC. The second stage includes the com-
mitment of fast thermal generators (with minimum up and down time less
than or equal to 3 hours) along with all continuous dispatch decisions. Each
instance covers a 24-hour horizon (96 quarters). We refer the reader to section
4.C, in the final chapter of this dissertation, for a detailed description of this
hybrid-resolution SUC model.

The problem is solved for 8 representative day types and using 30, 60 and
120 scenarios of renewable production. For all CWE instances, ramp rate
constraints within each hour are declared as delayed constraints. Each scenario
subproblem of the CWE instances is almost one order of magnitude larger, in
terms of matrix size, than the scenario subproblems of the largest instance
considered in the SUC literature [vAM16], see also Table 2.1.

Table 2.3 presents the summarized solution statistics for the proposed algo-
rithm on the CWE instances. We use 6 nodes for the 30-scenario instances, 12
nodes for the 60-scenario instances and 24 nodes for the 120-scenario instances.
Each process uses 2 cores, we set the MIP time limit to 1 hour and 30 minutes
and the maximum run time of the algorithm to 6 hours. Detailed solution
statistics per day type are reported in Table 2.7 of appendix 2.B.

Solution times are larger that those observed for the WECC, neverthe-
less they remain within operationally acceptable time frames for day-ahead
scheduling (at most 2 hours and 34 minutes are required for obtaining a solu-
tion within 1% optimality). This increase in overall solution time with respect
to the WECC instances results mostly from the time required for solving dual
scenario subproblems which, as shown in Table 2.1, is two orders of magnitude
larger than for WECC.

6Combined Heat and Power (CHP) plants can vary their production of electricity only
within a limited range for a given production of heat [DA15].
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Table 2.4: Variation of solution time with the Dual Share parameter setting, which
vary smoothly between its start value (k = 0) and its value after 200 dual passes over
data (k = 200N). Results in the table correspond to WECC, spring weekdays, 100
scenario instance, solved using 8 nodes (96 cores) and a Polyak stepsize. Statistics
are obtained over 4 runs for each configuration.

Primal Dual Share Solution time [s], avg. (max.)
Recovery k = 0 k = 200N 2% optimality 1% optimality

IS

0.1 0.1 150.5 (168.7) 1731.9 (1821.0)
0.25 0.25 78.9 (82.8) 785.7 (807.8)
0.5 0.5 52.5 (55.6) 441.4 (467.6)
0.75 0.75 67.2 (78.0) 307.4 (333.3)
0.9 0.9 58.1 (72.3) 291.0 (294.2)

LIFO
0.5 0.5 97.5 (120.0) 529.9 (598.3)
0.75 0.75 92.3 (104.5) 479.9 (624.1)

IS
0.75 0.25 50.9 (59.0) 313.9 (334.5)
0.9 0.1 66.8 (77.5) 280.3 (320.2)

2.6.3 Sensitivity of solution times to the allocation of re-
sources

The Dual Share configuration parameter determines how distributed computing
resources are allocated between tasks related to dual iterations or to primal
solution recovery, which can significantly impact the overall performance of
the algorithm, particularly when parallel computing resources are limited.

Table 2.4 shows how varying the Dual Share, while keeping the rest of
the parameters constant, affects run time. We select the WECC spring week-
day instance with 100 scenarios to perform this test because it corresponds
to a medium-size instance and has the median solution time among WECC
instances with 100 scenarios.

The configuration using the IS primal recovery heuristic (first 5 rows) ex-
hibits an important improvement in solution time as we increase the Dual Share.
For the LIFO heuristic (6th and 7th rows), on the other hand, we observe only
a minor improvement in solution time with the increase of Dual Share. This
shows that averaging scenario subproblem solutions can indeed generate bet-
ter candidates than simply using scenario subproblem solutions, avoiding the
use of computing power in evaluating the performance of low-quality primal
candidates. This effect was not observed in the 10 and 100-scenario instances
of Table 2.2 because we used almost twice as many processors as scenarios,
allowing FIFO, LIFO and RND to carry out a very large number of candidate
evaluations.

Our implementation gives us the freedom to change the Dual Share during
the solution of an instance, allocating fewer or more resources to dual tasks in
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earlier iterations. This can be beneficial as the subgradient method achieves
fast improvements during the first iterations, but it becomes slow as it ap-
proaches the optimal solution. Therefore, by starting with a high Dual Share
and gradually decreasing it, we can take advantage of the rapid bound im-
provement during the first iterations and use more computing power in later
stages in order to recover better primal solutions. Rows 8th and 9th present the
results of applying this idea. The improvements with respect to maintaining
a fixed resource allocation, as done in all other rows of the table, are modest,
at best, because of a combination of factors. During the first iterations, the
Polyak stepsize cannot be computed accurately due to the lack of a good lower
bound (see equation (2.14)) and the updates tend to overshoot. On the other
hand, during the last iterations, the IS heuristic has difficulties to find new pri-
mal candidates, because the frequency at which we obtain solutions to scenario
subproblems decreases with the Dual Share.

2.6.4 Parallel computing performance

The performance of a parallel algorithm can be measured against various met-
rics. We focus on (i) how the proposed algorithm compares to a synchronous
algorithm, i.e. an algorithm that uses a synchronous method to carry out dual
iterations, and (ii) how effectively the proposed algorithm scales up with the
number of processors.

Solving the instances used in this work with a fully synchronous algorithm
may require excessive use of computational resources [PO13]. In order to avoid
using additional computing time for this comparison, we compare the proposed
algorithm to a synchronous algorithm in terms of idle time of processors. This
can be estimated using the solution times of subproblems, information which is
already available to us from the previous sections. We consider a synchronous
algorithm that solves the dual problem with the subgradient method using
min{N,Dual Share × S} slaves (rounded to the closest integer, if necessary),
and that performs primal recovery synchronously using the remaining slaves.

Table 2.5 presents the estimated idle times for the described synchronous
algorithm. Note that idle times generally increase with the number of proces-
sors, since with fewer processors tasks can be stacked. In order to obtain a
measure of the variation of idle times with the number of processors, Table
2.5 includes estimates for the same number of processors as used by the asyn-
chronous algorithm, half the processors used by the asynchronous algorithm,
and 2N + 1 processes, i.e. the Master, N Slaves dedicated to dual iterations
and N Slaves dedicated to primal recovery.

It can be directly observed that synchronous schemes tend to underutilize
parallel computing infrastructure, leaving processors idle up to 80.4% of the
time. For the same problem, the synchronous algorithm achieves almost zero
idle time (the percentage of time dedicated to solving mathematical programs
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Table 2.5: Estimated idle time of processors when solving SUC using a parallel syn-
chronous algorithm. Average and maximum over 8 day types.

System N
# Dual Synchronous idle time [%], avg. (max.)

Cores Share Same conditions Half # cores 1 + 2N processes
10 16 0.5 48.0 (53.2) 28.3 (34.5) 54.2 (59.2)

WECC 100 160 0.5 70.6 (80.4) 52.9 (65.0) 74.3 (83.8)
1000 256 0.75 37.6 (57.0) 21.1 (36.9) 85.4 (92.4)
30 96 0.75 36.4 (47.0) 27.1 (33.9) 46.5 (53.9)

CWE 60 192 0.75 43.6 (62.2) 33.4 (47.3) 53.3 (67.2)
120 384 0.75 46.9 (61.2) 36.3 (46.6) 54.7 (65.4)

never falls below 97%, see Table 2.6 and 2.7 for details). Decreasing or in-
creasing the number of processors does not change this observation for the
synchronous scheme.

In order to determine how well the proposed algorithm scales with respect
to the number of processors, we numerically estimate its parallel efficiency (i.e.
speedup divided by the number of processors), presented in Fig. 2.6. Our
baseline is the serial execution of the asynchronous algorithm, i.e. the method
of section 2.3.1, with delays in the gradient of the smooth part of the objective
and interleaving subgradient evaluation with primal recovery.

We observe three main effects limiting the parallel performance of our al-
gorithm:

1. The existence of a Master process, that does not perform any other work
than coordination, limits the parallel performance to 1 − 1/(S + 1) in
expectation.

2. The asynchronous execution of our algorithm can cause delays on the
subgradients used to update the dual multipliers, which can led to errors
in the update direction7. As the magnitude of the delays tends to in-
crease with the number of processors, this effect deteriorates the parallel
efficiency of the dual method progressively with the number of processors.

3. Our primal recovery heuristic IS scale efficiently with the number of pro-
cessors. The candidates proposed by the IS heuristic tend to be of very
good quality, but the quality of these solutions does not improve drasti-
cally by recovering more candidates, because the heuristic is bounded by
the candidates provided by the evaluation of dual scenario subproblems.

These three effects explain the parallel efficiency curves presented in Fig.
2.6 as follows. In all cases, the parallel efficiency for a small number of processes

7This problem is common to all asynchronous gradient-type of methods. It is known in
the literature as gradient staleness and it is currently under study in the machine learning
community [ZMW+17].
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Figure 2.6: Parallel efficiency plot of the asynchronous algorithm for different termi-
nation optimality gaps. Plot drawn using WECC, spring weekdays, 100 scenarios,
Dual Share 0.75, Polyak stepsize and IS primal recovery with 4, 8, 16, 32, 64, 128 and
256 processes. Wall times are obtained by averaging 4 runs for each processor count
presented in the plot.
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(smaller than 0.2N) is limited by effect 1. The efficiency curve for 5% optimality
quickly drops after 0.2N mainly due to effect 3: it is very easy for the IS
heuristic to obtain a solution that is less than 5% suboptimal. The efficiency
curves for 2% and 1% optimality exhibit a similar behavior: the curves drop
first because of effect 2 and then due to a combination of effects 2 and 3. The
difference between these two curves is explained by the extent to which delays
affect dual convergence for different levels of accuracy, i.e. as delays increase
we can still terminate with 2% optimality, but it becomes more challenging to
terminate with 1% optimality because of subgradient errors. This causes the
parallel efficiency for 1% optimality to start decreasing at a smaller number of
processors than the curve for 2% optimality.

2.7 Conclusions

We propose an asynchronous dual decomposition algorithm for stochastic unit
commitment, in which dual iterations are performed using a block-coordinate
subgradient method, for which we provide convergence guarantees. We also
propose primal recovery heuristics and present a high performance computing
implementation of the algorithm. The algorithm is able to solve all instances
of WECC and CWE within operationally acceptable time frames and exhibits
parallel efficiency above 90% when using between 0.1N and 1.3N processors
for termination gaps of 2% or below.

We find that synchronous algorithms dramatically underutilize high per-
formance computing infrastructure, resulting in processor idles time of up to
80.4%, which stresses the need for designing asynchronous algorithms in order
to tackle industrial scale unit commitment problems.

Future extensions of the present work will focus on the application of the
developed asynchronous decomposition framework for tackling (i) multi-stage
stochastic unit commitment and (ii) detailed deterministic unit commitment
problems over large interconnected power systems, integrating the optimization
of transmission and distribution systems through convex relaxations of AC
power flow constraints [CNH+16].

Development history

An early version of the algorithm was published in [AP15]. In it we assumed
that differences in solution times among scenario subproblems were not system-
atic and that, therefore, unbiased randomization was obtained as a byproduct
of the differences in solution times. This turned out not to be the case in
general, and very large biases were observed among subproblems in subsequent
studies, preventing convergence to the dual optimum. Motivated by this ob-
servation, we developed a second version of the algorithm included in [APP17],
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where we scaled the stepsizes applied to different scenarios in direct proportion
to their average solution time. While this approach is guaranteed to converge
and it worked well in practice for the CWE instances, it was not successful
when applied to the WECC instances, due to the practical difficulty of esti-
mating the average solution times when they are very volatile across iterations.
Finally, in order to remove all dependencies from solution times characteristics,
we adopted the randomization scheme presented in this chapter.

Alongside improvements in the dual part of the algorithm, significant im-
provements were made to primal recovery, initialization and implementation
since the first and second versions, including: from using only LIFO [AP15,
APP17] to implement RND, LIFO and develop IS; initialization schemes based
on linear relaxation and time decoupling [APP17]; and moving from a Mosel
implementation limited to a single machine [AP15], to a Mosel implementation
on multiple machines [APP17], to arrive at the current MPI implementation
in C.

The algorithm as presented in this chapter is currently under review for
Mathematical Programming Computation.
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Appendix

2.A Proofs

Proof of Prop. 1. By inspection we have that,
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Proof of Lemma 1. Recall that a vector g is said to be an approximate or ε-
subgradient of a convex function f at x if and on

(x− y)Tg ≥ f(x)− f(y)− ε, ∀z ∈ Dom(f).

On the other hand, for the expected direction of update rule (2.11) we have
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The first term in the right-hand side of (2.16) can be expanded as follows
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where in the second line we use the convexity of fµ0 ((x−y)T∇fµ0 (x) ≥ fµ0 (x)−
fµ0 (y)), in the third line we use the Cauchy-Schwarz inequality, and in the
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fourth line we use the definition of the Lipschitz constant of the gradient of fµ0 .
Following a similar reasoning, each of the terms under the sum on the right
hand side of (2.16) can be expanded as follows
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where in the second line we use Assumption 1. Furthermore, Assumptions 1
and 2 allow us to bound the difference between current and delayed iterates
using the stepsize as
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which along with the previous expressions lead us to the relation (2.17), con-
cluding the proof.
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Proof of Prop. 2. Let hj = ITj (Ij∇fµ0 (xk−l(k)) + g(j,x
k−`(j,k)
j )) and J be a

discrete uniform random variable on the set {1, . . . , N}. Then for all k =
1, . . . ,∞ and y ∈ X, we have
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where in the second line we use the nonexpansive property of the projection.
Therefore, for the expectation conditioned on Fk it holds that
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Finally, by substituting E
[
hJ
∣∣Fk] in the last relation using (2.17) (Lemma 1)

we obtain the desired inequality.

Proof of Prop. 3. The first two inequalities follow directly from Assumption 3.
For the third inequality we have
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where for the last inequality we use the fact that {γk} is non-increasing and,

therefore,
∑k−1
m=k−L γm ≤ Lγk−L ∀k. The same reasoning applies to the fourth

inequality of the present proposition.

Theorem 2 (Supermartingale Convergence Theorem [BT96, Prop. 4.2]). Let
Xt, Yt and Zt, t = 0, 1, 2, . . ., be three sequences of random variables and let
Ft, t = 0, 1, 2, . . ., be sets of random variables such that Ft ⊂ Ft+1 for all t.
Suppose that:

(a) The random variables Xt, Yt and Zt are nonnegative, and are functions
of the random variables in Ft.

(b) For each t, we have E[Xt+1|Ft] ≤ Xt − Yt + Zt.

(c) There holds
∑∞
t=0 Zt <∞.

Then, we have
∑∞
t=0 Yt <∞, and the sequence Xt converges to a non-negative

random variable X with probability 1.

Proof of Theorem 1. From Proposition 2, with y = x∗, we obtain

E
[
‖xk+1 − x∗‖22

∣∣Fk] ≤‖xk − x∗‖22 − 2
λk
N

(
f(xk)− f(x∗)

)
+

λ2
kĈ

2 + 2
C2Lµ0
N

λk

k−1∑
m=k−L

λ2
m + 4CDλk

k−1∑
m=k−L

λm.

Using Proposition 3 and by the Supermartingale Convergence Theorem (The-
orem 2), with probability 1 and for each x∗ ∈ X∗, we have

∞∑
k=0

λk
(
f(xk)− f(x∗)

)
<∞, (2.18)

and with probability 1 the sequence
{
‖xk − x∗‖2

}
converges to a random

variable. The rest of the proof follows exactly the proof of [Ned02, Prop. 3.4]
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(see also [Erm83, Thm. 2]) and it is repeated here only for the sake of being
self contained.
For each x∗ ∈ X∗, let Ωx∗ denote the set of all sample paths for which equation
(2.18) holds and

{
‖xk − x∗‖2

}
converges. By convexity of f , the set X∗

is convex, so there exist vectors v0,v1, . . . ,vp ∈ X∗ that span the smallest
affine set containing X∗, and are such that vj − v0, j = 1, . . . , p, are linearly
independent.
The intersection Ω = ∩pj=1Ωvj has probability 1, and for each sample path in

Ω, the sequences
{
‖xk − vj‖2

}
, j = 0, . . . , p, converge. Thus, with probability

1, {xk} is bounded, and therefore it has limit points. Furthermore, for each
sample path in Ω, by equation (2.18) and the relation

∑∞
k=0 λk =∞, it follows

that

lim inf
k→∞

f(xk) = f∗,

implying that {xk} has at least one limit point that belongs to X∗ by continuity
of f . For any sample path in Ω, let x̄ and x̂ be two limit points of {xk} such
that x̄ ∈ X∗. Because the sequences

{
‖xk − vj‖2

}
, j = 0, . . . , p, converge, we

must have

‖x̄− vj‖2 = ‖x̂− vj‖2, ∀j = 0, 1, . . . , p.

Moreover, since x̄ ∈ X∗, the preceding relation can hold only for x̄ = x̂ by
convexity of X∗ and the choice of vectors vj . Hence, for each sample path
in Ω, the sequence {xk} has a unique limit point in X∗, implying that {xk}
converges to some optimal solution with probability 1.

2.B Detailed results

This section presents solution statistics per instance for the best configurations
found. Table 2.6 presents solution statistics for WECC instances using the
Cab supercomputer at LLNL. Table 2.7 presents solution statistics for CWE
instances using Cab.
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Chapter 3

Transmission capacity
allocation in zonal
electricity markets

3.1 Introduction

Zonal electricity markets allow market participants to trade freely within each
zone and to export/import energy to/from other zones up to certain technical
limitations. Two approaches toward zonal market design are the focus of this
chapter:

1. Available-Transfer-Capacity Market Coupling (ATCMC) [ABC+10b],
which imposes limitations on the export/import between pairs of zones
(see section 1.3.2), and

2. Flow-Based Market Coupling (FBMC) [HAA+17], which imposes limita-
tions on the configuration of zonal net positions (see section 1.3.3).

Both approaches currently coexist in the European electricity market and
they present significant conceptual and operative differences. FBMC has the
ability to allocate the export/import capacities of each zone implicitly, poten-
tially capturing inter-dependencies between bilateral exchanges. For instance,
in a system with three zones A, B and C, all connected, the ability of A for
exporting energy to B increase whenever A is not exporting to C at the same
time. Such inter-dependencies are ignored in ATCMC. Additionally, FBMC can
handle a larger variety of constraints on inter-zonal exchanges than ATCMC,
thereby allowing TSOs to include transmission constraints in a more transpar-
ent and explicit manner for day-ahead market clearing. Consequently, under
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FBMC, TSOs may not need to consider large security margins on bilateral ex-
changes. The expected benefits of FBMC rendered it as the preferred method
for linking markets in the European Union [Eur15a].

Despite their differences, FBMC and ATCMC are both zonal electricity
markets and, as such, they can only approximate the inter- and intra-zonal
power flows of the real grid to a limited extent, allocating transmission capacity
in an inaccurate fashion. This often causes market-clearing schedules that
would result in overloaded transmission equipment under both FBMC and
ATCMC. Congestion management measures are then required after the clearing
of the electricity market, in order to operate the system within its security limits
in real time. The costs of these remedial measures can be very important,
however they are commonly ignored in market analyses. For instance, the
parallel run between FBMC and ATCMC for the CWE system found potential
welfare gains of FBMC over ATCMC in the order of 95 Me for 2013 [AAC+15]
while ignoring congestion management costs, which would amount to 945 Me in
2015 [Eur15b] (the first year of operations under FBMC). Therefore, by virtue
of the magnitude of congestion management costs, the effect of the different
policies on these remedial actions could have affected the conclusions of the
parallel run.

The models presented in this chapter are intended to provide an instru-
ment to perform comprehensive policy analyses, accounting for the overall
performance of zonal market designs, and to understand the possible future
evolution of the European zonal electricity market. The model avoids sim-
plifying assumptions often made in economic analysis and aims at being as
realistic as possible in its encompassing of current and future legal obligations.
The day-ahead market follows the organization described in Regulation (EC)
714/2009 [Eur09]. Real-time operation, which is only currently defined in Reg-
ulations (EC) 1222/2015 [Eur15a] and (EU) 2195/2017 [Eur17a] stating legal
objectives, assumes that these objectives are effectively realized. The price to
pay for this lack of simplification is computational both in terms of algorithmic
tools and machine resources.

3.1.1 Literature review

ATCMC has been the standard zonal electricity market model analyzed in the
literature because of its past presence in US electricity markets and its current
presence in European electricity markets. Studies using small examples and
realistic systems, under various assumptions and modeling choices, have all
concluded that the performance of ATCMC is significantly worse than that of
a nodal system (see section 4.1.1, in the following chapter, for a survey), even
in the case where ATCs can be optimized so as to reduce real operation costs,
as done by Jensen et al. [JKP17].

Academic studies on FBMC, on the other hand, are scarce as FBMC is a
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relatively new capacity allocation methodology. Early studies were performed
before the go-live of FBMC at the CWE. Waniek et al. [WRH10] study the
day-ahead market performance and the accuracy of power flow approximations
of ATCMC, FBMC and LMP. For ATCMC and FBMC, the authors disag-
gregate zonal injections into nodal injections in proportion to the injections
in a base case (similar to the procedure followed by RTE [HAA+17]). The
factors that are used for disaggregating zonal injections into nodal injections
are known as Generation Shift Keys (GSKs) in the literature. The study finds
that FBMC outperforms ATCMC in terms of both performance and accuracy,
while LMP exhibits superior performance relative to both FBMC and ATCMC.
Following the go-live, in an effort towards understanding the new capacity allo-
cation mechanism, Van den Bergh et al. [VBD16] summarize the concepts and
methodology used in FBMC.

Significant attention has been dedicated towards understanding how discre-
tionary parameters determined by TSOs (see sections 1.3.2 and 1.3.3) affect
the day-ahead outcome of FBMC. Marien et at. [MLTW13] study the effect of
the configuration of bidding zones, and the determination of Flow Reliability
Margins (FRM) and GSKs on exchanges and prices. The authors find that
different choices for these parameters for the same system can lead to very dif-
ferent market outcomes. In the same vein, Dierstein [Die17] analyses different
strategies used by CWE TSOs to compute GSKs and how they affect the out-
come of FBMC and congestion management for cross-border lines. The author
finds that dynamic GSK strategies (i.e. where GSKs vary from one hour to the
next) outperform static GSK strategies, the latter being currently used by all
TSOs except RTE.

3.1.2 Contributions and chapter organization

The contributions of the present chapter are threefold. In terms of modeling,
we propose a framework for modeling zonal electricity markets that avoids the
discretionary parameters and circular definitions present in the current practice
and in the literature. This is achieved in the proposed FBMC and ATCMC
models by projecting the actual network constraints onto the space of zonal net
positions and bilateral exchanges, respectively. The computational contribu-
tion of the chapter is the development of cutting-plane algorithms for clearing
the day-ahead market under each zonal policy, while endogenously enforcing ro-
bustness of the import/export decisions against any single element failure (i.e.
satisfying the N-1 security criterion [HAA+17,ABC+10b,RTE06]). These clear-
ing problems correspond to adjustable robust optimization problems [BTEN09].
The policy contribution of the chapter is the detailed simulation of a realistic-
scale instance of the CWE system (section 1.4.3) against detailed models of
LMP, FBMC and ATCMC. These simulations account for the clearing of energy
and reserves, renewable supply forecasts errors and the outage of components,
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the pricing of non-convex operating costs and constraints, and the two-stage
nature of market operations whereby day-ahead market clearing is followed by
congestion management and balancing. Numerical results over 768 000 differ-
ent operating conditions demonstrate that FBMC and ATCMC attain very
similar performance. The major policy message of the chapter is to challenge
whether is it worth for more European countries to switch from ATCMC to
FBMC, instead of advancing directly to a nodal design.

The rest of the chapter is organized as follows. Section 3.2 introduces
our modeling framework for transmission capacity allocation in zonal markets
using linear programs that capture the most important differences in the al-
ternative market designs. These simplified models permit an analysis of the
differences with respect to LMP and the FBMC methodology implemented in
the CWE. Section 3.3 develops cutting-plane algorithms for simulating FBMC
and ATCMC under N-1 security, starting from the simplified models of section
3.2 to ease the exposition. Section 3.4 introduces our two-settlement market
models (day-ahead, real-time) with commitment decisions. Section 3.5 presents
the simulation setup, and section 3.6 presents the main numerical results and
discusses the implications of these results for zonal electricity markets. Finally,
section 3.7 concludes the chapter and outlines directions for future research.

3.2 Transmission capacity allocation in electric-
ity markets

Transmission capacity allocation mechanisms include (i) forward contracts, for
instance, the long term auctions carried out by the Joint Allocation Office
(JAO) [Joi15], and (ii) different types of implicit allocation, typically used in
day-ahead electricity markets [SCTB88]. In the following, we focus on day-
ahead electricity markets and describe each policy for transmission capacity
allocation (LMP, FBMC and ATCMC) in its simplest form in order to better
understand the differences between them. We assume that demand is fixed
and only producers bid in the market. We further assume that all market
participants act as price takers (i.e. that they bid their true cost to the market)
and that all energy is traded in the day-ahead auction (i.e. we ignore long-term
contracts and bilateral trades).

3.2.1 Nodal electricity markets

The nodal day-ahead electricity market can be cleared by solving the following
optimization problem (already introduced in section 1.3.1, repeated here for
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convenience):

min
v∈[0,1],f,θ

∑
g∈G

PgQgvg

s.t.
∑

g∈G(n)

Qgvg −
∑

l∈L(n,·)

fl +
∑

l∈L(·,n)

fl = Qn ∀n ∈ N [ρn]

− Fl ≤ fl ≤ Fl, fl = Bl
(
θm(l) − θn(l)

)
∀l ∈ L.

The notation in this model is as follows: Qg, Pg correspond to the quantity
and price bid by generator g ∈ G; G(n) is the set of generators at node n;
Qn is the forecast demand at node n ∈ N ; Fl, Bl,m(l), n(l) are the thermal
limit, susceptance, and adjacent nodes (in the outgoing and incoming direction
respectively) of line l ∈ L; L(m,n) is the set of lines directed from node m to
node n; vg is the acceptance/rejection decision for the bid placed by generator
g; fl is the flow through line l; θn is the voltage angle at node n; and ρn denotes
the LMP at node n.

The LMP policy implicitly allocates the capacity of all lines in the sys-
tem, without any distinction between zones, and while respecting the network
constraints.

3.2.2 Zonal electricity markets

In zonal electricity markets, electricity is priced at a zonal level, and nodal
level information is discarded [ES05]. Bids are associated to zones instead of
nodes, and transmission constraints can only be imposed at a zonal level. A
zonal market can be cleared by solving problem (3.1) – (3.3):

min
v∈[0,1],p

∑
g∈G

PgQgvg (3.1)

s.t.
∑

g∈G(z)

Qgvg − pz =
∑

n∈N(z)

Qn ∀z ∈ Z [ρz] (3.2)

p ∈ P, (3.3)

where pz corresponds to the net position of zone z ∈ Z and G(z), N(z) cor-
respond to the sets of generators and nodes in zone z. P corresponds to the
feasible set of net positions, a convex polyhedron defined differently accord-
ing to the inter-zonal capacity allocation mechanism employed, but always
demanding that system balance is respected, i.e.

∑
z pz = 0. In this model,

constraints (3.2) define the zonal net positions and constraint (3.3) enforce that
the zonal net positions belong in P.

European regulations set forth guidelines for defining P. Annex I of Reg-
ulation (EC) 714/2009 [Eur09] establishes that “... TSOs shall endeavour to
accept all commercial transactions, including those involving cross-border-trade
...” (Article 1.1) and that “... TSOs shall not limit interconnection capacity
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in order to solve congestion inside their own control area, save for the above-
mentioned reasons and reasons of operational security ...” (Article 1.7). In
the spirit of this Regulation, P should include all net position configurations
p that are feasible with respect to the real grid and only exclude those that
can be proven to lead to insecure operating conditions. We describe three
methodologies for defining P: FB with GSKs, FB with exact projection, and
ATC.

3.2.2.1 Flow-based methodology with Generation Shift Keys

This methodology is currently used in the implementation of FBMC in the
CWE [HAA+17]. The first step in the method is to determine GSKs for each
generator within each zone. GSKs quantify how a change in zonal net position
would be achieved by changing the output of generators, with respect to a
base case dispatch, i.e. GSKg = Qg∆vg/∆pz(g). GSKs, along with the node-
to-line PTDF matrix, are used to compute zone-to-line PTDFs as PTDFl,z =∑
g∈G(z)GSKg ·PTDFl,n(g), ∀l ∈ L, z ∈ Z. Then, using the base case dispatch

(denoted with a zero superscript), the flow across each line is approximated as
fl ≈ f0

l +
∑
z∈Z PTDFl,z · (pz − p0

z), ∀l ∈ L.

If, for a certain l ∈ L and any z ∈ Z, PTDFl,z is larger than 5%, then
l is considered as a Critical Branch (CB). For each critical branch, TSOs de-
termine its corresponding Remaining Available Margin (RAM) starting from
the thermal capacity of the branch minus the flow on the base case (Fl − f0

l ),
subtracting the FRM, and adding the Final Adjustment Value (FAV). Finally,
the set of feasible net positions with GSKs, PFB−GSK , is described by

PFB−GSK =

{
p ∈ R|Z|

∣∣∣∣ ∑
z∈Z

pz = 0,
∑
z∈Z

PTDFcb,z · pz ≤ RAMcb ∀cb ∈ CB
}
.

(3.4)

The methodology has several points where discretionary decisions are re-
quired by TSOs. These include the selection of a base case, the determination of
GSKs, the selection of CB, and the determination of FRM and FAV, all of which
are subject to the discretion of the TSOs, and indeed different TSOs use dif-
ferent criteria for certain choices [HAA+17, CRE17]. Additionally, PFB−GSK
will only be a good representation of reality whenever the flows on critical
branches are approximated accurately. Unfortunately, this cannot be guaran-
teed [WRH10]. Furthermore, a circular problem arises: the better TSOs can
anticipate the outcome of the market, the closer the base case would be to re-
ality and, consequently, power flows would be approximated more accurately.
However, the outcome of the market depends on the parameters decided by
TSOs. These problems, among others, have placed the FBMC-GSK methodol-
ogy under scrutiny by National Regulatory Authorities (NRAs) [EN17,CRE17].
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3.2.2.2 Flow-based methodology with exact projection

Instead of resorting to assumptions for approximating power flows using zonal
net positions, we can construct P based solely on the physics of the actual grid
and the requirements of the European regulation [Eur09, Annex I] on P: (i) P
should include all feasible net position configurations and (ii) P should exclude
all net position configurations that can be proven infeasible.

Note that there exists a unique set P respecting these requirements, because
the set of all feasible net positions in uniquely defined for any particular grid.
We propose constructing that set as the projection of the grid constraints onto
the space of net positions:

PFB−EP =

{
p ∈ R|Z|

∣∣∣∣ ∃(v̄, f, θ) ∈ [0, 1]|G| × R|L| × R|N | :∑
g∈G(z)

Qg v̄g − pz =
∑

n∈N(z)

Qn ∀z ∈ Z,

∑
g∈G(n)

Qg v̄g −
∑

l∈L(n,·)

fl +
∑

l∈L(·,n)

fl = Qn ∀n ∈ N,

− Fl ≤ fl ≤ Fl, fl = Bl
(
θm(l) − θn(l)

)
∀l ∈ L

}
.

(3.5)

It is easy to verify that PFB−EP complies with the aforementioned restric-
tions. Further, by our previous observation, PFB−EP is the unique definition
of a flow-based domain in compliance with the current European regulation.

Using PFB−EP in (3.3) has also the advantages that it does not require
any approximation assumptions or arbitrary parameters and that it is imple-
mentable1, making the proposed model an objective tool for studying the oper-
ational implications of flow-based market coupling and of the European Target
Model.

3.2.2.3 Available-transfer-capacity methodology

The ATC methodology defines a set of interconnectors T between neighbor-
ing zones, each t ∈ T comprising cross-border lines L(t) ⊆ L, and assigns a
maximum capacity in the forward (ATC+

t ) and backward directions (ATC−t )
for each interconnector. These capacities are determined in a series of steps,
analogous to those presented in subsection 3.2.2.1, aiming at computing simul-
taneous limits on bilateral exchanges, see [ABC+10b]. We abstract from these
arbitrary considerations and, following the principle that P should include the

1The model is implementable in practice because it only requires information about the
grid, the installed generation capacity and the forecast demand at each node, all of which
are already available to system operators and market participants. No information about the
price or attribution of the bids to nodes is necessary.
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largest possible subset of feasible net position configurations, compute ATCs
by solving the optimization problem (3.6) – (3.8):

max
ATC

∏
t∈T

(
ATC−t +ATC+

t

)
(3.6)

s.t. −ATC−t ≤ ATC+
t ∀t ∈ T (3.7)

[−ATC−, ATC+] ⊆ EEP , (3.8)

where [−ATC−, ATC+] ⊆ R|T | is the rectangle with lower vertex −ATC−
and upper vertex ATC+, and EEP , defined in (3.9), is the feasible domain of
commercial exchanges:

EEP =

{
e ∈ R|T |

∣∣∣∣ − ∑
l∈L(t)

Fl ≤ et ≤
∑
l∈L(t)

Fl ∀t ∈ T,

∃p ∈ PFB−EP : pz =
∑

t∈T (z,·)

et −
∑

t∈T (·,z)

et ∀z ∈ Z
}
.

(3.9)

Problem (3.6) – (3.8) seeks to maximize the volume of the rectangle formed
by the ATC values of all interconnectors, while ensuring that (i) the bilateral
exchange between each pair of zones is bounded by their total interconnection
capacity, and (ii) the net position configuration at each exchange configuration
within the ATC rectangle is feasible with respect to the real network constraints
[Ten14].

Once the ATC values are available from solving problem (3.6) – (3.8), the
feasible net position domain under the ATC methodology, PATC , can be defined
as:

PATC =

{
p ∈ R|Z|

∣∣∣∣ ∃e ∈ R|T | : pz =
∑

t∈T (z,·)

et −
∑

t∈T (·,z)

et ∀z ∈ Z,

−ATC−t ≤ et ≤ ATC+
t ∀t ∈ T

}
.

(3.10)

In contrast with PFB−GSK , defined in (3.4), and PFB−EP , defined in (3.5),
where we enforce zonal balance explicitly, PATC enforces zonal power balance
implicitly, because the interconnectors define a transportation network between
the zones.

3.2.3 Feasible domain comparison

The feasible set of zonal net positions differs among policies. Denote by PLMP

the feasible set of zonal net positions of the LMP policy. Then, by construction,
we have that PLMP = PFB−EP ⊇ PATC , while PFB−GSK is not comparable
to the previous sets. Thus, while FBMC-EP allows all possible inter-zonal
exchange schedules, ATCMC might not allow some of them, but FBMC-EP
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n4
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l23
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Generators

g n(g)
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[MW] [$/MWh]
1 n1 500 8
2 n2 200 45
3 n3 300 18
4 n4 500 200

Consumers

n
Qn

[MW]
n2 300
n4 300

Figure 3.1: 4-node, 3-zone network data of section 3.2.4. All lines have equal
impedance.

and ATCMC will not allow clearing with an infeasible cross-border exchange
schedule. FBMC-GSK, on the other hand, does not offer any guarantees for
allowing feasible or rejecting infeasible cross-border exchange schedules.

The feasible set of acceptance/rejection of bids is another interesting point
of comparison. Let us define the feasible set of acceptance/rejection of each
policy as:

VLMP = {v ∈ [0, 1]|G| |∃(f, θ), (v, θ, f) respecting (1.16) – (1.17)},
VFB−GSK = {v ∈ [0, 1]|G| |∃p, (v, p)

respecting (3.2) – (3.3) with P := PFB−GSK},
VFB−EP = {v ∈ [0, 1]|G| |∃p, (v, p)

respecting (3.2) – (3.3) with P := PFB−EP } and

VATC = {v ∈ [0, 1]|G| |∃p, (v, p) respecting (3.2) – (3.3) with P := PATC}.

Then, we have that VLMP ⊆ VFB−EP ⊇ VATC , while VFB−GSK is not
comparable with the previous sets. This implies that, although FBMC-EP
and ATCMC are guaranteed to clear with a feasible cross-border exchange
schedule pz, z ∈ Z, the acceptance/rejection decisions for bids taken by these
models might not be feasible for the real network.

3.2.4 Policy comparison using a small instance

We compare LMP, FBMC-GSK, FBMC-EP and ATCMC using the 4-node,
3-zone network presented in Fig. 3.1. We investigate both cases of inter- as
well as intra-zonal scarce transmission capacity.
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Table 3.1: Summary of clearing quantities and prices for a case of inter-zonal conges-
tion (l41 limited to 100 MW). Flow approximation absolute error refers to the sum
over all lines of the difference between model flows (i.e. flows inside the definitions of
PFB−GSK in (3.4) and of PFB−EP in (3.5)) and implied flows (i.e. flows that would
transit over the lines in the network if the optimal decisions of each policy v∗ were
implemented).

Policy
Total ρ [$/MWh] Abs. error Overload

cost [$] Min. Max. flow approx. [MW] l41 [MW]
LMP 15 200 8 119 0 0
FBMC-GSK 7 217 8 200 475 79
FBMC-EP 7 800 8 23 300 50
ATCMC 23 208 8 200 – 50

3.2.4.1 Inter-zonal scarce transmission capacity.

In order to study the behavior of the different policies under inter-zonal scarce
transmission capacity, we clear the market for the system of Fig. 3.1 with
the thermal capacity of line l41 assumed equal to 100 MW. All other lines are
assumed to have unlimited capacity. We use the GSK strategy of Elia, whereby
we disaggregate changes in net position in proportion to the installed capacity
of each generator [HAA+17].

Table 3.1 presents a summary of the clearing results. We find that all zonal
policies clear with acceptance/rejection decisions that result in infeasible flows
for the real network (6th column), and that FBMC-GSK leads to a wider price
range (3rd and 4th columns) and a larger approximation error than FBMC-EP
(5th column). We present the feasible domains of net positions for each model
in Fig. 3.2. It is interesting to observe that LMP and FBMC-EP clear with the
same net positions. Nevertheless, the LMP acceptance/rejection decisions are
feasible for the real network, while the decisions of FBMC-EP are not. This
occurs because of the difference in price and location of bids within zone A.
Zonal policies will accept these bids following the merit order, in the sense of
accepting the bid at n1 fully before accepting any part of the bid at n2. This
decision, however, leads to an overloading of line l41. According to FBMC-EP,
this decision is feasible because there exist at least one v̄ with the same net
positions (for instance, the optimal decision of the LMP policy).

FBMC-GSK clears with a cross-border exchange schedule that is infeasible
for the real network. Note also that the set PFB−GSK does not include a
slice of PFB−EP (containing feasible net positions for the real network) to the
left of the graph of Fig. 3.2. In other words, FBMC-GSK fails to accurately
account for cross-border exchanges, and distorts the market outcome due to
discretionary parameters used for approximating power flows on lines.

68



Chapter 3 Transmission capacity allocation in zonal electricity markets

−300 −200 −100 0 100

0
50

10
0

15
0

20
0

25
0

30
0

Limited flow on inter−zonal line l41

Net position zone A [MW]

N
et

 p
os

iti
on

 z
on

e 
B

 [M
W

]

●

● LMP
FBMC−GSK
FBMC−EP
ATCMC

Figure 3.2: Set of feasible net positions on plane A-B for a case of inter-zonal con-
gestion (l41 limited to 100 MW). The net position of zone C is implied by the net
positions of A and B because of energy balance. The points indicate the zonal net
positions at the optimal solution for each policy.

3.2.4.2 Intra-zonal scarce transmission capacity.

In order to study the effect of intra-zonal congestion, we use the same system
of Fig. 3.1, where we now constrain the thermal capacity of line l12 to 100
MW and assume an unlimited capacity for all other lines. We employ the same
GSKs as in the previous subsection.

We can observe in table 3.2 that all zonal policies clear with acceptance/re-
jection decisions that are infeasible for the real network. As in the case of
inter-zonal congestion, the flows estimated by FBMC-GSK are a less accurate
approximation than those estimated by FBMC-EP. Interestingly, the estimated
flows in FBMC-GSK can be in the opposite direction of the flows implied by
the DC power flow equations. As shown in Fig. 3.3, for this case PFB−GSK
turns out to be a relaxation of PFB−EP .

In summary, zonal markets fail to properly allocate scarce transmission
capacity both when inter-zonal and intra-zonal congestion arises. FBMC-EP
outperforms FBMC-GSK in accuracy while not introducing market distortions.
For this reason, in what follows, we will only consider FBMC-EP and will refer
to it simply as FBMC.
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Table 3.2: Summary of clearing quantities and prices for a case of intra-zonal conges-
tion (l12 limited to 100 MW).

Policy
Total ρ [$/MWh] Abs. error Overload

cost [$] Min. Max. flow approx. [MW] l12 [MW]
LMP 10 267 8 45 0 0
FBMC-GSK 5 800 18 18 536 150
FBMC-EP 5 800 18 18 300 150
ATCMC 9 750 8 200 – 108
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Figure 3.3: Set of feasible net positions on plane A-B for a case of intra-zonal con-
gestion (l12 limited to 100MW). The points indicate the zonal net positions at the
optimal solution for each policy.
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3.3 Cutting-plane algorithms for zonal market
clearing

In order to obtain numerical results in subsection 3.2.4, we solve (3.1) – (3.3)
by substituting PFB−EP in constraint (3.3) with its definition (3.5) using aux-
iliary variables v̄, f, θ. Similarly, in order to solve (3.6) – (3.8) we explicitly
model all vertices ν ∈ V of the rectangle [−ATC−, ATC+], and we enforce
that the corresponding limit exchange eν of each vertex ν ∈ V is a feasible
commercial exchange configuration, i.e. eν ∈ EEP . Furthermore, writing the
latter constraints requires auxiliary variables pν , v̄ν , fν , θν for describing EEP
in terms of its definition (3.9), for each vertex ν ∈ V. These approaches,
while useful for understanding the behavior of these models on a small exam-
ple, are not suitable for realistic systems under the N-1 security criterion on
export/imports, which we impose in accordance with the technical documen-
tation on FBMC [HAA+17] and ATCMC [ABC+10b]. We define N-1 security
as the ability of a system to maintain its net position configuration while sup-
plying all the demand, for any outage of a single generating unit or a single
transmission line in the system [RTE06, Chapter 7, Article 7.1]. Describing
PFB−EPN−1 and EEPN−1 (i.e. the sets of feasible net positions and feasible com-
mercial exchanges, robust to any single element contingency) using auxiliary
variables would lead to mathematical programs with millions of variables and
constraints. Writing PFB−EPN−1 and EEPN−1 explicitly in terms of net positions
and exchanges, on the other hand, is neither a performant option since this
would require the projection of the descriptions with auxiliary variables onto
lower dimensional spaces, leading to an exponentially larger number of con-
straints [Mon10, Lemma 2].

In this section, we propose cutting-plane algorithms that progressively re-
fine outer-approximations of PFB−EPN−1 and EEPN−1 as needed, allowing us to
simulate zonal market clearing for the real-scale instance presented in section
3.5. Note that our setting is ideal for cutting-plane algorithms due to the
small number of dimensions of PFB−EPN−1 and EEPN−1 (|Z| and |T |, respectively).
These algorithms have been inspired by the algorithm proposed by Street et
al. [SMA14] for security-constrained unit commitment, where the authors use
a cutting-plane procedure to progressively improve an under approximation
of the maximum demand curtailment after a contingency, for a given commit-
ment decision. In contrast, our algorithms generate descriptions of the inclusion
constraints (3.3) and (3.8) based on distance functions that become zero if and
only if the inclusion constraint is respected. In what follows, subsection 3.3.1
presents a cutting-plane algorithm for solving (3.1) – (3.3) and subsection 3.3.2
presents a cutting-plane algorithm for solving (3.6) – (3.8). These algorithms
can be easily adapted to be applied to the detailed day-ahead market models of
section 3.4. Proofs for the propositions presented in this section are provided
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Algorithm 5 Cutting-plane algorithm for solving FBMC.

1: Initialize V := 01,|Z|,W := 0, inclusion := FALSE

2: while !inclusion do
3: Call MCO(V,W )→ p
4: if status = INFEASIBLE then
5: Terminate: FBMC clearing problem (3.31) – (3.38) is infeasible.
6: end if
7: Call NPO(p)→ inclusion, (v, w)
8: V := [V > v]>, W := [W> w]>

9: end while
10: Terminate: inner model of MCO(V,W ) gives the optimal clearing.

in section 3.A at the end of this chapter.

3.3.1 Decomposition algorithm for flow-based market cou-
pling with N-1 security

The main idea behind the decomposition algorithm for FBMC under the N-1 se-
curity criterion, i.e. (3.1) – (3.3) with P ≡ PFB−EPN−1 , is to replace the inclusion

condition p ∈ PFB−EPN−1 by a polyhedral outer approximation,
∑
z∈Z Vm,zpz ≤

Wm ∀m = 1, . . . ,M , which is tight at the optimal solution p∗. Following this
reasoning, we propose clearing the market under FBMC using Alg. 5, which is
based on repeatedly calling two oracles:

• A market-clearing oracle MCO(V,W ) which, for a given V ∈ RM×|Z|
and W ∈ RM , solves the FBMC clearing problem using V p ≤ W as a
substitute for p ∈ PFB−EPN−1 , and returns a vector of optimal net positions
p∗.

• A net position oracle NPO(p) which, for a given vector of net positions p,
either certifies that p ∈ PFB−EPN−1 , or returns a hyperplane that separates

p from PFB−EPN−1 .

The effectiveness of Alg. 5 in handling realistic instances depends on the
specific net position oracle used. For example, an oracle that produces a deep
separating hyperplane but relies on checking all N-1 contingencies one-by-one
would not be effective in practice.. In order to design an effective oracle, we
first define PFB−EPN−1 formally as PFB−EPN−1 = ∩u∈{0,1}|G|+|L|

‖u‖1≤1

PFB−EP (u), where
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PFB−EP (u) corresponds to

PFB−EP (u) =

{
p ∈ R|Z|

∣∣∣∣∃(v̄, f, θ) ∈ [0, 1]|G| × R|N | × R|L| :∑
g∈G(z)

Qg(1− ug)v̄g − pz =
∑

n∈N(z)

Qn ∀z ∈ Z,

∑
i∈G(n)

Qg(1− ug)v̄g −
∑

l∈L(n,·)

fl +
∑

l∈L(·,n)

fl = Qn ∀n ∈ N,

− Fl ≤ fl ≤ Fl, fl = Bl(1− ul)
(
θm(l) − θn(l)

)
∀l ∈ L

}
.

Further, note that we can express the inclusion condition equivalently in
terms of point-to-set distance, i.e. p̄ ∈ PFB−EPN−1 if and only if d(p,PFB−EPN−1 ) =

0 for any distance function d. Particularly, given our definition of PFB−EPN−1 ,
we consider the following distance function:

d(p̄,PFB−EPN−1 ) = max
u∈{0,1}|G|+|L|
‖u‖1≤1

min
p∈PFB−EP (u)

‖p̄− p‖1,

which is defined using a bi-level mathematical program. The inner problem
can be cast as a linear program which we can dualize and derive an alternative
definition of d(p̄,PFB−EPN−1 ) as a bi-linear program:

d(p̄,PFB−EPN−1 ) =

max
u,ψ,σ,
γ,φ,ρ

∑
z∈Z

p̄zψz +
∑
n∈N

Qnρn +
∑
z∈Z

ψz ·
∑

n∈N(z)

Qn −
∑
g∈G

σg −
∑
l∈L

Fl(γ
−
l + γ+

l )

s.t. − 1 ≤ ψz ≤ 1 ∀z ∈ Z
σg ≥ Qg(1− ug)(ρn(g) + ψz(g)) ∀g ∈ G

− γ−l + γ+
l + φl − ρn(l) + ρm(l) = 0 ∀l ∈ L∑

l∈L(n,·)

Bl(1− ul)φl +
∑

l∈L(·,n)

Bl(1− ul)φl = 0 ∀n ∈ N

σ ≥ 0, γ ≥ 0, u ∈ {0, 1}|G|+|L|, ‖u‖1 ≤ 1
(3.11)

Then, we employ a net position oracle based on distance NPOD in the
implementation of Alg. 5, which performs the following operations at every
query point p̄:

1. Compute w̃ := d(p̄,PFB−EPN−1 ) and obtain a subgradient v ∈ ∂pd(p̄,PFB−EPN−1 )
(v := ψ∗).

2. If w̃ = 0, then return TRUE, (0|Z|, 0).

3. Else return FALSE, (v,−w̃ + vT p̄) .
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Using NPOD we can prove the following (proof presented in section 3.A):

Proposition 4. Algorithm 5 terminates with an optimal solution in a finite
number of iterations when using NPOD as net position oracle.

In addition to the previous result guaranteeing finite termination, the pro-
posed approach attains practical performance because of the following reasons.
(i) We do not solve (3.11) explicitly when calling NPOD, but a mixed integer
linear reformulation where the products between variables are relaxed using
their McCormick envelopes [McC76]. Since u is binary, this is an exact relax-
ation. (ii) PFB−EPN−1 is a low dimensional set even for realistic systems (the

dimension of PFB−EPN−1 is at most |Z| − 1, and |Z| = 4 for the CWE system).
This allows the cutting-plane algorithm to converge in very few iterations (less
than 10 for the CWE system).

3.3.2 Decomposition algorithm for computing maximum
volume available-transfer-capacities with N-1 secu-
rity

Our approach for computing the maximum volume available-transfer-capacities
is analogous to one presented in the previous subsection for FBMC: we solve
(3.6) – (3.8) by replacing the inclusion constraint [−ATC−, ATC+] ⊆ EEPN−1

by a set of linear inequalities that are generated iteratively. Geometrically, the
algorithm constructs an outer approximation of EEPN−1 via linear inequalities, so
that a maximum-volume rectangle inscribed in the outer approximation is also
a maximum-volume rectangle inscribed in EEPN−1.

We formally define EEPN−1 =
{
e ∈ [−E,E]

∣∣∃p ∈ PFB−EPN−1 , p = −Qe
}

, where
Et =

∑
l∈L(t) Fl for all t ∈ T and Q is the incidence matrix of the graph defined

by the zones Z (vertices) and the interconnectors T (edges). Observe that EEPN−1

is a convex polytope because PFB−EPN−1 is a convex polytope (it corresponds to

the intersection of finitely many polytopes). Therefore, we can describe EEPN−1

using finitely many inequalities, i.e. for certain A ∈ RM×|T |, B ∈ RM we have
Ae ≤ B ⇐⇒ e ∈ EEPN−1. While A,B are not available, we can construct them
iteratively. This line of reasoning leads to Alg. 6, which starts from a box outer
approximation of EEPN−1 and iteratively refines the approximation by means of
two oracles:

• A maximum volume oracle MVO(A,B) which, for given A ∈ RM×|T |
and B ∈ RM , finds a maximum-volume rectangle inscribed in {e ∈ R|T | |
Ae ≤ B} and returns ATC−∗, ATC+∗. In other words, the maximum
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Algorithm 6 Cutting-plane algorithm for volume-maximizing ATCs.

1: Initialize A := [I|T |×|T | −I|T |×|T |]>, B := [E> E>]>, inclusion := FALSE

2: while !inclusion do
3: Call MVO(A,B)→ ATC−, ATC+

4: Call EO(ATC−, ATC+)→ inclusion, (a, b)
5: A := [A> a]>, B := [B> b]>

6: end while
7: Terminate: ATC−, ATC+ are volume-maximizing ATCs.

volume oracle solves the following convex mathematical program

max
ATC

∑
t∈T

log
(
ATC−t +ATC+

t

)
s.t. A+ATC+ −A−ATC− ≤ B,

where a+
ij = max{0, aij} and a−ij = min{0, aij} [BV04].

• An exchange oracle EO(ATC−, ATC+) which, for given ATCs, ATC−,
ATC+, either certifies that [−ATC−, ATC+] ⊆ EEPN−1 or returns a hy-

perplane, defined in terms of slope a ∈ R|T | and intercept b ∈ R. This
hyperplane separates a subset of [−ATC−, ATC+] from EEPN−1.

As in the case of the algorithm for FBMC, the challenge in attaining prac-
tical performance with Alg. 6 is in designing an effective exchange oracle.
An exchange oracle that checks independently all vertices of the rectangle
[−ATC−, ATC+] for all possible contingencies would consume a prohibitive
amount of time on each iteration, rendering Alg. 6 ineffective. Luckily, we can
check all these combinations implicitly within a single mathematical program.
In order to construct such a mathematical program, we first note that

[−ATC−, ATC+] ⊆ EEPN−1 ⇐⇒ d(−Qe,PFB−EPN−1 ) = 0 ∀e ∈ [−ATC−, ATC+],

where d
(
·,PFB−EPN−1

)
is defined according to (3.11) and that −E ≤ −ATC− ≤

ATC+ ≤ E by construction of Alg. 6. Further, by convexity of PFB−EPN−1 ,

d(Qe,PFB−EPN−1 ) = 0 for e at all the vertices of [−ATC−, ATC+] is a necessary

and sufficient condition for [−ATC−, ATC+] ⊆ EEPN−1. Then, we can generate
valid separating hyperplanes using the following distance function:

∆
(
ATC−, ATC+

)
= max
s∈{0,1}|T |

d(−Q(−ATC−+s�(ATC++ATC−)),PFB−EPN−1 ),

(3.12)
where � denotes the Hadamard product (element-wise multiplication of vec-
tors). ∆ (ATC−, ATC+) corresponds to the maximum distance between (i)

75



Chapter 3 Transmission capacity allocation in zonal electricity markets

the zonal net position at a vertex of [−ATC−, ATC+] and (ii) the feasible set
of net positions. Based on these observations, we propose an exchange oracle
based on the distance ∆(·), EOD, performing the following operations at every

query point ¯ATC
−
, ¯ATC

+
:

1. Compute b̃ := ∆( ¯ATC
−
, ¯ATC

+
) and record s∗, ψ∗ (see (3.11), (3.12)).

2. If b̃ = 0, then return TRUE, (0|T |, 0).

3. Else return FALSE, (−ψ∗>Q,−b̃−ψ∗>Q(− ¯ATC
−

+s∗�( ¯ATC
+

+ ¯ATC
−

))).

We can then show the following (proof presented in section 3.A):

Proposition 5. Algorithm 6 terminates with an optimal solution in a finite
number of iterations when using EOD as exchange oracle.

The underlying mathematical problem of ∆( ¯ATC
−
, ¯ATC

+
) can be cast as

a bi-linear problem, where products between variables can be replaced by their
McCormick envelopes, leading to a mixed integer linear program.

3.4 Two-settlement market clearing models

In this section we extend the models presented in section 3.2 to a two-stage
setting where the first stage takes place in day ahead and consist of clearing
energy and reserve markets simultaneously, while the second stage takes place
in real time and corresponds to the actual operation of the system. Multi-
settlement systems allow market participants to update their positions in the
market as new information becomes available. In the context of electricity
markets, new information can come from improved modeling of the grid [KO02,
KO04], changes in forecasts of renewable production or residential demand, and
forced outages.

While it is not the general case, certain multi-settlement systems can cre-
ate systematic arbitrage opportunities, allowing market participants to earn
a profit without actually producing/consuming in real time. Multi-settlement
zonal electricity markets, in particular, can and have been gamed, perhaps
most notoriously by the use of the dec-game by participants of the Califor-
nia Power Exchange in the early 2000’s, [Fed07]. These effects have also been
studied in the literature using game theoretic models and small network exam-
ples [KO02,KO04]. In this work, in order to permit the simulation of realistic
systems, and as done section 3.2, we assume that participants do not game the
transmission markets and that, instead, they act as price takers, by submit-
ting their real costs to the corresponding auctions. We ignore inter-temporal
constraints and we model only 1-hour snapshots. We use the two-settlement
system presented in Fig. 3.4. For both day-ahead and real-time market models,
we consider 3 types of market participants:
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Day-ahead
electricity market

forecast renewable energy infeed

day-ahead energy prices
day-ahead cleared energy quantities

day-ahead congestion rent
reserve prices

cleared reserve quantities

Real-time
electricity market

renewable energy infeed
generation and transmission outages

real-time cleared energy quantities
real-time energy prices

real-time congestion rent
real-time redispatch and

congestion management cost

day-ahead commitment
day-ahead net positions

day-ahead cleared
energy quantities

Figure 3.4: Two-settlement system. The day-ahead market is cleared based on a
forecast of the renewable energy infeed, assuming that all generation and transmission
elements are available. Reserve margins are imposed in order to cope with uncertainty.
The real-time market is cleared using the actual renewable infeed and forced outages
of generation and transmission elements. We indicate common features of nodal and
zonal electricity markets using black, features only present in nodal markets using
blue and features only present in zonal markets using red.

1. Consumers, who submit continuous bids for energy Qc, Pc (demand re-
sponse) to both day-ahead and real-time markets.

2. Fast generators, i.e. generators that can be started on short notice. These
resources submit continuous bids for energy Qi, Pi,∀i ∈ I(g) to both day-
ahead and real-time markets, and submit their reserve capability QRg to
the day-ahead market.

3. Slow generators, i.e. thermal generators that can only be started on
a 24-hour or longer notice. In the day-ahead market, slow generators
submit a linked family of bids consisting of (i) a block bid associated
with their minimum production level QLg ,Kg, (ii) continuous bids for

energy Qi, Pi,∀i ∈ I(g) and (iii) their reserve capability QRg . These
continuous bids for energy and the reserve can only be accepted if the
block bid is accepted. In the real-time market, slow generators submit
continuous bids for energy only if they were committed in the day-ahead
market.

We compute day-ahead prices following the rules of European electricity
markets for continuous bids and linked families of bids [EGN+16,MV15] with
two adaptations: we model the clearing of energy and reserves simultaneously,
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and we allow continuous bids to be children within linked bid families. These
rules and adaptations result in the following restrictions over day-ahead prices:

1. Continuous bids must be accepted if they are in-the-money, must be
rejected if they are out-of-the-money and can be partially accepted only
if they are at-the-money.

2. Linked families can be accepted only if the linked family is in-the-money
or at-the-money. A continuous bid i within a linked family must respect
restriction 1, conditional on the acceptance of its parent g(i), i.e. i must
follow restriction 1 if g(i) is accepted and i must be rejected if g(i) is
rejected (even if it is in-the-money).

Considering these features, along with the N-1 security criterion for zonal
markets (described in the previous section) and the features presented in Fig.
3.4, we clear day-ahead markets by solving MILPs and real-time markets by
solving LPs. The set of features modeled in the present study have not been si-
multaneously accounted for both by industry [AAC+15] and previous academic
studies on the subject [WRH09,WRH10,MLTW13,Die17]. In what follows, we
first list the nomenclature used in the clearing models, and then we introduce
the nodal electricity market model and the zonal electricity market models.

Nomenclature

Sets

G generators
I production continuous

bids
C consumers
N buses
L lines
Z bidding zones
T interconnectors
R reserves
G(n), G(z) generators at node n, zone

z
G(r) generators providing re-

serve r
I(n), I(z) production bids at bus n,

zone z
I(g) production bids of gener-

ator g
C(n), C(z) consumers at bus n, zone

z
L(m,n) lines from bus m to bus n

L(t) lines in interconnector t
T (y, z) interconnectors from zone

y to zone z
GSLOW slow generators
GFAST fast generators
LRT lines available in real time

Parameters

P·, Q· price-quantity pair for a
bid

PRT· , QRT· price-quantity pair for a
bid in real time

Kg, Q
L
g cost and quantity of block

bid for technical mini-
mum of generator g

QL,RTg post-contingency quan-
tity of block bid of
generator g

QRg reserve capability, genera-
tor g

QUg total capacity, generator g
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Fl, Bl thermal capacity and sus-
ceptance, line l

z(g), n(g) zone and node, generator
g

r(g) reserve of generator g
z(c), n(c) zone and node of con-

sumer c
m(l), n(l) node from and node to,

line l
a(t), b(t) zone from and zone to, in-

terconnector t
Vf,z coefficient of zone z in

facet f of PFB−EPN−1

Wf constant term of facet f of
PFB−EPN−1

Variables

ug acceptance of block bid of
generator g

vi acceptance of production
bid i

wg acceptance of reserve pro-
curement by generator g

xc acceptance of demand re-
sponse bid c

yr acceptance of reserve re-
sponse bid r

fl flow on line l
θn voltage angle at bus n
pz net position of zone z
et exchange through inter-

connector t
σg surplus of slow generator

g
ςi surplus of production bid

i
τg surplus of reserve bid of

generator g
σc surplus of demand re-

sponse bid c
ρn, ρz energy price at node n,

zone z
πr price for reserve r
γ, φ dual variables of trans-

mission constraints

3.4.1 Two-settlement nodal electricity market models

Two-settlement nodal electricity market models commonly consist of a day-
ahead unit commitment (UC) model and a real-time optimal power flow (OPF)
model for real time. While the real-time model that we employ is standard
in the literature, our day-ahead model includes additional variables and con-
straints that ensure the existence of prices that respect European electricity
market restrictions. These variables and constraints have been derived using
duality theory, following the framework of Madani and Van Vyve [MV15]. In
short, they correspond to a modified version of the dual variables and con-
straints of the linear relaxation of the unit commitment problem. The reader
is referred to section 3.B for the full derivation of our day-ahead market clearing
models.

3.4.1.1 Day-ahead market model

First, we define sets D describing the feasible domains for each type of agent.
These sets will be common across our different clearing models for the day-
ahead market.

The feasible domain for each consumer c ∈ C, presented in (3.13), allows the
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energy bid to be partially accepted and ensures that its surplus is non-negative.

Dc :=
{

(x, σ, ρ) ∈ [0, 1]× R+ × R
∣∣ σ ≥ Qc(ρ− Pc)} (3.13)

Relation (3.14) defines the feasible domain Dg for fast generators g ∈
GFAST . It allows for continuous bids for energy and reserve to be partially
accepted, it ensures that the associated surplus of each bid is non-negative and
that the total capacity accepted does not surpass the maximum capacity of the
generator.

Dg :=

{
(v, w, ς, τ, ν, ρ, π) ∈ [0, 1]|I(g)| × [0, 1]× R|I(g)|+ ×

R+ × R+ × R× R
∣∣∣∣ ςi ≥ Qi(ρ− ν − Pi) ∀i ∈ I(g),

τ ≥ QRg (π − ν),
∑
i∈I(g)

Qivi +QRg w ≤ QUg
} (3.14)

The feasible domain Dg for slow generators g ∈ GSLOW , defined in relation
(3.15), enforces that continuous bids for energy and reserve can be partially
accepted only if the parent block bid is accepted (u = 1), it ensures that the
associated surplus of each continuous bid is non-negative and that the total
capacity accepted does not surpass the maximum capacity of the generator.
The surplus of the parent block bid σ consists of the surplus of the block bid
(QLg ,Kg) plus the surplus of the child bids in the linked family (ςi ∀i ∈ I(g) and
τ), i.e. σ accumulates the entire surplus of the linked family. The parameter Mg

has to be large enough so that σ can be made zero by setting u = 0, even when
the family is in-the-money (i.e. when QLg ρ+

∑
i∈I(g) ςi + τ −QLg ν −Kg > 0).

Dg :=

{
(u, v, w, σ, ς, τ, ν, ρ, π) ∈ {0, 1} × R|I(g)|+ × R+×

R+ × R|I(g)|+ × R+ × R+ × R× R
∣∣∣∣ vi ≤ u ∀i ∈ I(g),

w ≤ u, ςi ≥ Qi(ρ− ν − Pi) ∀i ∈ I(g),

τ ≥ QRg (π − ν), QLg u+
∑
i∈I(g)

Qivi +QRg w ≤ QUg ,

σ ≥ QLg ρ+
∑
i∈I(g)

ςi + τ −QLg ν −Kg −Mg(1− u)

}
(3.15)

In order to ensure feasibility of the clearing model, we cast system operators
as additional agents whom submit bids for reserve response Qr, Pr for each
corresponding control area. The feasible domain for reserves is accordingly

80



Chapter 3 Transmission capacity allocation in zonal electricity markets

defined as (3.16), where we enforce reserve balance and that the surplus of
reserve response bids is non-negative.

Dr :=

{
(w, y, σ, π) ∈ R|G(r)| × [0, 1]× R+ × R+

∣∣∣∣∑
g∈G(r)

QRg wg ≥ Qr(1− y), σ ≥ Qr(π − Pr)
} (3.16)

Using sets Dc,Dg and Dr, the nodal day-ahead market clearing problem
can be formulated as (3.17) – (3.23).

min
u,v,w,x,y,f,θ
σ,ς,τ,ν,γ,φ,ρ,π

∑
g∈GSLOW

Kgug +
∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr (3.17)

s.t.
(
ug, vI(g), wg, σg, ςI(g), τg, νg, ρn(g), πr(g)

)
∈ Dg ∀g ∈ GSLOW ,(

vI(g), wg, ςI(g), τg, νg, ρn(g), πr(g)
)
∈ Dg ∀g ∈ GFAST (3.18)(

xc, σc, ρn(c)

)
∈ Dc ∀c ∈ C (3.19)(

wG(r), yr, σr, πr
)
∈ Dr ∀r ∈ R (3.20)∑

l∈L(n,·)

fl −
∑

l∈L(·,n)

fl =
∑

g∈GSLOW (n)

QLg ug +
∑
i∈I(n)

Qivi −

∑
c∈C(n)

Qc(1− xc) ,
∑

l∈L(n,·)

Blφl =
∑

l∈L(·,n)

Blφl ∀n ∈ N

(3.21)

− Fl ≤ fl ≤ Fl, fl = Bl
(
θm(l) − θn(l)

)
, γ−l ≥ 0, γ+

l ≥ 0,

γ+
l − γ

−
l = ρn(l) − ρm(l) − φl ∀l ∈ L (3.22)∑

g∈GSLOW
Kgug +

∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr ≤

∑
n∈N

ρn ·
∑

c∈C(n)

Qc +
∑
r∈R

Qrπr −

 ∑
g∈GSLOW

σg+

∑
g∈GFAST

( ∑
i∈I(g)

ςi + τg

)
+
∑
g∈G

QUg νg +
∑
c∈C

σc+

∑
r∈R

σr +
∑
l∈L

Fl
(
γ+
l + γ−l

))
(3.23)

The objective function (3.17) consists of the total cost of production, de-
mand response and reserve response. Constraints (3.18) – (3.20) impose the
respective domains for generators, consumers and reserves. Constraints (3.21)
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– (3.22) impose primal and dual constraints of the nodal power grid, including
nodal power balance, DC power flow constraints, thermal limits on lines and
dual restrictions on LMPs. Constraint (3.23) enforces equality of social welfare
and total surplus, ensuring that European restrictions on prices are respected
(see section 3.B).

3.4.1.2 Real-time market model

Following Fig. 3.4, in real time the system is bound to the commitment status
decided using the day-ahead market clearing model, ūDA, for all slow gener-
ators. Additionally, the realized renewable injections and generation outages
can modify the quantities offered in the real-time market QRT with respect to
what is offered in the day-ahead market Q. Transmission line outages modify
the topology of the network, leaving only lines in LRT ⊆ L energized in real-
time operation. We model the real-time market following these alterations in
the power grid as problem (3.24) – (3.30), where we have removed all constant
quantities cleared in the day-ahead market.

min
u,v,x,f,θ

∑
i∈I

PiQ
RT
i vi +

∑
c∈C

PcQcxc (3.24)

s.t. 0 ≤ ug ≤ ūDAg ∀g ∈ GSLOW (3.25)

0 ≤ vi ≤ ūDAg ∀i ∈ I(g), g ∈ GSLOW (3.26)

0 ≤ vi ≤ 1 ∀i ∈ I(g), g ∈ GFAST (3.27)

0 ≤ xc ≤ 1 ∀c ∈ C (3.28)∑
l∈LRT (n,·)

fl −
∑

l∈LRT (·,n)

fl =
∑

g∈GSLOW (n)

QL,RTg ug +

∑
i∈I(n)

QRTi vi −
∑

c∈C(n)

Qc(1− xc) ∀n ∈ N [ρn] (3.29)

− Fl ≤ fl ≤ Fl, fl = Bl
(
θm(l) − θn(l)

)
∀l ∈ LRT (3.30)

The objective function (3.24) corresponds to real-time cost, comprising gen-
eration and demand response. Constraints (3.25), (3.26) restrict the produc-
tion of slow generators in accordances with the results of the day-ahead market.
Constraints (3.27) – (3.30) model fast generators, consumers and the available
transmission grid. Real-time energy prices are obtained as the dual of the
balance constraint (3.29) and are used to clear real-time quantities.

3.4.2 Zonal electricty markets with two settlements

We model two-settlement zonal markets following Fig. 3.4, which is itself based
on the existing literature [ES05]: the day-ahead market is cleared using a zonal
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model for the grid, and system operators perform congestion management and
balancing in real time.

The day-ahead models presented in this section differ from the simplified
zonal models of section 3.2 in that (i) they consider the commitment decisions
of slow generators and (ii) they consider all N-1 contingencies when determin-
ing the feasible set for zonal net positions (FBMC) or inter-zonal exchanges
(ATCMC). In order to solve the mathematical programs that ensure N-1 ro-
bustness, we employ the algorithms presented in section 3.3.1 for FBMC and
in section 3.3.2 for ATCMC.

In what follows, we present the day-ahead models for FBMC and ATCMC,
and then we introduce the real-time congestion management and balancing
(CM&B) model, common for both FBMC and ATCMC.

3.4.2.1 Day-ahead flow-based market coupling with exact projec-
tion

The day-ahead market clearing problem under FBMC can be cast as the math-
ematical program (3.31) – (3.38), where we use the domains defined in (3.13)
– (3.16) for generators, consumers and reserves.

min
u,v,w,x,y,p

σ,ς,τ,ν,φ,γ,ρ,π

∑
g∈GSLOW

Kgug +
∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr (3.31)

s.t.
(
ug, vI(g), wg, σg, ςI(g), τg, νg, ρz(g), πr(g)

)
∈ DSLOWg ∀g ∈ GSLOW ,(

vI(g), wg, ςI(g), τg, νg, ρz(g), πr(g)
)
∈ DFASTg ∀g ∈ GFAST

(3.32)(
xc, σc, ρn(c)

)
∈ Dc ∀c ∈ C (3.33)(

wG(r), yr, σr, πr
)
∈ Dr ∀r ∈ R (3.34)

pz =
∑

g∈GSLOW (z)

QLg ug +
∑
i∈I(z)

Qivi −
∑

c∈C(z)

Qc(1− xc),

ρz + φ+
∑

f∈F(PFB−EPN−1 )

Vf,zγf = 0 ∀z ∈ Z (3.35)

∑
z∈Z

pz = 0 (3.36)∑
z∈Z

Vf,zpz ≤Wf , γf ≥ 0 ∀f ∈ F(PFB−EPN−1 ) (3.37)
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∑
g∈GSLOW

Kgug +
∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr ≤

∑
z∈Z

ρz ·
∑

c∈C(z)

Qc +
∑
r∈R

Qrπr −

 ∑
g∈GSLOW

σg−

∑
g∈GFAST

( ∑
i∈I(g)

ςi + τg

)
+
∑
g∈G

QUg νg +
∑
c∈C

σc+

∑
r∈R

σr +
∑

f∈F(PFB−EPN−1 )

Wfγf

 (3.38)

The objective function (3.31) and the constraints of participants (3.32),
(3.33) and reserves (3.34) are analogous to those of the nodal day-ahead clearing
problem (3.17) – (3.23). The only difference is that here we use zonal prices
instead of nodal prices for energy. Constraints (3.35) – (3.37) model primal
and dual constraints for zonal network model. Constraints (3.35) define zonal
net positions pz and zonal prices ρz. Constraint (3.36) enforces system-wide
power balance. Constraints (3.35) enforce that zonal net positions belong in the
flow based domain PFB−EPN−1 , by enumerating the facets of PFB−EPN−1 denoted as

F(PFB−EPN−1 ). Constraints (3.35) also enforce non-negativity of the variables γf ,

associated with the sensitivity of the objective to each facet f ∈ F(PFB−EPN−1 ).
Finally, constraint (3.38) enforces equality of social welfare and total surplus,
ensuring the existence of European prices.

Formulation (3.31) – (3.38) uses an exponential number of constraints (3.37)
and variables γf to define the flow-based domain explicitly, because PFB−EPN−1

results from the projection of all the nodal equations of the system under full
availability and all N-1 conditions into the space of net positions. In order to
solve (3.31) – (3.38) efficiently for realistic systems we use the same algorithm
as in section 3.3.1 with a market clearing oracle (MCO) that solves problem
(3.31)–(3.38) with matrices V,W generated by the cutting-plane procedure in-
stead of using the facets of PFB−EPN−1 . Staring from a lose outer-approximation,
each iteration of the cutting-plane procedure adds a new constraint of the type
(3.35) and re-solves the market clearing problem. Note that, adding a new row
to the system V p ≤W , requires also adding a new variable γ associated to that
row in the MCO. In other words, in the presence of block bids and European
pricing rules, our cutting-plane procedure becomes a column-and-constraint
generation algorithm. Regarding the net position oracle, we use the same defi-
nition of PFB−EPN−1 as in section 3.3.1, ignoring the technical minimums of slow

thermal generators in order to ensure that PFB−EPN−1 is convex.
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3.4.2.2 Day-ahead available-transfer-capacity market coupling

Recall that clearing the day-ahead market using ATCMC requires two steps.
First, we compute ATCs by solving the mathematical program (3.6) – (3.8)
with the cutting-plane algorithm described in section 3.3.2. Then, using the
computed ATCs, we clear the day-ahead energy market by solving the mathe-
matical program (3.39) – (3.45), where we use (again) the domains defined in
(3.13) – (3.16) for generators, consumers and reserves.

min
u,v,w,x,y,e
σ,ς,τ,ν,γ,ρ,π

∑
g∈GSLOW

Kgug +
∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr (3.39)

s.t.
(
ug, vI(g), wg, σg, ςI(g), τg, νg, ρz(g), πr(g)

)
∈ DSLOWg ∀g ∈ GSLOW ,(

vI(g), wg, ςI(g), τg, νg, ρz(g), πr(g)
)
∈ DFASTg ∀g ∈ GFAST (3.40)(

xc, σc, ρn(c)

)
∈ Dc ∀c ∈ C (3.41)(

wG(r), yr, σr, πr
)
∈ Dr ∀r ∈ R (3.42)∑

t∈T (z,·)

et −
∑

t∈T (·,z)

et =
∑

g∈GSLOW (z)

QLg ug +
∑
i∈I(z)

Qivi −

∑
c∈C(z)

Qc(1− xc) ∀z ∈ Z (3.43)

−ATC−t ≤ et ≤ ATC+
t , γ

−
t ≥ 0, γ+

t ≥ 0,

γ+
t − γ−t = ρb(t) − ρa(t) ∀t ∈ T (3.44)∑

g∈GSLOW
Kgug +

∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr ≤

∑
z∈Z

ρz ·
∑

c∈C(z)

Qc +
∑
r∈R

Qrπr −

 ∑
g∈GSLOW

σg−

∑
g∈GFAST

( ∑
i∈I(g)

ςi + τg

)
+
∑
g∈G

QUg νg +
∑
c∈C

σc+

∑
r∈R

σr +
∑
t∈T

(
ATC+

t γ
+
t +ATC−t γ

−
t

))
(3.45)

The objective function (3.39) and constraints (3.40) – (3.42) are identical
to those of the FBMC day-ahead clearing model (3.31) – (3.38). Constraints
(3.43), (3.44) enforce primal and dual constraints over the transportation net-
work between zones, with exchanges through interconnectors limited by the
ATCs. Constraints (3.45) enforce strong duality between the primal and dual
parts of the clearing problem, thereby, ensuring that ρ∗ are supporting prices
of the clearing decisions.
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3.4.2.3 Real-time congestion management and balancing

We model real-time CM&B as the mathematical program (3.46) – (3.47), which
is essentially the same as (3.24) – (3.30). The only difference in terms of
modeling is that in (3.46) we penalize deviations from day-ahead net positions
p̄DA at P̂ := maxi∈I Pi. This is done in order to account for the restriction
that market participants within each zone must remain in balance in real time
[Eur17a, Article 17], while maintaining feasibility of the real-time model. On
the hand, there is an important difference with (3.24) – (3.30) in terms of
pricing: in (3.46) – (3.47) real-time quantities are paid-as-bid [AC17] instead
of using locational marginal prices.

min
u,v,x,f,θ,p

∑
i∈I

PiQ
RT
i vi +

∑
c∈C

PcQcxc +
∑
z∈Z

P̂
∣∣pz − p̄DAz ∣∣ (3.46)

s.t. (3.25)− (3.30) (3.47)

pz =
∑

g∈GSLOW (z)

QL,RTg ug +
∑
i∈I(z)

QRTi vi −
∑

c∈C(z)

Qc(1− xc) ∀z ∈ Z

(3.48)

3.5 Simulation setup

We use a modified version of the CWE system of section 1.4.3. We remove
Switzerland, since it is not part of the current implementation of FBMC, and we
add (i) forced outage rates for thermal generators based on [Nor16], (ii) cost of
CO2 emissions, with emissions rates derived from [MBH+11] and valued at the
average intra-day price of emissions in 2013-2017 [EEX18], (iii) forced outage
rates for transmission lines from [EG15] and (iv) existing phase shifters in the
borders of Belgium. The resulting system consists of: (i) 346 slow generators
with a total capacity of 154 GW (including nuclear, and CHP and conventional
thermal units with cold startup times of 24 hours or more); (ii) 301 fast thermal
generators with a total capacity of 89 GW (CHP and conventional thermal units
with cold startup time of less than 24 hours and aggregated generators); (iii)
1312 renewable generators with a total capacity of 149 GW; (iv) 632 buses;
and (v) 945 branches. The average demand of the system amounts to 134 GW.
The topology of the modified power grid and its zonal aggregation is presented
in Fig. 3.5.

We consider 768 different typical snapshots for day-ahead market clearing
(8 representative days, 96 snapshots per day, see section 1.4.3). Each snapshot
corresponds to different demand, renewable forecasts and maintenance sched-
ules (deratings) for thermal generators. For each snapshot, we generate 1 000
random realizations of uncertainty (renewable forecast errors, forced outages of
thermal generators and forced outages of transmission lines) in order to simu-
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Figure 3.5: CWE network model and zonal aggregation with inter-zonal links used
for ATCMC.

late real-time operation. For generators and lines, forced outages are randomly
generated based on Bernoulli distributions, i.e. each element is completely
unavailable with a probability equal to its forced outage rate, otherwise the el-
ement is fully available (up to derating from maintenance schedules). In total,
we consider 768 000 different operating conditions for each policy. Consider-
ing that each snapshot corresponds to an hour of operation, our simulations
amount to approximately 88 years of operation.

We implement the models and algorithms involved in simulating LMP,
FBMC and ATCMC (presented in sections 3.3.1, 3.3.2 and 3.4) in Julia 0.6.0
[BEKS17] using JuMP 0.18.0 [DHL17] to define the required mathematical
programs. We use Cplex 12.6.2 to solve the mixed-integer linear programs
for day-ahead market clearing and Ipopt 3.12.8 [WB06] compiled with Coin-
HSL [HSL15] in the computation of volume-maximizing ATCs. We use Xpress
8.0.4 to solve the linear programs that simulate real-time operations.

We deploy our algorithms on high-performance computing clusters, using
Julia’s built-in message passing implementation and parallelizing over differ-
ent snapshots of operation. We use the Cab cluster, hosted at the Lawrence
Livermore National Laboratory, for solving day-ahead market clearing models
and the Lemaitre2 cluster, hosted at the Université catholique de Louvain, for
solving real-time operation models. The analysis of the results was performed
using Julia and R [R C15].

3.6 Results and discussion

We present a comparison between LMP, FBMC and ATCMC. In all cases,
we use arithmetic averages to aggregate results across snapshots and median
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Table 3.3: Total costs and cost performance comparison between policies. Efficiency
losses measured with respect to LMP total cost.

Policy
Day-ahead Real-time Total Efficiency
[Me/year] [Me/year] [Me/year] losses

Perfect Foresight – 11 677 11 677 -0.93%
LMP 10 758 1 029 11 787 –
FBMC 10 693 1 787 12 480 5.88%
ATCMC 10 793 1 746 12 539 6.38%

Day-ahead costs

0 2 4 6 8 10

LMP

FBMC

ATCMC

Cost [000Me/year]

Real-time costs

−0.5 0 0.5 1 1.5 2

LMP

FBMC

ATCMC

Cost [000Me/year]

Production slow Production fast CO2 emissions Curtailment

Figure 3.6: Breakdown of costs in day-ahead market and real-time operations for
the three policies under study. Real-time costs only account for the differences with
respect to day-ahead values.

centers [Gow74] in order to aggregate results across realizations of uncertainty.
We use the median center in order to remove the effect of low-probability events
from central tendency indicators.

Table 3.3 presents the overall costs of each policy at each stage. The table
also contains the Perfect Foresight (PF) benchmark, which is an unreachable
performance benchmark. PF and LMP achieve similar performance, which is
due to the large capacity margin of the system, and due to the ability of the
LMP policy to commit slow units where they are needed. LMP, FBMC and
ATCMC attain similar total cost in the day-ahead market, with FBMC outper-
forming ATCMC by 100 Me/year (in line with the 95 Me/year estimated by
the parallel run between ATCMC and FBMC [AAC+15]). On the other hand,
the real-time costs of FBMC and ATCMC are notably greater than those of
LMP. As indicated in Fig. 3.6, this difference stems mostly from the use of
fast thermal generators (e.g. gas and oil) in real time by FBMC and ATCMC.
The inefficient deployment of these units drives the difference in cost perfor-
mance between zonal and nodal markets to about 6% of the total operation
costs (which corresponds to approximately 720 Me/year for the CWE).
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Figure 3.7: The left box plot presents the distribution of the absolute deviation
between the day-ahead production schedules of the three different policies over all
snapshots. The center and right box plots present the overloading pattern caused by
the acceptance/rejection decisions of FBMC and ATCMC.

In addition to achieving a similar cost performance, FBMC and ATCMC
result in similar acceptance/rejection decisions and implied flows. This is in-
dicated in Fig. 3.7. The center and right box plots of Fig. 3.7 demonstrate
that FBMC and ATCMC overload both internal and inter-zonal lines, with
similar overloading patterns. This behavior was already observed in the 4-
node network in Tables 3.1 and 3.2, and is attributed to the fact that merit
order dispatch drives similar nodal injections in both models, while overlooking
the implications for the grid of such injections, effectively failing at allocating
transmission capacity.

The differences between FBMC and LMP are driven by the same factors
that drive the differences between ATCMC and LMP observed in the literature
[ES05] (see also section 4.5 in the next chapter). The major factor contributing
to the inefficiency of FBMC is the suboptimal commitment decisions of this
policy. In order to isolate this factor, we simulate the real-time market without
imposing the requirement of maintaining zonal day-ahead net positions, and
record the dual variables of the power balance constraints ρRT . We observe in
Fig. 3.8 that whenever LMP commits a unit at a certain location n in the day
ahead and FBMC does not, ρRTn becomes larger than the corresponding day-
ahead zonal price ρDAz(n), indicating the need for generation at n. Conversely,
whenever FBMC commits at a certain location n in the day ahead and LMP
does not, we observe that most frequently ρRTn becomes smaller than ρDAz(n),
indicating that generation capacity is not required the given location. FBMC
fails at recognizing these locational differences as a direct consequence of the
zonal aggregation in the day-ahead market. We quantify the efficiency losses
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Figure 3.8: Distribution of geographical averages of marginal cost differences between
real time and day ahead for FBMC, without enforcing zonal net positions in real time.
For a given snapshot and a given realization of uncertainty, the “exclusive LMP”
series is computed by averaging the differences ρRTn −ρDAz(n) over all nodes where LMP
committed slow units and FBMC did not commit units, weighted by the capacity
committed exclusively by LMP. The exclusive FBMC series is computed analogously.

of FMBC caused by suboptimal commitment at 4.28% of the total operation
costs. The remaining 1.60% cost difference is explained by the requirement
of maintaining day-ahead net positions in the presence of renewable forecast
errors in FBMC (balancing each zone independently), whereas LMP is able to
exploit cross-zonal balancing.

3.7 Conclusions

We present models for flow-based market coupling and for available-transfer-
capacity market coupling that do not depend on arbitrary parameters and
are based purely on the technical parameters of the grid. We analyze the
implications of these models on a 4-node instance and a realistic-scale instance
of the CWE system. In both instances, we observe that both zonal market
designs encounter challenges with allocating transmission capacity of inter-
zonal lines and intra-zonal lines.

These deficiencies affect the real-time performance of the system, leading
to efficiency losses of 5.88% for flow-based and 6.38% for available-transfer-
capacity market coupling with respect to a nodal market design. The similari-
ties that are unveiled between both zonal designs raise the question of whether
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flow-based market coupling should be expanded to cover other zones of Europe,
especially when certain zones such as Poland are already planning to switch to
a nodal market design [PSE17].

Future extensions of the present work will focus on the study of systematic
differences between day-ahead and real-time markets, caused by unit commit-
ment decisions in the case of nodal markets [Hog16], and by both unit com-
mitment decisions and the aggregated representation of the grid in the case of
zonal markets.
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Appendix

3.A Proofs for propositions of section 3.3

The proofs of the propositions in section 3.3 are mainly applications of known
results and presented here for self-containedness. Our contribution lies on the
intermediate results presented as additional propositions in this section, which
guarantee the correctness of the application of cutting-plane algorithms and
the conditions for convergence of the cutting-plane method.

Proposition 6. d(p,PFB−EPN−1 ) is a convex piece-wise linear function of p with
finitely many pieces.

Proof of Prop. 6. The convexity of d(p,PFB−EPN−1 ) in p follows from the fact
that it is the maximum over linear functions of p [BV04] which also implies
that d(p,PFB−EPN−1 ) is piece-wise linear. d(p,PFB−EPN−1 ) can be described using
finitely many pieces because for each fixed feasible u, the feasible set of the
remaining variables in (3.11) is a polytope and polytopes can be described
using finitely many extreme points and extreme rays.

Proof of Prop. 4. Identical to the proof of convergence of Benders decomposi-
tion for linear programs [Ben62]. Essentially, due to Prop. 6, there exists only a
finite number of separating hyperplanes that can be generated using the oracle.
Once all these separating hyperplanes have been generated, the market clear-
ing oracle will solve the original clearing problem (3.31) – (3.38), terminating
either with the optimal solution or with an infeasibility certificate.

Proposition 7. ∆(ATC−, ATC+) is a convex piece-wise linear function of
ATC−, ATC+ with finitely many pieces.

Proof of Prop. 7. To see that ∆(ATC−, ATC+) is a convex piece-wise linear
function of ATC−, ATC+, simply replace the definition of d(p,PFB−EPN−1 ) given
in (3.11) into (3.12) and fuse both max operators (∆(ATC−, ATC+) is a max-
type function over an objective linear in ATC−, ATC+ [BV04]). The proof that
∆(ATC−, ATC+) has finitely many pieces follows the same argument used in
the proof of Prop. 6.

Proof of Prop. 5. Identical to proof of Prop. 4, using the result of Prop. 7.

3.B Derivation of day-ahead electricity market
models with strict-linear pricing

The presence of binary commitment variables in day-ahead electricity market
models renders the derivation of prices for these markets a non-trivial task.
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Equilibrium prices, in the presence of integer decision variables may not ex-
ist, depending on the parameters of the market clearing problem at hand,
see [Voh11, Chapter 5]. This can lead to (i) paradoxically accepted bids, i.e.
bids that are accepted at a loss for the bidding participant, and (ii) paradox-
ically rejected bids bids, i.e. rejected bids that if accepted would generate a
profit for the bidding participant. Paradoxically rejected block bids are allowed
and not compensated in most electricity markets [EGN+16,Fed14]. The treat-
ment of paradoxically accepted bids, on the other hand, differs among markets:
U.S. markets allow paradoxically accepted bids and cover the losses of bidding
participants through uplift payments, [Fed14], while European markets do not
allow paradoxically accepted bids, [EGN+16].

In the following we derive a model for the nodal day-ahead market clear-
ing problem respecting the European pricing restrictions, following the MILP
framework of Madani and Van Vyve [MV15]. We start by expressing the unit
commitment problem in terms of continuous bids, block bids and linked fami-
lies, (3.49) – (3.63).

min
u,v,w,x,y,f,θ

∑
g∈GSLOW

Kgug +
∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr (3.49)

s.t. ug ≤ 1 ∀g ∈ G [σg]
(3.50)

vi ≤ ug(i) ∀i ∈ I [ςi] (3.51)

wg ≤ ug ∀g ∈ GSLOW [τg] (3.52)

wg ≤ 1 ∀g ∈ GFAST [τg] (3.53)

QLg ug +
∑
i∈I(g)

Qivi +QRg wg ≤ QUg ∀g ∈ GSLOW [νg] (3.54)

∑
i∈I(g)

Qivi +QRg wg ≤ QUg ∀g ∈ GFAST [νg] (3.55)

xc ≤ 1 ∀c ∈ C [σc] (3.56)∑
c∈C(n)

Qc(1− xc) =
∑

g∈G(n)

(
QLug+

∑
i∈I(g)

Qivi

)
+

∑
l∈L(·,n)

fl −
∑

l∈L(n,·)

fl ∀n ∈ N [ρn]

(3.57)

− fl ≤ Fl ∀l ∈ L [γ−l ] (3.58)

fl ≤ Fl ∀l ∈ L [γ+
l ] (3.59)

fl = Bl
(
θm(l) − θn(l)

)
∀l ∈ L [φl] (3.60)
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yr ≤ 1 ∀r ∈ R [σr] (3.61)

Qr(1− yr)−
∑

g∈G(r)

QRg wg ≤ 0 ∀r ∈ R [πa] (3.62)

u, v, w, x, y ≥ 0, ug ∈ {0, 1} ∀g ∈ G (3.63)

The objective function (3.63) corresponds to total cost of operation. This
includes production, demand response and reserve response costs. Constraints
(3.50) – (3.55) impose that production and reserve bids can be accepted at
most once, and that the total capacity of each generator must be respected.
Constraints (3.56) – (3.62) enforce limits on demand response bids, nodal power
balance, transmission constraints and reserve requirements. Using the dual
variables indicated in brackets aside each constraint, we can write the KKT
conditions of the linear relaxation of (3.49) – (3.63) as follows:

0 ≤ σg ⊥ ug − 1 ≤ 0 ∀g ∈ GSLOW (3.64)

0 ≤ ςi ⊥ vi − ug ≤ 0 ∀g ∈ GSLOW , i ∈ I(g) (3.65)

0 ≤ τg ⊥ wg − ug ≤ 0 ∀g ∈ GSLOW (3.66)

0 ≤ νg ⊥ QLg ug +
∑
i∈I(g)

Qivi +QRg wg −QUg ≤ 0 ∀g ∈ GSLOW (3.67)

0 ≤ ςi ⊥ vi − 1 ≤ 0 ∀g ∈ GFAST , i ∈ I(g) (3.68)

0 ≤ τg ⊥ wg − 1 ≤ 0 ∀g ∈ GFAST (3.69)

0 ≤ νg ⊥
∑
i∈I(g)

Qivi +QRg wg −QUg ≤ 0 ∀g ∈ GFAST (3.70)

0 ≤ σc ⊥ xc − 1 ≤ 0 ∀c ∈ C (3.71)

ρn ⊥
∑

l∈L(n,·)

fl +
∑

l∈L(·,n)

fl −
∑

g∈GSLOW (n)

QLg ug −∑
i∈I(n)

Qivi +
∑

c∈C(n)

Qc(1− xc) = 0 ∀n ∈ N (3.72)

0 ≤ γ−l ⊥ − fl − Fl ≤ 0 ∀l ∈ L (3.73)

0 ≤ γ+
l ⊥ fl − Fl ≤ 0 ∀l ∈ L (3.74)

φl ⊥ fl −Bl
(
θm(l) − θn(l)

)
= 0 ∀l ∈ L (3.75)

0 ≤ σr ⊥ yr − 1 ≤ 0 ∀r ∈ R (3.76)

0 ≤ πr ⊥ Qr(1− yr)−
∑

g∈G(r)

QRg wg ≤ 0 ∀r ∈ R (3.77)
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0 ≤ ug ⊥ σg −
∑
i∈I(g)

ςi − τg +QLg νg −QLg ρn(g)+

Kg ≥ 0 ∀g ∈ GSLOW (3.78)

0 ≤ vi ⊥ ςi +Qiνg(i) −Qiρn(i) +QiPi ≥ 0 ∀i ∈ I (3.79)

0 ≤ wg ⊥ τg +QRg νg −QRg πr(g) ≥ 0 ∀g ∈ G (3.80)

0 ≤ xc ⊥ σc −Qcρn(c) +QcPc ≥ 0 ∀c ∈ C (3.81)

fl ⊥ − γ−l + γ+
l + φl − ρn(l) + ρm(l) = 0 ∀l ∈ L (3.82)

θn ⊥ −
∑

l∈L(n,·)

Blφl +
∑

l∈L(·,n)

Blφl = 0 ∀n ∈ N (3.83)

0 ≤ yr ⊥ σr −Qrπr +QrPr ≥ 0 ∀r ∈ R. (3.84)

These complementarity conditions guarantee the existence of equilibrium
prices for energy and reserve, ρ∗ and π∗, for the relaxed market clearing prob-
lem. A direct consequence of this result is that if the solution set of the linear
relaxation of (3.49) – (3.63) contains a binary u, then ρ∗ and π∗ are also equi-
librium prices for the original clearing problem. On the other hand, imposing
integrality of u along with (3.64) – (3.84) can result in an infeasible system of
equations.

While a complete description of the consequences of complementarity sys-
tem (3.64) – (3.84) is out of the scope of this chapter, it is important to present
these consequences for u in order to understand how to relax the complementar-
ity system so that it remains feasible when integrality constraints are included
in the market clearing model. For any slow generator g ∈ GSLOW , if its overall
surplus σg is positive, then by constraint (3.64) it must be the case that ug = 1
(in-the-money bids must be accepted). On the other hand, if σg = 0 and the
right side of (3.78) does not hold with equality, then ug = 0 (out-of-the-money
bids must be rejected). Additionally, according to (3.78), child bids in I(g) and
reserves can pass surplus to their parent. This allows ug to be 1 even when
ρn(g)Q

L
g −Kg < 0.

If the complementarity restriction of (3.64) is relaxed, one can paradoxically
reject any linked bid family submitted by a slow generator. This is in line with
the principles of the European market [EGN+16, MV15]. Furthermore, we
can guarantee the feasibility of the complementarity system with integrality
constrains, independently of the parameters of the bids submitted by market
participants. We formalize the latter result in the following proposition.

Proposition 8. Assume that Fl ≥ 0 ∀l ∈ L. Then, the system (3.64) –
(3.84), with complementarity relaxed for (3.64) and binary restrictions on u,
is feasible.

Proof of Proposition 8. First, note that problem (3.49) – (3.63) is feasible since,
due to our assumption, zero (all variables equal to zero) is a feasible point.
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Further, let (v∗u=0,w
∗
u=0, x

∗
u=0,y

∗
u=0,f

∗
u=0,θ

∗
u=0) be an optimal solution to

the remaining linear program after fixing u = 0. We claim that there ex-
ist values (σ̄, ς̄, τ̄ , ν̄, γ̄, φ̄, ρ̄, π̄) such that (v∗u=0,w

∗
u=0,x

∗
u=0, y

∗
u=0,f

∗
u=0,θ

∗
u=0,

σ̄, ς̄, τ̄ , ν̄, γ̄, φ̄, ρ̄, π̄) is feasible for (3.64) – (3.84), with complementarity relaxed
for (3.64).

Indeed, we can set ν̄g := 0 and τ̄g, ς̄i ∀i ∈ I(g), σ̄g to arbitrarily large
values for all g ∈ GSLOW , so that constraints (3.78), (3.79) and (3.80) become
redundant for all linked bid families. The remaining complementarity system
coincides with the KKT conditions of (3.49) – (3.63) after fixing u = 0, which
by feasibility of (3.49) – (3.63), we know have at least one feasible solution.

Using the previous observations, we can formulate the nodal day-ahead mar-
ket clearing model with pricing restrictions as the mathematical program with
complementarity constraints (MPCC) (3.85) – (3.87), which is reformulated as
an MILP in Prop. 9.

min
u,v,w,x,y,f,θ
σ,ς,τ,ν,γ,φ,ρ,π

∑
g∈GSLOW

Kgug +
∑
i∈I

PiQivi +
∑
c∈C

PcQcxc +
∑
r∈R

PrQryr (3.85)

s.t. 0 ≤ σg, ug ∈ {0, 1} ∀g ∈ GSLOW (3.86)

(3.65)− (3.84) (3.87)

Proposition 9. Problem (3.85) – (3.87) and problem (3.17) – (3.23) are equiv-
alent in the following sense:

1. for each feasible point (u, v, w, x, y, f, θ, σ, ς, τ, ν, γ, φ, ρ, π) of (3.85) – (3.87),
there exists σ̃ such that (u, v, w, x, y, f, θ, σ̃, ς, τ, ν, γ, φ, ρ, π) is feasible for
(3.17) – (3.23).

2. Conversely, for each feasible point (u, v, w, x, y, f, θ, σ, ς, τ, ν, γ, φ, ρ, π) of
(3.17) – (3.23), there exists σ̃ such that (u, v, w, x, y, f, θ, σ̃, ς, τ, ν, γ, φ, ρ, π)
is feasible for (3.85) – (3.87).

Proof of Proposition 9. Analogous to proof of Theorem 2 of [MV15].

The procedure applied in this section to obtain an MILP formulation for
the nodal day-ahead market clearing problem respecting European pricing re-
strictions consisted of three main steps: (i) writing the KKT conditions, (ii)
developing a modified version of the dual constraints that admits paradoxical
rejection of linked families, and (iii) enforcing these dual constraints alongside
primal constraints. We apply the same procedure to zonal day-ahead market
clearing models, obtaining the formulation (3.31) – (3.38) for flow-based mar-
ket coupling and the formulation (3.39) – (3.45) for available-transfer-capacity
market coupling.
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Chapter 4

Renewable energy
integration in zonal
electricity markets

4.1 Introduction

In this chapter we present a detailed case study of the European market cou-
pling design as implemented at the begining of 2015 in the CWE system, re-
visiting the question of the relative merits of zonal and nodal markets in the
context of systems with high levels of renewable energy.1

4.1.1 Literature review

The impact of the simplified representation of transmission constraints in day-
ahead energy markets on operational efficiency was recognized in early work by
Bjørndal and Jornsten [BJ01] and Ehrenmann and Smeers [ES05], whom illus-
trate a number of challenges in zonal markets, including efficiency losses and
the difficulties of defining zones. The authors use dispatch models in order to
obtain analytical insights on systems with up to 6 nodes. Van der Weijde and
Hobbs [vdWH11] introduce unit commitment in the study of zonal systems.
They focus on quantifying the benefits of zonal coordination in balancing, and
use a two-stage model that represents the sequencing of unit commitment and
dispatch decisions. Their study is focused on a 4-node system. Recent work
by Oggioni et al. [OS12, OMS14] further refines zonal models. In [OS12] the

1The research presented in this chapter was conducted between 2014 and 2015. It was
published in [AP17].
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authors use generalized equilibrium models in order to study the effect of co-
ordination among TSOs on operational efficiency. The authors use a standard
6-node network and a 15-node model of the CWE system. They estimate the
welfare gains of LMP pricing over zonal pricing in the CWE system at 0.001%.
The authors do not account for reserves or unit commitment in their analysis.
In [OMS14] the authors evaluate the impacts of priority dispatch of wind in
Germany using a zonal model of the CWE system. Uncertainty is accounted
for using a scenario-based formulation, however the authors ignore unit com-
mitment decisions in their analysis.

Studies that focus on renewable energy integration in Europe commonly
ignore zonal network management either by directly assuming a nodal mar-
ket [LWv09] or by considering a zonal transportation network without address-
ing congestion within zones [MOSM10, SW14, KEM14, DDG15]. Nevertheless,
a number of studies have estimated the potential efficiency gains of LMP in
Europe relative to a zonal design, in the context of renewable energy integra-
tion. Leuthold et al. [LWv08] estimate the welfare gains of LMP over uniform
pricing at 0.8% using a model of Germany and its neighboring countries that
consists of 309 nodes. Barth et al. [BAV+09] study the effect of international
unscheduled flows using a regional model for the entire EU. The authors use
a transportation model for transmission and estimate cost savings of 0.1% of
nodal relative to zonal pricing. Neuhoff et al. [NBB+13] estimate the operating
cost savings of LMP relative to zonal pricing between 1.1%−3.6%. The authors
use a single-period unit commitment model of the UCTE-STUM system (4300
nodes, 6000 lines) which is simulated for two extreme operational snapshots
(no wind and maximum wind). Abrell and Kunz [AK15] present a framework
for day-ahead and intraday operation in a receding horizon scheme, emulating
the sequential operation of day-ahead and intraday markets. Abrell and Kunz
study a detailed model of the German grid for which they estimate efficiency
losses of zonal markets at 0.6%. The authors do not consider uncertainty, as-
sume that all thermal generators can update their commitment in real time
and include topology control as a congestion management measure in the zonal
market design.

An emerging aspect that results from the large-scale integration of renew-
able resources is the sub-hourly ramping capacity of a system. The state of
the art in renewable energy integration often employs hourly time resolution
for day-ahead and real-time operations [TMDO09, MCPR09, PO13, JWG12].
Recent work by Deane et al. [DDG14] and Gangammanavar et al. [GSZ15] un-
derscores the importance of sub-hourly time resolution in accurately estimating
the costs of integrating renewable energy. Bakirtzis et al. [BBLB14] propose a
receding horizon model with 5-minute resolution for simulating real-time oper-
ation under large-scale renewable energy integration. In this study we develop
a hybrid model that employs hourly resolution for the commitment of units,
and 15-minute resolution for dispatch. This is in line with operating prac-
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tice in European markets (hourly day-ahead markets [EPE15] and a quarterly
real-time balancing mechanism [HAE+14]).

4.1.2 Contributions and chapter organization

This chapter contributes to the existing literature by presenting a detailed
model of the ATC market coupling design and analyzing a detailed instance
of the CWE region, which leads to novel insights about the performance of
zonal markets in a regime of large-scale renewable energy integration. In terms
of modeling, we develop a hierarchy of models for the market coupling de-
sign that includes a model for ATC computation that is guaranteed to out-
perform previously proposed models [NBB+13], a power exchange model that
accounts for unit commitment and the treatment of non-convexities by Euro-
pean power exchanges, and a model that emulates the decentralized process
of nominations of production and reserves after the day-ahead exchange has
cleared. The latter two elements are largely absent from the current litera-
ture [BAV+09,vdWH11,OS12,NBB+13,OMS14,AK15]. We use the proposed
hierarchy of models to compare the market coupling design to deterministic
and stochastic unit commitment models (centralized nodal designs). Numeri-
cal results provide novel policy insights by demonstrating that the conjunction
of zonal management and unit commitment decisions, in a regime of large-scale
renewable energy integration, produces effects that deviate substantially from
the assumptions of centrally scheduled systems.

The chapter is organized as follows. Section 4.2 outlines the proposed model
for the ATC market coupling design. Section 4.3 presents the simulation setup.
Section 4.4 compares the results of the ATC market coupling model to the ac-
tual performance of the CWE system over the reference year of the simulation.
Section 4.5 compares the performance of the various policies that were inves-
tigated and analyzes the obtained results. Finally, section 4.6 concludes the
chapter and points to directions of future research.

4.2 A model of European ATC market coupling

From an operational point of view, market coupling consists of sequential steps
that are executed or supervised by power exchanges or by system operators,
with some differences among countries due to local regulatory frameworks.
The steps involved in the day-ahead energy market (namely, the computation
of ATCs and the clearing of the energy market) are nearly standardized among
countries. In contrast, there is substantial diversity in the definition of re-
serves. The procedures governing re-dispatch and balancing and the definitions
of products are often incompatible among countries. These incompatibilities
have already been resolved between Germany and Switzerland, and the TSOs
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of Belgium, Germany and the Netherlands have worked towards harmonizing
the definition and sharing of their reserve resources [HAE+14]. Further stan-
dardization is expected in the medium term following the ENTSO-E network
codes [ENT14, ENT13]. In anticipation of this harmonization, in this chapter
we assume that system operators adhere to a common definition of reserve
products among zones.

Following the standardization of reserve products, it is expected that bid-
ding zones will increasingly interchange secondary and tertiary reserves as is
currently the case for primary reserves2. As opposed to primary reserves, for
which shared volumes are in the order of tens of MW, the interchange of sec-
ondary and tertiary reserves might involve large volumes of power, which would
require the reservation of cross-border transmission capacity between zones, as
analyzed by Gebrekiros et al. [GDJF15]. The reservation of transmission capac-
ity for reserve provision is currently under debate among European regulators,
hence we do not include this element in our analysis in order to focus on the
status quo.

We model the transmission network using a lossless DC power flow model.
We assume that all dispatch decisions (production, flows) are updated every
15 minutes, whereas commitment (on/off) decisions of thermal generators are
updated on an hourly basis. Thermal generators with commitment decisions
are divided into two groups: slow generators, whose commitment must be de-
termined in the day-ahead time frame, and fast generators, whose commitment
can be modified in real-time operations. Following these assumptions, we model
the market coupling design as depicted in Fig. 4.2.

At day ahead, the TSOs compute the ATCs between the different physically
connected zones in the system, for each hour τ of the next day. Then, power
exchanges collect bids from firms and clear the day-ahead energy market, mod-
eling the exchanges between zones through a transportation network limited by
the ATCs, presented in Fig. 4.1 for the CWE, while respecting the European
pricing rules for block bids [EGN+16]. The day-ahead energy market is cleared
with hourly resolution, and it determines a net position ∆QMC

a,τ for each zone a
for each hour τ of the next day, as well as a preliminary commitment for slow
generators uMC .

After the energy market clears and before firms communicate their final
schedule to the corresponding TSO, firms within each zone can trade among
each other their production and reserve obligations [ELI08], [Res14]. We model
this decentralized process as a cost minimizing scheduling that aims at meeting
security targets for real-time operation. This procedure results in final commit-
ment decisions for slow generators, uR, that comply with the energy balance
and reserve requirements of each zone. Note that reserve obligations of firms
are determined in monthly or weekly tenders, prior to day-ahead energy mar-

2Switzerland, for example, is currently sourcing primary reserve from France and Germany
[Swi15].
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Figure 4.1: Zonal model of the CWE network used by the power exchanges to clear
the day-ahead energy market. Each zone is represented as a single node and exchanges
between zones are limited by the ATC values.
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Figure 4.2: Market coupling organization model overview.

ket clearing [HAE+14]. We assume that the forward positions of the reserve
tendering process are adjusted by firms after the day-ahead exchange clears,
hence we do not represent these forward auctions explicitly in our analysis.

Finally, the resolution of congestion (referred to as re-dispatch) and the
resolution of imbalances due to outages and forecast errors (referred to as bal-
ancing) take place in real time on 15-minute intervals, while respecting the net
position of each zone ∆QMC [ENT14] and the commitment of reserves uR.
At this stage, we assume that TSOs in charge of the possibly multiple control
areas3 within each bidding zone fully integrate their operations and that they
net out their scheduled net positions for balancing purposes [ESS+10]. This as-
sumption allows us to model each individual bidding zone as if it were operated
by a single TSO in real time.

The mathematical programs modeling each step of this sequential process

3A control area is defined as a coherent part of the interconnected system, operated by
a single system operator which includes connected physical loads and/or generation units if
any [Eurc]. In the CWE system almost every bidding zone corresponds to a single control
area, with the exception of the German-Austrian zone which is divided into five control areas,
each one operated by a different system operator.
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resemble those presented in section 3.4, with two main differences: (i) ATCs
are computed separately for each pair of areas, as done by TSOs in practice,
and (ii) the energy market is cleared using a multi-period model where thermal
generators submit mutually exclusive bids for each possible production profile
throughout the clearing horizon. We present these models in detail in section
4.A in order to focus our attention on the results and analytics.

4.3 Numerical simulation settings

We simulate the operation of the CWE system, using the instance of section
1.4.3, under three major policy designs: (i) the market coupling policy, which
is the current zonal design in the CWE system, (ii) deterministic unit com-
mitment, which is the current nodal design in several US markets, and (iii)
stochastic unit commitment, which is an ideal benchmark. Operations under
these three designs are modeled in two stages. The first stage takes place in
the day ahead and determines the commitment of the slow thermal generators
based on a forecast for renewable energy supply. The second stage takes place
in real time and corresponds to the re-dispatch and balancing performed by
the system operator given the realization of multi-area renewable supply. The
second stage must respect the commitment determined for slow thermal gen-
erators in the first stage in all policies. Conventional thermal generators are
categorized as slow generators if their minimum up and down time is larger
than 4 hours, otherwise they are categorized as fast generators.

Thermal generators, other than slow generators, are modeled as follows.
The commitment of nuclear generators is decided prior to the day ahead, there-
fore it is considered as being fixed in the simulations. Similarly, the set point
for the production of CHP units is determined based on heat demand and CHP
units can adjust their production only within a limited range, therefore we fix
their output and allow an adjustment of ±5% of their capacity in the simula-
tions. Fast units adjust both their commitment and production in real time.
Aggregated generators correspond to small producers, therefore no commit-
ment decision is associated with them and it is assumed that they can adjust
their production in real time.

The market coupling policy is simulated using the model described in section
4.2. Note that while day-ahead markets are cleared using the zonal network of
Fig. 4.1, real-time operation is simulated using the nodal network of Fig. 1.1.
We consider two variants of the market coupling design, representing different
levels of cooperation in real-time congestion management and balancing: (i)
MC Net Position penalizes deviations from day-ahead zonal net positions at the
maximum marginal cost of any generator in the system [ES05], representing
the operational practice whereby balancing responsible parties are required
to balance their resources in real time, which implies that each zone should
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maintain its trading position on the day-ahead market. (ii) MC Free allows
for adjustments in zonal net positions at no penalty. This approximates the
effect of intra-day markets that allow balancing responsible parties to adjust
their positions as real time approaches and the conditions of the system are
gradually revealed, as well as the effect of cross-border balancing.

Deterministic and stochastic unit commitment are modeled following [PO13].
Deterministic unit commitment corresponds to a centralized nodal market de-
sign with full coordination of the various products of the market (energy,
reserves and transmission) and centralized scheduling and operation over all
zones. The stochastic unit commitment model additionally endogenizes the
uncertainty faced by the system in order to optimally adapt the commitment
of reserves to multi-area renewable supply uncertainty. We selected 25 sce-
narios for the stochastic unit commitment model from the real-time renewable
energy production samples, by resorting to the scenario selection algorithm of
Heitsch and Römisch [HR07]. For these two models we used a hybrid time
resolution with hourly commitment decisions and quarterly dispatch decisions.
See section 4.C for a detailed presentation of these two benchmark models.

In order to estimate the performance of each policy, we perform a Monte
Carlo simulation over a set of 120 samples of multi-area renewable production.
We resort to high performance computing in order to parallelize the Monte
Carlo simulations. The relative performance of stochastic unit commitment,
deterministic unit commitment and MC Free is due to the difference in their
day-ahead commitment schedules. The performance of MC Net Position is
additionally affected by the requirement of adhering, in real time, to day-ahead
financial positions.

Mathematical programs are implemented in Mosel/XPress [CH14] and solved
on the Sierra cluster at the Lawrence Livermore National Laboratory. Given
that we model production cost as a piece-wise linear convex function, all math-
ematical programs correspond either to LPs or MILPs. Most mathematical
programs are solved directly by XPress, with two exceptions. (i) Stochastic
unit commitment is solved within a 1% optimality gap using an early version
of the distributed asynchronous algorithm presented in chapter 2. (ii) The
zonal energy clearing model is solved using an enumeration heuristic based on
column generation. The heuristic achieves a cost which is within 1% of the
optimal cost, and optimal welfare which is within 10−4% of optimal.

4.4 Model validation

In order to validate the accuracy of the market coupling model, we compare
the results of MC Net Position against the historical performance of the CWE
system, as reported in publicly accessible statistics. Table 4.1 presents the
actual production mix of 2014 [Fed,Res,ELI,Eura] and the resulting production
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mix of our model, which is obtained by averaging all samples, seasons and day
types (where the contribution of each day type is weighted by the relative
frequency of occurrence of each day type).

These results present a reasonable approximation to the actual production
mix. The most notable differences appear in the coal production of Germany,
the nuclear production of France and the conventional thermal production of
the Netherlands. These differences can arise from a number of factors: (i) we
simulate 960 days of operations over 8 representative day types in our sim-
ulation in order to exploit high performance computing and keep the study
computationally tractable; (ii) the observed estimates of 2014 are subject to
statistical error (since they correspond to 365 daily samples of operation, rather
than a long-run average); (iii) we derate units by season instead of modeling
unit-by-unit maintenance and outages, in order to capture their average effect
in a season while using representative day types; (iv) we compute ATC val-
ues endogenously within our model, instead of using the ATCs that were used
in the exchange. Notable differences between our model and the ATC values
have been observed in the border between Germany and the Netherlands. In
order to test the influence of ATC value differences, we have also simulated
the operation of the MC Net Position model using the actual ATCs [Eurc].
The results better approximate the production mix for the Netherlands and
France, however the approximation of the German fuel mix worsens and the
average operating cost increases by 8.4%, due to a significant shift in produc-
tion from France-Germany (where energy is produced at a low marginal cost)
to Belgium-Netherlands (where energy is produced at a higher marginal cost).
We therefore use the ATC values computed endogenously by our model, in
order to maintain ATC values that are internally consistent with the CWE
transmission model that we use in our simulations.

In addition to fuel mix, we compare the congestion management costs es-
timated by our model to those published by national TSOs. We estimate the
congestion management costs as the difference between the cost of MC Net Po-
sition with and without thermal limits on lines. Table 4.2 presents a comparison
between the estimated congestion management costs and the actual congestion
management costs of the CWE system4 [Eurc] (values correspond to January-
December 2015). The congestion management costs estimated by our model
correctly approximate the current situation of the Germany-Austria bidding
zone, although they are greater than those observed in reality for Belgium and
France. We note that our model does not account for the active control of
transmission networks for relieving congestion (e.g. the use of FACTS devices
at the borders and transmission switching in Belgium [HP15]). The integration
of active transmission network management in our model is a potential area of
future research.

4Congestion management costs that cover most of the CWE area were not available for
2014.
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Table 4.1: Annual energy production by primary source.

Country
Primary MC Net Pos. System
source results [TWh] statistics [TWh]

Germany Coal 234.2 274.1
Nuclear 87.0 97.1
Gas 11.2 59.8
Wind 44.4 57.3
Solar 39.4 35.1
Hydro 13.1 19.6
Oil 0.2 6.1
Other 64.3 75.9

France Nuclear 468.0 415.5
Hydro 55.0 67.3
Wind 16.0 17.1
Gas 3.0 13.1
Coal 11.6 6.7
Solar 5.9 5.8
Oil 0.0 2.6
Other 27.2 7.4

Netherlands Thermal 38.0 91.1
Wind 6.2 5.8
Nuclear 4.1 4.1
Hydro 0.1 0.1
Solar 0.8 –

Switzerland Hydro 32.4 37.5
Nuclear 22.3 25.4
Thermal 5.2 3.7
Wind & Solar 0.9 –

Belgium Nuclear 26.7 32.1
Thermal 13.2 23.9
Solar 3.4 2.8
Wind 4.7 2.5
Hydro 0.3 1.4

Austria Hydro 34.5 40.2
Thermal 13.2 13.8
Wind 4.0 3.0
Solar 0.5 –

Total 1291.2 1447.8
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Table 4.2: Congestion management costs.

Zone
MC Net Pos. results System statistics

[MMe/year] [MMe/year]
DE/AT/LX 679.2 688.2
Belgium 118.4 0.0
France 66.4 1.1
Netherlands 19.4 –
Switzerland 8.7 –

Table 4.3: Expected policy costs and efficiency losses with respect to deterministic
UC.

Policy Expected cost Efficiency losses
[MMe/d] [%] [MMe/year]

MC Net Position 30.42 6.2 650
MC Free 29.45 2.8 294
Deterministic UC 28.64 – –
Stochastic UC 28.49 –0.5 –55
Perfect Foresight 28.32 –1.1 –117

4.5 Policy analysis results

We proceed with a comparison of the cost performance of the four policies
described in section 4.3: stochastic unit commitment, deterministic unit com-
mitment, MC Free and MC Net Position.

The average cost of each policy is presented in Table 4.3. In addition, the
cost of perfect foresight is provided for comparison. The difference between
MC Net Position and MC Free quantifies the benefits of intra-day markets
and the cooperation among TSOs in balancing. These efficiency gains are
estimated at 3.4% of operating costs. The difference between MC Free and
deterministic unit commitment quantifies the efficiency gains of nodal market
design relative to zonal markets, and is estimated at 2.8% of operating cost.
Finally, the difference between deterministic and stochastic unit commitment
corresponds to the benefits of endogenizing uncertainty relative to using fixed
requirements for the commitment of reserves. This gain amounts to 0.5%. Even
when considering the perfect foresight model, gains of perfectly forecasting
uncertainty are no larger than 1.1%. These gains are notably lower than the
aforementioned cost differences between deterministic unit commitment, MC
Free and MC Net Position.

The breakdown of operating costs is presented in Table 4.4, where SLOW+

corresponds to the set of nuclear, CHP, slow and aggregated units. We note
that the differences between policies are largely driven by the production cost
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Table 4.4: Composition of the expected operating cost.

Commitment cost Production cost Load
Policy [MMe/d] [MMe/d] shedding

SLOW+ FAST SLOW+ FAST [MMe/d]
MC Net Pos. 2.83 0.28 25.60 1.61 0.10
MC Free 2.83 0.20 25.39 0.97 0.05
Determ. UC 2.81 0.07 25.45 0.31 0.00
Stoch. UC 2.60 0.12 25.21 0.56 0.00

Table 4.5: Production and average marginal cost of thermal generators per policy.

Production Production Av. marginal cost
Policy [TWh/year] curtailment [e/MWh]

SLOW+ FAST [TWh/year] SLOW+ FAST
MC Net Pos. 1014.9 14.6 6.5 9.21 40.14
MC Free 1014.1 11.3 2.4 9.14 31.34
Determ. UC 1016.8 7.4 1.2 9.14 15.29
Stoch. UC 1015.4 9.0 1.3 9.06 22.99

of fast units, with the market coupling policies incurring substantially higher
costs from fast units relative to deterministic unit commitment. Differences
between deterministic and stochastic unit commitment are driven largely by
differences in the commitment cost of slow units.

Table 4.5 presents the expected production of each generator type along
with the production-weighted average marginal cost of units providing energy.
We note that even though production from fast units is limited to 0.7–1.4% of
the total production, the production cost of fast units corresponds to 1.2–6.3%
of the total production cost. This table highlights the fact that the market
coupling policies often resort to the activation of a substantial amount of fast
units that are found at the far right of the fast unit supply stack. This large
increase in the production costs of fast units is accompanied by an increasing
amount of production curtailment that is required for alleviating congestion
and balancing zones in MC Net Position.

We proceed with analyzing a number of factors that could explain the sub-
stantial observed cost differences among deterministic unit commitment, MC
Free and MC Net Position5. In order to better understand the results, we com-
pare the models in pairs, moving from the most efficient to the least efficient
policy.

5Differences between the stochastic and deterministic UC have been analyzed in the lit-
erature [PO13].
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Figure 4.3: Production duration curves of slow units that are exclusively committed
by deterministic unit commitment and MC Free. For any online unit, 0% of the
operational range corresponds to its technical minimum while 100% corresponds to
its maximum capacity. In green, slow units that were committed by deterministic
unit commitment but not by MC Free. In red, slow units committed by the market
coupling model but not by deterministic unit commitment.

4.5.1 Relative performance of deterministic unit commit-
ment and MC Free

The MC design and deterministic unit commitment schedule similar amounts
of slow capacity within each area, in all day types. The amount of committed
capacity is mostly driven by the net demand of each area. Nevertheless, the
units committed by MC Free are less useful in real time, as can be seen in
Fig. 4.3. Units that are committed by MC Free and not by deterministic unit
commitment remain at their technical minimum for more than 85% of the time,
and are used at full capacity for less than 5% of the time. Units committed
by deterministic unit commitment and not by MC Free, in contrast, are used
significantly more.

The commitment decisions of MC Free are mainly driven by the merit order
of different units within each area, while ignoring intra-zonal flows and misrep-
resenting the physical laws governing cross-border exchanges. This leads to
schedules that are not necessarily feasible when considering the full network,
as shown in Fig. 4.4. Slow units that are committed by MC Free and result in
congestion need to be re-dispatched down in real-time in order to prevent over-
loading transmission lines, as shown in Fig. 4.5. This results in the activation
of more expensive units in real-time relative to deterministic unit commitment.

Fig. 4.6 demonstrates that congestion management after day-ahead market
clearing results in a more frequent use of high-cost fast units in the case of MC
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D-100

0–50 e/MWh

≥ 50 e/MWh

[0,50)% load

[50,100)% load
100% load

overloaded

Figure 4.4: Day-ahead schedule determined by MC Free for a spring weekday at the
17:00–18:00 interval. Flows implied by the production schedule are infeasible for the
real network since they overload lines in the west of Germany.
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D-100

0–50 e/MWh

≥ 50 e/MWh

[0,50)% load

[50,100)% load
100% load

overloaded

Figure 4.5: Real-time schedule under MC Free for a sample of spring weekdays at
the 17:30–17:45 interval. The infeasible day-ahead schedule of Fig. 4.4 is altered by
re-dispatching all generators at D-100 down to their technical minimum and starting
up FAST units in the surrounding area. This re-dispatch pattern is present in all
samples of spring weekdays within the 17:00–18:00 period.
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Figure 4.6: Difference in the frequency of use of supply curve increments between
deterministic unit commitment and the MC Free policy for autumn weekdays. The
frequency of use of each supply increment, for a given policy and day type, corre-
sponds to the proportion of the increment that is used on average over all quarterly
periods and all samples of real-time operation. In the plot, green stripes represent
the frequency of use of supply increments corresponding to SLOW+ generators, while
red stripes correspond to fast generators. The marginal cost function of the system
(which is measured in the right vertical axis) is presented for reference in black.

Free. Deterministic unit commitment, on the other hand, does not require a
substantial modification of the day-ahead schedule in real time since the physi-
cal constraints of the transmission network are accounted for when committing
slow generators (the same is true for stochastic unit commitment), as it is the
case in nodal US markets [Cal15]. This highlights the need to account for unit
commitment when analyzing zonal market designs, a feature that has been
largely overlooked in existing literature.

4.5.2 Relative performance of MC Free and MC Net Po-
sition

The comparison of MC Net Position and MC Free provides an indication about
the value of intra-day adjustments and the cooperation among TSOs for balanc-
ing operations [HAE+14]. Fig. 4.7 demonstrates that MC Free continuously
alters the day-ahead net position through cross-border balancing, whereas MC
Net Position only deviates from the day-ahead zonal net positions in extreme
situations (these correspond to outliers in the box plots).

The behavior of the MC Net Position model is largely driven by the renew-
able supply forecast error of DE/AT/LX (more specifically Germany), since
adjustment in other zones is driven by adjustments in DE/AT/LX. This is
demonstrated in Fig. 4.8. The figure presents the linear regression of the
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Figure 4.7: Adjustment of zonal net position in real time with respect to the day-
ahead net position. A positive adjustment corresponds to a real-time net position that
is larger than the day-ahead net position, and vice versa. Net position adjustments
of DE/AT/LX range between -6 GW and 5 GW.

adjustments in the DE/AT/LX zone, using the forecast error in renewable pro-
duction and the day-ahead net positions as independent variables. Across all
day types, the forecast error (with positive correlation) and the day-ahead net
position of DE/AT/LX (with negative correlation) are the factors with the
greatest coefficients and highest significance levels. This indicates that when
DE/AT/LX is short on its prediction of renewable supply (negative forecast
error) and has available import capacity (large day-ahead net position), the
MC Free policy will decrease the real-time net position of the zone by import-
ing more power from other areas. Instead, according to the MC Net Position
policy the forecast error is corrected by re-dispatching within the zone, which
results in significantly higher cost, as can be observed in Fig. 4.9. This high-
lights a major weakness of zonal balancing in systems with substantial levels
of renewable supply, which can result in major efficiency losses with respect to
cross-border (system-wide) balancing. Note that this type of efficiency loss af-
fects both the continental European system as well as the wide interconnections
in US systems [MDE+10].

4.6 Conclusions

In this chapter we present a model for the sequential clearing of products in
zonal electricity markets, in particular, the market coupling design currently
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Figure 4.8: Linear regression of the adjustment of the real-time net position of
DE/AT/LX under MC Free relative to MC Net Position for autumn weekdays (best
fit) and winter weekdays (worst fit). The explanatory variables are the forecast error
of DE/AT/LX and the day-ahead net positions of the zones. A 45 degree line is
drawn in red along with the data for comparison.
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Figure 4.9: Difference in use of zonal supply function increments between MC Free
and MC Net Position, for samples and periods with an adjustment of the net position
of DE/AT/LX below the 87.5% quantile (12.5% larger reductions in net position of
DE/AT/LX), for autumn weekdays.
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as present in Europe in the beginning of 2015. Our model accounts for the
simplified representation of transmission in the day-ahead time frame, the sep-
aration of energy and reserves, the separation of day-ahead unit commitment
decisions from real-time dispatch and balancing, and the uncertainty stemming
from renewable forecast errors. The market coupling design is compared to two
centralized nodal designs: deterministic and stochastic unit commitment.

Our study finds that market design can exert an influence on physical oper-
ations, which far exceeds the benefits of stochastic unit commitment relative to
deterministic unit commitment. A decentralized zonal market can undermine
system performance in two ways: (i) by leading to suboptimal commitment of
slow generators and creating significant unscheduled flows in day-ahead mar-
kets, and (ii) by applying suboptimal balancing strategies due to partial coop-
eration among multiple system operators in real time. The first type of problem
affects only the European market, where institutional barriers have blocked the
implementation of LMPs and the splitting of wide zones into smaller ones. In
contrast, the second type of problem currently affects both the continental
European system and the wide interconnections in US systems. Moreover, the
lack of real-time cross-zonal balancing can harm operational security in extreme
situations. This has motivated system operators of both systems to study al-
ternatives for better balancing strategies, for instance, imbalance netting and
the harmonization of balancing products in Europe.

Future extensions of the present work include (i) a receding horizon model
of real-time operations that represents the influence of ramp rate constraints
more accurately, (ii) the study of the impact of ramp rate constraints in a
finer time scale (e.g. 5 minutes), (iii) the representation of resources (e.g.
CCGT, hydro and nuclear) in greater detail, and (iv) the representation of
active transmission network management.
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Appendix

4.A Mathematical programming models for mar-
ket coupling

4.A.1 Nomenclature

Sets

T60 hourly periods, T60 =
{1, . . . , 24}

T15 15 minute periods, T15 =
{1, . . . , 96}

A zones
N buses
L lines
K interconnectors
G thermal generators
T15(τ) 15 minute periods within

hour τ
N(a) nodes in zone a
L(n,m) lines between buses n and

m, directed from n to m
L×(a, b) cross-border lines con-

necting zones a and b,
directed from a to b

K(a, b) interconnectors between
zones a and b, directed
from a to b

Ξ corners of NTC hyper-
rectangle

G(n) thermal generators at
node n (or set of nodes n)

NNTC
τ set of feasible exchanges

with respect to NTCs
NOPF
τ set of feasible exchanges

with respect to DC OPF
GSLOW slow generators
GFAST fast generators
I continuous bids
J block bids
Ḡ exclusive groups
I(a) continuous bids in zone a
J(a) block bids in zone a
JE(g) block bids within exclu-

sive group g

D60
g set of feasible generator

production decisions for
hourly resolution

D15,R
g set of feasible generator

production and reserve
decisions for 15-minute
resolution

D15
g set of feasible production

decisions for 15-minute
resolution

Parameters

τ(t) corresponding hour of
quarter t

F±l flow bounds, line l
Bl susceptance, line l
n(l),m(l) departing and arrival

buses, line l
Dn,t demand at bus n on pe-

riod t
ξ̄n,t forecast renewable supply

at bus n, period t
nBCEk,τ Base Case Exchange

through interconnector k
in hour τ

Q±g minimum stable level and
maximum run capacity

RFCRa FCR requirement in zone
a (similarly defined for
aFRR and mFRR)

∆TFCR delivery time of FCR
(similarly defined for
aFRR and mFRR)

TTC±k,τ total transfer capacity, in-
terconnector k, hour τ

NTC±k,τ net transfer capacity, in-
terconnector k, hour τ
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ATC±k,τ available transfer capac-
ity, interconnector k, hour
τ

a(k), b(k) departing and arrival
zones, interconnector k

Qiτ quantity offered, bid i,
hour τ

P i unitary price, bid i
Mj big-M parameter, block

bid j
â(i) area of bid i
Cg(q) hourly production cost

function, generator g
Qgj discrete output quanti-

ties, generator g
Cgj discrete production costs,

generator g
mg number of discrete pro-

duction bins, generator g
Kg no load cost, generator g
Sg startup cost, generator g
hg(ω,v) total cost of production

profile (ω,v), generator g
∆QMC

a,τ day-ahead net position of
zone a, hour τ

uMC
g,τ day-ahead preliminary

commitment, generator
g, hour τ

uRg,τ , v
R
g,τ day-ahead definitive

commitment and startup,
generator g, hour τ

V value of lost load
CL day-ahead net position

update penalty
ζn,s,t renewable supply at bus

n, Monte Carlo sample s,
period t

TL
{60,15}
g maximum state transition

level of generator g for
hourly (60’) and quarterly
(15’) formulations

R
{60,15}
g maximum hourly (60’)

and quarterly (15’) ramp
of generator g

Variables

qg, q
i
g, qg,t quantity produced, gener-

ator g
fl, f

i
l , fl,t flow through line l

θn, θ
i
n, θn,t voltage angle, bus n

xi acceptance/rejection con-
tinuous bid i

yj acceptance/rejection
block bid j

nk,τ exchange through inter-
connector k, hour τ

pa,τ energy price in zone a,
hour τ

si, sg surplus of bid i (exclusive
group g)

λ±k,τ congestion price, inter-
conector k, hour τ

ug,τ , vg,τ commitment and startup,
generator g, hour τ

ωgj,τ acceptance of production
bin j, generator g, hour τ

rFCRg,t FCR provision, genera-
tor g, period t (simi-
larly defined for aFRR
and mFRR)

on,t production shedding at
bus n, period t

en,t load shedding at bus n,
period t

δa,τ day-ahead net position
update, zone a, hour τ

4.A.2 Computation of available transfer capacity

Power exchanges use the simplified transportation network presented in Fig.
4.1 for representing transmission constraints among zones in the CWE system.
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The topology of this zonal network is determined by the topology of the real
network and it includes an interconnector between each pair of adjacent zones.
Flows on the zonal network are limited by the ATCs, which must be computed
on a daily basis by the TSOs and communicated to power exchanges.

The first step in the computation of ATCs is the determination of total
transfer capacities (TTC) among zones. The ENTSO-E Operational Hand-
book [Uni04] defines TTC as “the maximum exchange program between two
adjacent control areas that is compatible with operational security standards
applied in each system if future network conditions, generation and load pat-
terns are perfectly known in advance”. Following this definition, we propose
the following model for computing the TTC from exporting zone a to importing
zone b in hour τ , TTC+

ab,τ . The notation used in the present and subsequent
mathematical formulations is described in Appendix 4.A.1.

max
q,u,f,θ

∑
l∈L×(a,b)

fl −
∑

l∈L×(b,a)

fl (4.1)

s.t.
∑

l∈L×(c,d)

fl −
∑

l∈L×(d,c)

fl = nBCE(c,d),τ ∀(c, d) ∈ K \ {(a, b)} (4.2)

∑
g∈G(n)

qg +
1

4

∑
t∈T15(τ)

ξ̄n,t +
∑

l∈L(·,n)

fl =
1

4

∑
t∈T15(τ)

Dn,t +
∑

l∈L(n,·)

fl ∀n ∈ N

(4.3)

fl = Bl
(
θn(l) − θm(l)

)
, −F−l ≤ fl ≤ F

+
l ∀l ∈ L (4.4)

Q−g ug ≤ qg ≤ Q+
g ug , ug ∈ {0, 1} ∀g ∈ G (4.5)∑

l∈L×(c,·)

fl −
∑

l∈L×(·,c)

fl ≤
∑

g∈G(N(c))

Q+
g −

(
RFCRc +RaFRRc +RmFRRc

)
−

1

4

∑
n∈N(c)
t∈T15(τ)

(
Dn,t − ξ̄n,t

)
∀c ∈ {a, b} (4.6)

The objective function (4.1) corresponds to the cross-border flow (exchange
program) from zone a to zone b, determined as the sum of individual flows
over cross-border lines. Constraint (4.2) enforces the exchanges between other
pairs of areas to correspond to a baseline value, referred to as the base case
exchange (BCE). Constraint (4.3) enforces hourly energy balance assuming
renewable supply ξ̄, constraint (4.4) models the network assuming that all lines
are available, constraint (4.5) models generating unit output limits, considering
minimum stable and maximum production.

Constraint (4.6) models the operational security standards for each control
area. The left-hand-side of (4.6) corresponds to the net position of zone c
in terms of cross-border flows, while the right-hand-side corresponds to the
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maximum net position for zone c such that primary, secondary and tertiary
reserve targets, RFCRc , RaFRRc and RmFRRc , respectively, can be met. This
constraint limits the exports of each area to a level that ensures that there is
enough internal capacity to satisfy the internal demand for energy and reserves.

TTC−(a,b),τ (a importing, b exporting) is computed in an analogous way to

TTC+
(a,b),τ , by minimizing the objective function (4.1). Note that in order to

compute all the TTCs, problem (4.1)–(4.6) needs to be solved twice for each
interconnector and hour, i.e. 2 · |K| · |T60| times.

Problem (4.1)–(4.6) directly maximizes the cross-border flow between a
and b in a one-shot optimization problem, which outperforms iterative meth-
ods, such as the one described in [Uni04], and methods based on net position
manipulation, proposed by Neuhoff et al. [NBB+13].

Once the TTC value is available, the net transfer capacity NTC+
(a,b),τ is

computed by discounting the determined value for TTC+
(a,b),τ by the Trans-

mission Reliability Margin6 TRM [Uni04]. Considering a proportional TRM
(0 < TRM < 1), common to all interconnectors, NTC+

(a,b),τ is computed using

equation (4.7).

NTC+
k,τ := TTC+

k,τ−TRM ·
∣∣TTC+

k,τ

∣∣·1
TTC+

k,τ−TTC
−
k,τ≥TRM ·

(
|TTC+

k,τ |+|TTC
−
k,τ |
)

(4.7)

The indicator function in equation (4.7) ensures that the TRM is applied
only when a sufficient margin between transfer capacities in forward and back-
ward directions exists, i.e. it guarantees that NTC+

(a,b),τ ≥ NTC−(a,b),τ . For

computing NTC−(a,b),τ , the TRM is added in equation (4.7).

NTCs are required to be simultaneously feasible, in other words, any cross-
border exchange configuration respecting the NTC values must be feasible for
the real network [Ten14]. In geometric terms, the set of exchange configurations
respecting the NTC values for hour τ defines a subset of R|K|, specifically an
NTC hyper-rectangleNNTC

τ := {n ∈ R|K| |NTC−k,τ ≤ nk ≤ NTC
+
k,τ ∀k ∈ K}.

Simultaneous feasibility of NTCs demands that NNTC
τ is fully contained within

the region defined by feasible exchanges for the real network, NOPF
τ (a |K|-

dimensional polyhedron). In practice, however, this requirement is relaxed and
replaced by vertex feasibility7, which demands that all vertices of NNTC

τ are
contained within NOPF

τ [Ten14].

6The transmission reliability margin is defined as a security margin that copes with un-
certainties on the computed TTC values arising from: (i) inadvertent deviations of physical
flows during operation due to the physical functioning of secondary control; (ii) emergency
exchanges between TSOs to cope with unexpected unbalanced situations in real time; (iii)
inaccuracies, e.g. in data collection and measurements [Eurc].

7Note that vertex feasibility corresponds to a relaxation of simultaneous feasibility if
NOPFτ is not convex.
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Vertex feasibility is not necessarily satisfied by NTC values computed using
equation (4.7), NTC values computed using other procedures proposed in the
literature [NBB+13], or the procedure used in practice [Uni04]. The technical
documentation [Ten14] states that if NTC values do not comply with vertex
feasibility then “reductions are applied to the NTC levels in a coordinated way
with a view to eliminating overloads”. We model this process by computing a
new set of NTC values χ+, χ−, as the solution of problem (4.8)–(4.14), which
aims at achieving vertex feasibility with the minimum possible total reduction
on the NTCs.

min
χ,q,f,θ

∑
k∈K

((
NTC+

k,τ − χ
+
k

)
+
(
χ−k −NTC

−
k,τ

))
(4.8)

s.t. χ+
k ≤ NTC

+
k,τ , χ−k ≥ NTC

−
k,τ , χ+

k ≥ χ
−
k ∀k ∈ K (4.9)∑

l∈L×(a,b)

f il −
∑

l∈L×(a,b)

f il = 1iab χ
+
(a,b) + (1− 1iab)χ

−
(a,b) ∀(a, b) ∈ K, i ∈ Ξ

(4.10)∑
g∈G(n)

qig +
1

4

∑
t∈T15(τ)

ξ̄n,t +
∑

l∈L(·,n)

f il =

1

4

∑
t∈T15(τ)

Dn,t +
∑

l∈L(n,·)

f il ∀n ∈ N, i ∈ Ξ (4.11)

f il = Bl
(
θin(l) − θim(l)

)
, −F−l ≤ f

i
l ≤ F+

l ∀l ∈ L, i ∈ Ξ (4.12)

0 ≤ qig ≤ Q+
g ∀g ∈ G, i ∈ Ξ (4.13)∑

l∈L×(a,·)

f il −
∑

l∈L×(·,a)

f il ≤
∑

g∈G(N(a))

Q+
g −

(
RFCRa +RaFRRa +RmFRRa )− 1

4

∑
n∈N(a)
t∈T15(τ)

(
Dn,t − ξ̄n,t

)
∀a ∈ A, i ∈ Ξ

(4.14)

The objective function (4.8) corresponds to the total NTC reduction, i.e.
the difference between the preliminary NTC values NTC± and the vertex
feasible NTC values χ±. The constants in this objective function drop out
of the optimization and can therefore be ignored, but are included here for
clarity of the exposition. Constraints (4.9) establish the bounds for χ± for all
interconnectors.

Each vertex i ∈ Ξ of NNTC
τ can be mapped to an array of directions for

cross-border flows, e.g. [forward on (a, b), backward on (c, d), . . .], hence it
can be represented using an indicator 1iab for each interconnector (a, b) with
1iab = 1 if flow on (a, b) goes in the forward direction in vertex i and 1iab = 0
otherwise. Using these indicators, constraints (4.10) force the cross-border flow
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on interconnector (a, b) at vertex i ∈ Ξ to be equal to the corresponding vertex
feasible NTC.

The requirement that all vertices i ∈ Ξ of NNTC
τ are contained within

NOPF
τ is enforced through constraints (4.11)–(4.14), which correspond to the

linear relaxation of constraints (4.3)–(4.6) for each vertex. As the formulation
employed is based on the vertices of NNTC

τ , we have that in general the size of
the problem is exponential in the number of interconnectors (|Ξ| = 2|K|). For
the CWE system the number of vertices to be considered is 26, which results in
a large-scale linear problem that is still tractable using state-of-the-art linear
solvers.

Since our market coupling model does not consider previously contracted
transmission capacity, available transfer capacities are equal to the optimal
simultaneously feasible NTCs, ATC±k,τ := (χ±k )∗ ∀k ∈ K.

4.A.3 Day-ahead energy market clearing

Day-ahead energy market clearing in CWE is carried out by power exchanges.
Exchanges collect bids from participants and determine the acceptance/rejec-
tion decisions that maximize social welfare. Energy is cleared using a strict
linear pricing scheme, which results in a series of rules regarding the accep-
tance/rejection of different types of bids, depending on whether they are in-
the-money (bid acceptance would yield a strictly positive profit), at-the-money
(bid acceptance would yield zero profit) or out-of-the-money (bid acceptance
would yield strictly negative profit). Currently two main types of bids are
allowed by power exchanges in the CWE system:

• Continuous bids: bids that can be accepted partially. Continuous bids
that are in-the-money must be fully accepted, at-the-money continuous
bids can be partially accepted and out-of-the-money continuous bids must
be rejected.

• Block bids: bids that can be either fully accepted or rejected (fill-or-kill
condition, which gives rise to integer variables in the clearing model).
Block bids that are in-the-money or at-the-money can be accepted or
paradoxically rejected, while out-of-the-money block bids must be re-
jected. Block bids can be arranged in linked families, in which the accep-
tance/rejection of certain bids is conditional on the acceptance of other
bids, or in exclusive groups, in which at most one block order within the
group can be accepted.

Once the bids have been collected, the power exchange clears the market
using the simplified network model provided by the TSOs (Fig. 4.1) in order
to represent cross-border exchanges.
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Power exchange uses the EUPHEMIA algorithm [EGN+16] to clear the
energy market, based on the bids submitted by firms. In the following we
present an equivalent model of EUPHEMIA proposed by Madani and Van
Vyve [MV15], which has been modified in order to account for exclusive groups.

Consider that buy bids (e.g. loads) correspond to bids with positive quan-
tities Q > 0, while sell bids (e.g. generators) correspond to bids with neg-
ative quantities Q < 0. Then, the welfare maximization (market clearing)
problem can be formulated as the mathematical program (4.15)–(4.21), where
constraints have been grouped in primal-dual pairs.

max
x,y,n
s,p,λ

∑
i∈I

( ∑
τ∈T60

QiτP
i
)
xi +

∑
j∈J

( ∑
τ∈T60

QjτP
j
)
yj (4.15)

s.t.
∑
i∈I

( ∑
τ∈T60

QiτP
i
)
xi +

∑
j∈J

( ∑
τ∈T60

QjτP
j
)
yj ≥

∑
i∈I

si +
∑
g∈Ḡ

sg +
∑
k∈K
τ∈T60

(
ATC+

k,τλ
+
k,τ −ATC

−
k,τλ

−
k,τ

)
(4.16)

∑
i∈I(a)

Qiτxi +
∑
j∈J(a)

Qjτyj =
∑

k∈K(·,a)

nk,τ −
∑

k∈K(a,·)

nk,τ ∀a ∈ A, τ ∈ T60

(4.17)

ATC−k,τ ≤ nk,τ ≤ ATC
+
k,τ ,

pa(k),τ − pb(k),τ + λ+
k,τ − λ

−
k,τ = 0 ∀k ∈ K, τ ∈ T60 (4.18)

xi ≤ 1 , si +
∑
τ∈T60

Qiτpâ(i),τ ≥
∑
τ∈T60

QiτP
i ∀i ∈ I (4.19)

∑
j∈JE(g)

yj ≤ 1 ∀g ∈ Ḡ

sg(j) +
∑
τ∈T60

Qjτpâ(j),τ ≥
∑
τ∈T60

QjτP
j −Mj(1− yj) ∀j ∈ J (4.20)

x, s,λ ≥ 0 ; y ∈ {0, 1}|J| (4.21)

The objective function (4.15) corresponds to total welfare. Constraint (4.16)
enforces strong duality at the solution, i.e. it enforces equality of the total wel-
fare with the total surplus (surplus minimization is the dual of welfare maxi-
mization). As a consequence of Theorem 2 of [MV15], constraint (4.16) guar-
antees that a solution to (4.15)–(4.21) will satisfy (i) complementary slackness
between the acceptance of bids and the surplus for continuous bids and ac-
cepted block bids, as well as (ii) complementary slackness between exchanges
and congestion prices.

Energy balance at each area is expressed through constraints (4.17). Re-
lation (4.18) corresponds to primal and dual constraints for exchanges in the
simplified (transportation) network provided by the TSOs.
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Constraints (4.19)–(4.20), together with constraint (4.16), establish pri-
mal restrictions and dual conditions for the acceptance of different types of
bids. Constraints (4.19) and complementary slackness (si ⊥ 1 − xi and xi ⊥
si+
∑
τ∈T60

Qiτpâ(i),τ−
∑
τ∈T60

QiτP
i, ∀i ∈ I) ensure that continuous bids are ac-

cepted (xi = 1) if they are in-the-money (si > 0), partially accepted (0 ≤ xi ≤
1) if they are at-the-money (si = 0 and

∑
τ∈T60

Qiτpâ(i),τ =
∑
τ∈T60

QiτP
i), and

rejected (xi = 0) otherwise.

Constraints (4.20) deal with block bids within exclusive groups. Among the
bids JE(g) of group g, at most one can be accepted and that bid must be in-
the-money or at-the-money. Provided Mj are sufficiently large constants, the
surplus of the group sg is determined by the accepted bid only. The accepted
bid is not necessarily the one with the maximum surplus within the group, i.e.
the maximum surplus bid can be paradoxically rejected, and it is also true that
the entire group can be paradoxically rejected.

4.A.4 Firm bids and energy market clearing reformula-
tion

The solution of the market clearing model (4.15)–(4.21) complies with the rules
of the CWE exchange that govern the acceptance/rejection of bids. Neverthe-
less, the model presumes a finite set of bids that have been bid by agents to
the exchange.

In order to construct bids for all participants, we assume that they place
bids in the energy market that approximate as closely as possible their feasible
production/consumption possibilities8 and their true costs/valuations. Follow-
ing this assumption, loads, renewable producers and certain thermal producers
can be easily modeled as submitting continuous bids.

Other thermal generators, for which we consider commitment decisions,
cannot represent their constraints using continuous bids. They are modeled
as submitting large exclusive groups (one group per generator) containing a
discretized version of their generation possibilities for the next day. To con-
struct this discrete set of production possibilities, the generator output is first
discretized in mg levels {Qgj}

mg
j=1. The computation of production cost is ac-

cordingly discretized, as shown in Fig. 4.10. The first level of production
corresponds to the technical minimum, the last level corresponds to the gener-
ator capacity and mg must be large enough in order to allow the generator to
ramp between different levels of output without violating its ramp rate.

The generator output at each hour τ can then be expressed as
∑mg
j=1Q

g
jω

g
j,τ ,

where ωgj,τ is an auxiliary binary variable such that
∑mg
j=1 ω

g
j,τ ≤ 1, ∀τ ∈ T60

[Glo75]. Any production profile within the discrete set is then defined by

8Bidding infeasible production/consumption bids would conflict with the rules of the
power exchange [EPE15].
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qg

Cg(qg)

Qg1 Qg2 Qg3

Cg1

Cg2

Cg3

Figure 4.10: Production cost function discretization. Each production level Qgj is
associated with a production cost Cgj through the cost function Cg(·).

a certain ωg. In order to be a feasible production profile, the production,
commitment and startup associated with a certain production profile must
comply with the generator constraints: technical minimum, maximum capacity,
minimum up/down times and ramp rate constraints. These constraints define
the hourly production domain D60

g .

Considering that each feasible production profile of generator g is included
in group g, we can reformulate the energy clearing model as problem (4.22)–
(4.28), where hg(ωg,vg) corresponds to the total cost of the production profile
associated with ωg and vg, and where vg corresponds to the startup indicator
variable. Problem (4.22)–(4.28) explicitly includes hourly approximations of
the unit commitment constraints for thermal generators while respecting the
rules of the power exchange for the treatment of non-convexities.

max
x,ω,v,n
s,p,λ

∑
i∈I

( ∑
τ∈T60

QiτP
i

)
xi −

∑
g∈Ḡ

hg(ωg,vg) (4.22)

s.t.
∑
i∈I

( ∑
τ∈T60

QiτP
i

)
xi −

∑
g∈Ḡ

hg(ωg,vg) ≥

∑
i∈I

si +
∑
g∈Ḡ

sg +
∑
k∈K
τ∈T60

(
ATC+

k,τλ
+
k,τ −ATC

−
k,τλ

−
k,τ

)
(4.23)

∑
i∈I(a)

Qiτxi −
∑

g∈G(N(a))

mg∑
j=1

Qgjω
g
j,τ =

∑
k∈K(·,a)

nk,τ −
∑

k∈K(a,·)

nk,τ ∀a ∈ A, τ ∈ T60 (4.24)

(4.25)
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mg∑
j=1

ωgj,τ ≤ 1 ∀g ∈ Ḡ, τ ∈ T60 ,

sg ≥
∑
τ∈T60

mg∑
j=1

Qgjω
g
j,τpâ(g),τ − hg(ωg,vg) ∀g ∈ Ḡ (4.26)

( mg∑
j=1

Qgjω
g
j ,

mg∑
j=1

ωgj , vg

)
∈ D60

g ∀g ∈ Ḡ (4.27)

(4.18)–(4.19); x, s,λ ≥ 0 ; ωg ∈ {0, 1}mg×|T60| ∀g ∈ Ḡ (4.28)

Problem (4.22)–(4.28) is analogous to (4.15)–(4.21), with the difference that
block bids that were explicitly enumerated in (4.20) are now implicitly enumer-
ated by (4.26)–(4.27). Constraint (4.26) ensures that each generator recovers
at least its production cost, while constraint (4.27) enforces that the accepted
production profile is feasible. We define the total cost function hg(ωg,vg)
according to equation (4.29).

hg(ωg,vg) :=
∑
τ∈T60

( mg∑
j=1

Cgj ω
g
j,τ +Kg

mg∑
j=1

ωgj,τ + Sgvg,τ

)
(4.29)

Notice that constraint (4.26) includes a product of two variables, ωgj,τpâ(j),τ ,
which can be linearized by using a big-M formulation since ωgj,τ is binary
[Glo75].

From a computational perspective, model (4.22)–(4.28) can be challenging
for MILP solvers because of its large number of integer variables (proporional
to
∑
g∈Gmg) and the presence of large coefficients. In order to solve (4.22)–

(4.28) in cases where MILP solvers fail, we use a column-generation heuristic
that operates as follows: (i) we solve (4.22)–(4.28) ignoring dual (pricing)
constrains, that is, we solve a discretized unit commitment model over the ATC
network (this provides an upper bound to (4.22)–(4.28)); (ii) then, we solve
(4.15)–(4.21) using the production of the unit commitment model as the unique
possible production profile for each generator with commitment decisions (the
remaining generators submit continuous bids); (iii) we construct new feasible
production profiles for each generator with commitment decisions based on
the clearing prices of problem (4.15)–(4.21) (production profiles that would
maximize the generator’s profit); and (iv) we re-solve (4.15)–(4.21) considering
all constructed profiles (this provides an upper bound to (4.22)–(4.28)). The
later two steps can be repeated until convergence is attained or all production
profiles have been enumerated. Note that this heuristic corresponds to the
application of Dantzig-Wolfe algorithm to an integer problem [DW60].

We conclude this subsection by pointing out that the solution of (4.22)–
(4.28) represents an optimistic situation in which the power exchange can decide
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among a large number of possible schedules in order to maximize welfare. The
model determines the preliminary commitment uMC

g for slow generators and

net positions ∆QMC
a for each zone. The net position can be computed using

equations (4.30) and (4.31).

uMC
g,τ :=

mg∑
j=1

(ωgj,τ )∗ ∀g ∈ GSLOW , τ ∈ T60 (4.30)

∆QMC
a,τ :=

∑
g∈

G(N(a))

mg∑
j=1

Qgj (ω
g
j,τ )∗ −

∑
i∈I(a)

Qiτx
∗
i ∀a ∈ A, τ ∈ T60 (4.31)

4.A.5 Treatment of boundary conditions in energy clear-
ing model

An important consequence of replacing (4.20) by (4.26)–(4.27) is that the en-
ergy clearing model must choose one production profile for each generator. This
rules out the possibility of rejecting all production profiles which, in turn, can
render the market clearing problem infeasible when boundary conditions and
minimum up time constraints are taken into account.

To understand why this can occur, consider an instance of problem (4.15)–
(4.21) for a single zone single period market with several continuous bids and
one production block bid, such that the unitary price of the block bid is higher
than the unitary price of every demand bid. Existence of a feasible solution for
(4.15)–(4.21) can be ensured since we can reject the block bid and find a solu-
tion using only the continuous bids. Nevertheless, if an additional constraint
enforces the acceptance of the block bid, following market rules (i) the market
price should be at least equal to the unitary price of the block bid, (ii) all con-
tinuous demand bids should be rejected and (iii) all in-the-money production
bids should be accepted. Since at least one production bid has to be accepted
and no demand bid can be accepted, we cannot satisfy the balance constraint
and pricing restrictions at the same time. In other words, the market clearing
problem becomes infeasible due to the forced acceptance of the block bid.

Boundary conditions and minimum up time constraints can effectively en-
force the acceptance of non-zero production bids (e.g. generators that have
been started up during the last hours of the previous day and must continue
online for some hours of the next day), potentially rendering the energy clearing
problem (4.22)–(4.28) infeasible. In order to avoid this type of infeasibility we
proceed as follows. First, we solve (4.32) for each generator in order to iden-
tify the minimal production profile respecting boundary conditions. Then, we
include the minimal profiles in the market clearing model priced at the lower
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offer cap of the power exchange (-500e/MWh).

min
ω,v

∑
τ∈T60

mg∑
j=1

Qgjωj,τ

s.t.

( mg∑
j=1

Qgjωj ,

mg∑
j=1

ωgj , v

)
∈ D60

g

(4.32)

The proposed approach admits the following economic interpretation: if a
generator must produce a certain amount due to its own restrictions, then it
should offer that amount in the market at the minimum possible price since
the cost of producing such amount is already sunk.

4.A.6 Reserves

Reserves in the CWE region can be classified into three categories: (i) primary
reserves (also referred as Frequency Containment Reserve or FCR) are respon-
sive to frequency and must be delivered within 30 seconds; (ii) secondary re-
serves (also referred to as automatic Frequency Restoration Reserves or aFRR)
are activated following the activation of FCR, and must be delivered within
5-15 minutes; and (iii) tertiary reserves (also referred to as manual Frequency
Restoration Reserves or mFRR) must be delivered within 15-30 minutes.

Following the assumption of harmonization in the definition of reserve prod-
ucts across zones [HAE+14], we model the reserve allocation and nomination
process [ELI08,Res14] as a simultaneous cost minimizing scheduling that aims
at securing the requisite FCR, aFRR and mFRR capacity. This scheduling
is conducted at day ahead in each zone, after the clearing of the energy mar-
ket, where firms can also trade their production obligations. This is in line
with current operating practice in Belgium, France, Germany and Switzerland.
Given that balancing responsible parties are required to offer reserve while
maintaining a balanced position [ENT14,ENT13], we assume that the reserve
scheduling must honor the net positions determined by the power exchange
∆QMC

a,τ for each zone and period. Additionally, we assume that slow genera-
tors committed by the power exchange cannot be shut down when reserves are
allocated.

Considering these assumptions, the commitment of reserve capacity for each
15-minute interval of the following day is formulated as the optimization prob-
lem (4.33)–(4.37), which needs to be solved separately for each zone in the
system.
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min
q,r,u,v

∑
g∈G(N(a))

(
1

4

∑
t∈T15

C(qg,t) +
∑
τ∈T60

(
Kgug,τ + Sgvg,τ

))
(4.33)

s.t.
∑

g∈G(N(a))

rFCRg,t ≥ RFCRa ,

∑
g∈G(N(a))

(rFCRg,t + raFRRg,t ) ≥ RFCRa +RaFRRa ,

∑
g∈G(N(a))

(
rFCRg,t + raFRRg,t + rmFRRg,t

)
≥ RFCRa +RaFRRa +RmFRRa ∀t ∈ T15

(4.34)∑
g∈G(N(a))
t∈T15(τ)

qg,t +
∑

n∈N(a)
t∈T15(τ)

(
ξ̄n,t −Dn,t

)
= 4∆QMC

a,τ ∀τ ∈ T60 (4.35)

ug,τ ≥ uMC
g,τ ∀g ∈ GSLOW(N(a)), τ ∈ T60 (4.36)(

qg, r
FCR
g , raFRRg , rmFRRg ,ug,vg

)
∈ D15,R

g ∀g ∈ G(N(a)) (4.37)

The objective function (4.33) corresponds to the total cost of the planned
operation of zone a. Constraint (4.34) enforces the reserve requirements for
each period. Constraint (4.35) requires that each zone maintains its day-ahead
position in the energy market, and constraint (4.36) requires that slow units
committed by the energy exchange remain ON during the commitment of re-
serves. Constraint (4.37) corresponds to generator constraints for providing
energy and reserves that must be respected with a 15-minute time resolution.

The reserve allocation (4.33)–(4.37) can modify the output of the energy
market clearing model by turning on additional slow generators to supply re-
serves. Consequently, the output of the reserve allocation is a new vector of
commitment for slow generators uR,vR, which guarantees the availability of
the required reserves for each zone and for each period of the next day.

4.A.7 Redispatch and balancing

During real-time operations, Kirchhoff’s laws determine the flows on the net-
work. Moreover, renewable energy supply can differ from its forecast ξ̄. To
mitigate the effects of network congestion and forecast errors, the system op-
erator can modify dispatch decisions and the commitment of fast generators
with the objective of minimizing the real-time operating cost.

In order to evaluate the real-time cost performance of the day-ahead com-
mitment decisions, the actual renewable injection is assumed to be modeled
by the random vector ζ. The real-time operating cost of the system is then
estimated by solving the redispatch and balancing model (4.38)–(4.44). The
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average performance of the system is estimated through Monte Carlo simula-
tion, i.e. problem (4.38)–(4.44) is solved for each ζs, s ∈ Ssim, where Ssim is
the set of random samples.

min
q,u,v,δ
f,θ,e,o

∑
g∈G

(
1

4

∑
t∈T15

Cg(qg,t) +
∑
τ∈T60

(
Kgug,τ + Sgvg,τ

))
+

V
∑
n∈N

∑
t∈T15

en,t + CL
∑
a∈A

∑
τ∈T60

δa,τ (4.38)

s.t. δa,τ ≥

∣∣∣∣∣4∆QMC
a,τ −

( ∑
l∈L×(a,·)
t∈T15(τ)

fl,t −
∑

l∈L×(·,a)
t∈T15(τ)

fl,t

)∣∣∣∣∣ ∀a ∈ A, τ ∈ T60 (4.39)

∑
g∈G(n)

qg,t + ζn,s,t +
∑

l∈L(·,n)

fl,t + en,t =

Dn,t +
∑

l∈L(n,·)

fl,t + on,t ∀n ∈ N, t ∈ T15 (4.40)

fl,t = Bl
(
θn(l),t − θm(l),t

)
, −F−l ≤ fl,t ≤ F

+
l ∀l ∈ L, t ∈ T15 (4.41)

0 ≤ on,t ≤
∑

g∈G(n)

qg,t + ζn,s,t , 0 ≤ en,t ≤ Dn,t ∀n ∈ N, t ∈ T15 (4.42)

(qg,ug,vg) ∈ D
15
g ∀g ∈ G (4.43)

ug = uRg , vg = vRg ∀g ∈ GSLOW (4.44)

Problem (4.38)–(4.44) commits fast units, with the additional requirement
of respecting day-ahead zonal net positions and the commitment schedule of
slow generators. The requirement of respecting the zonal day-ahead net posi-
tions is imposed as a soft constraint, the violation of which is penalized through
an L1 penalty term defined by equation (4.39). Assuming that, in practice,
TSOs prefer to redispatch any generator instead of violating their net position,
the penalty CL can be established as the maximum marginal cost of any gen-
erator within a zone. In contrast, the requirement of respecting the day-ahead
commitment of slow generators is imposed as a hard constraint in equation
(4.44).

By maintaining day-ahead zonal net positions, the redispatch and balancing
model (4.38)–(4.44) captures the partial cooperation of system operators in real
time.

4.B Feasible production sets of generators

Production possibilities of thermal generators are limited by technical con-
straints whose description varies depending on the temporal resolution used
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to model the system. For hourly market models the production domain D60
g

of thermal generator g is defined by relation (4.45). D60
g considers technical

minimum, maximum capacity, ramp rate limits (as formulated by Frangioni et
al. [FGL09]) and minimum up/down times constraints (as formulated by Rajan
et al. [RT05]).

D60
g :=

{(
qg,ug,vg

)
∈ R|T60|

+ × {0, 1}|T60| × {0, 1}|T60|
∣∣∣∣

Q−g ug,τ ≤ qg,τ ≤ Q+
g ug,τ ,

qg,τ − qg,τ−1 ≤ TL60
g − (TL60

g −R60
g )ug,τ−1 ,

qg,τ−1 − qg,τ ≤ TL60
g − (TL60

g −R60
g )ug,τ ,

τ∑
σ=(τ−
UTg+1)

vg,σ ≤ ug,τ ,
τ∑

σ=(τ−
DTg+1)

vg,σ ≤ 1− ug,τ−DTg ,

vg,τ ≥ ug,τ − ug,τ−1 ∀τ ∈ T60

}

(4.45)

In quarterly market models we employ an hybrid resolution model for ther-
mal generators where production and reserve provision can vary from quar-
ter t to quarter t + 1, and commitment status must remain constant within
each hour τ(t). Technical minimum and capacity constraints are formulated
as (4.46). Slow generators are allowed to provide reserves only when they are
online, while fast generators can provide mFRR even if they are offline.

g ∈ GSLOW : Q−g ug,τ(t) ≤ qg,t ,

qg,t + rFCRg,t + raFRRg,t + rmFRRg,t ≤ Q+
g ug,τ(t) ∀t ∈ T15

g ∈ GFAST : Q−g ug,τ(t) ≤ qg,t ,

qg,t + rFCRg,t + raFRRg,t ≤ Q+
g ug,τ(t) ,

qg,t + rFCRg,t + raFRRg,t + rmFRRg,t ≤ Q+
g ∀t ∈ T15

(4.46)

We formulate ramp rate constraints with reserves at a quarterly resolution
as relations (4.47)–(4.50), ∀t ∈ T15. Constraints (4.47) enforce that rFCRg,t can

be provided within ∆TFCR minutes (e.g. 0.5’ in the CWE system [HAE+14]).
Similarly, constraints (4.48) and (4.49) enforce delivery times for aFRR and
mFRR. Note that constraints (4.47)–(4.49) along with the requirement that
rFCRg,t , raFRRg,t , rmFRRg,t are non-negative, enforce also the ramp up rate limit on
the production variables. Ramp down rate limits on production variables are
enforced through constraints (4.50), ∀t ∈ T15.
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(
qg,t + 15

∆TFCR
rFCRg,t

)
− qg,t−1 ≤ TL15

g −
(
TL15

g −R15
g

)
ug,τ(t−1)

(4.47)(
qg,t + 15

∆TaFRR

(
rFCRg,t + raFRRg,t

))
− qg,t−1 ≤ TL15

g −
(
TL15

g −R15
g

)
ug,τ(t−1)

(4.48)(
qg,t + rFCRg,t + raFRRg,t + rmFRRg,t

)
− qg,t−1 ≤ TL15

g −
(
TL15

g −R15
g

)
ug,τ(t−1)

(4.49)

qg,t−1 − qg,t ≤ TL15
g −

(
TL15

g −R15
g

)
ug,τ(t) (4.50)

Using the previous hybrid constraints, the feasible production set for gen-
erator g at a quarterly resolution with reserves D15,R

g can then be defined as
(4.51). Similarly, the quarterly feasible production set without reserves D15

g

can be defined as (4.52).

D15,R
g :=

{(
qg, r

FCR
g , raFRRg , rmFRRg ,ug,vg

)
∈

R|T15|
+ × R|T15|

+ × R|T15|
+ × R|T15|

+ × {0, 1}|T60| × {0, 1}|T60|
∣∣∣∣

(4.46)–(4.50),
τ∑

σ=(τ−
UTg+1)

vg,σ ≤ ug,τ ,
τ∑

σ=(τ−
DTg+1)

vg,σ ≤ 1− ug,τ−DTg ,

vg,τ ≥ ug,τ − ug,τ−1 ∀τ ∈ T60

}
(4.51)

D15
g :=

{(
qg,ug,vg

)
∈ R|T15|

+ × {0, 1}|T60| × {0, 1}|T60|
∣∣∣(qg,0,0,0,ug,vg) ∈ D15,R

g

}
(4.52)

Boundary conditions are parameters of the previous production set defini-
tions (4.45), (4.51), (4.52), expressed using the same notation of production
and commitment variables but with τ ≤ 0 or t ≤ 0.

4.C Benchmark models: deterministic and sto-
chastic unit commitment

In contrast to market coupling, deterministic and stochastic unit commitment
models clear energy, reserves and transmission simultaneously over the entire
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system in the day-ahead market. These models are classic of the literature and
are presented in this section for self-containment, without further description.
The deterministic unit commitment model is formulated as problem (4.53)–
(4.58).

min
q,r,u,v
f,θ,e,o

∑
g∈G

(
1

4

∑
t∈T15

Cg(qg,t) +
∑
τ∈T60

(
Kgug,τ + Sgvg,τ

))
+ V

∑
n∈N

∑
t∈T15

en,t (4.53)

s.t.
∑

g∈G(n)

qg,t + ξ̄n,t +
∑

l∈L(·,n)

fl,t + en,t =

Dn,t +
∑

l∈L(n,·)

fl,t + on,t ∀n ∈ N, t ∈ T15 (4.54)

fl,t = Bl
(
θn(l),t − θm(l),t

)
, −F−l ≤ fl,t ≤ F

+
l ∀l ∈ L, t ∈ T15 (4.55)

0 ≤ on,t ≤
∑

g∈G(n)

qg,t + ξ̄n,t , 0 ≤ en,t ≤ Dn,t ∀n ∈ N, t ∈ T15 (4.56)

(
qg, r

FCR
g , raFRRg , rmFRRg ,ug,vg

)
∈ D15,R

g ∀g ∈ G (4.57)∑
g∈G(a)

rFCRg,t ≥ RFCRa ,

∑
g∈G(a)

(rFCRg,t + raFRRg,t ) ≥ RFCRa +RaFRRa ,

∑
g∈G(a)

(
rFCRg,t + raFRRg,t + rmFRRg,t

)
≥

RFCRa +RaFRRa +RmFRRa ∀a ∈ A, t ∈ T15 (4.58)

Following Papavasiliou et. al [PO13], the stochastic unit commitment model
is formulated as the two-stage stochastic program (4.59) – (4.64). The notation
is identical to that of the deterministic unit commitment model, with additional
indexation by scenario s ∈ S and state variables w, z.
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min
q,u,w,v,z
f,θ,e,o

∑
s∈S

πs

(∑
g∈G

(
1

4

∑
t∈T15

Cg(qg,t) +
∑
τ∈T60

(
Kgug,τ + Sgvg,τ

))
+

V
∑
n∈N

∑
t∈T15

en,t

)
(4.59)

s.t.
∑

g∈G(n)

qg,s,t + ξn,s,t +
∑

l∈L(·,n)

fl,s,t + en,s,t =

Dn,t +
∑

l∈L(n,·)

fl,s,t + on,s,t ∀n ∈ N, s ∈ S, t ∈ T15 (4.60)

fl,s,t = Bl
(
θn(l),s,t − θm(l),s,t

)
, −F−l ≤ fl,s,t ≤ F

+
l ∀l ∈ L, s ∈ S, t ∈ T15

(4.61)

0 ≤ on,s,t ≤
∑

g∈G(n)

qg,s,t + ξn,s,t , 0 ≤ en,s,t ≤ Dn,t ∀n ∈ N, t ∈ T15 (4.62)

(
qg,s,ug,s,vg,s

)
∈ D15

g ∀g ∈ G, s ∈ S (4.63)

ug,s,τ = wg,τ , vg,s,τ = zg,τ ∀g ∈ GSLOW, s ∈ S, τ ∈ T60 (4.64)
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