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Abstract
Processes for perspective-taking can be differentiated on whether or not they require us to mentally rotate ourselves into the position of the other person (Michelon & Zacks, 2006). Until now, only two perspective-taking tasks have been differentiated in this way, showing that judging whether something is to someone's left or right does require mental rotation, but judging if someone can see something or not does not. These tasks differ firstly on whether the content of the perspective is visual or spatial and secondly on whether the type of the judgement is early-developing (level-1 type) or later-developing (level-2 type). Across two experiments, we tested which of these factors was likely to be most important by using four different perspective-taking tasks which crossed orthogonally the content of judgement (visual vs. spatial) and the type of judgement (level-1 type vs. level-2 type). We found that the level-2 type judgements, of how something looks to someone else and whether...
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Processes for perspective-taking can be differentiated on whether or not they require us to mentally rotate ourselves into the position of the other person (Michelon & Zacks, 2006). Until now, only two perspective-taking tasks have been differentiated in this way, showing that judging whether something is to someone’s left or right does require mental rotation, but judging if someone can see something or not does not. These tasks differ firstly on whether the content of the perspective is visual or spatial and secondly on whether the type of the judgement is early-developing (level-1 type) or later-developing (level-2 type). Across two experiments, we tested which of these factors was likely to be most important by using four different perspective-taking tasks which crossed orthogonally the content of judgement (visual vs. spatial) and the type of judgement (level-1 type vs. level-2 type). We found that the level-2 type judgements, of how something looks to someone else and whether it is to their left or right, required egocentric mental rotation. On the other hand, level-1 type judgements, of whether something was in front of or behind someone and of whether someone could see something or not, did not involve mental rotation. We suggest from this that the initial processing strategies employed for perspective-taking are largely independent of whether judgements are visual or spatial in nature. Furthermore, early developing abilities have features that make mental rotation unnecessary.
For everyday thought and action we often require an accurate representation of our environment and also the ability to predict how that environment might change. Of particular importance within that environment are other people. The requirement to be able to cooperate and compete with others has helped to shape human cognition (Tomasello, 2008). Successful cooperation and competition are often thought to require accurate perspective-taking (Keysar, Lin & Barr, 2003), this is our ability to non-egocentrically represent some aspect of the world as it is to another.

Perspective-taking is has been taken to mean a variety of things in different literatures. Commonly it is thought to imply an ability to put ourselves into the shoes of another. It is, however, an open question for cognitive scientists as to whether or not the computational processes we use actually involve mentally positioning ourselves where the other person is (Michelom & Zacks, 2006). For any perspective-taking task, three basic components are involved: a perspective-taker (Self), who judges another’s perspective; a target (Other) perspective that can be judged (this is most commonly another person, but can in fact be a directional object or an imagined self-perspective); and an object or circumstance (Object) upon which the perspective is taken. Seen this way, perspective-taking involves two levels of relation (and two levels of representation, Rakoczy, 2012). Firstly, regarding the relationship between the Self and the Other: How does the Self represent the Other’s perspective? Secondly, regarding the relationship between the Other and the Object: What relationship between the Other and the Object is represented? It is worth noting that this, rather minimal, definition does not require that the Other actually perceives something. Researchers in the area of Theory of Mind (ToM, the ability to represent, understand or act sensitively based on the mental states of others) have put a premium on understanding others’ minds (Premack & Woodruff, 1979). It is, however, very difficult in practice to assure this, with non-mental short cuts often providing consistently correct responses (Perner & Ruffman, 2005). Adding complexity to Other-Object relations can make mentalistic interpretations more parsimonious, but here we focus on relatively simple relations.

Distinct types of Other-Object relations are involved in visual perspective-taking and spatial perspective-taking. Visual perspective-taking involves a relationship based on if and how an object is seen by the other. Spatial perspective-taking involves a relationship based on the relative spatial locations of the other and
the object. The literature on perspective-taking often treats such abilities as separate, but there are clear
commonalities between such judgements (Surtees, Noordzij & Apperly, 2012). They both require the ability to
identify the position and orientation of someone else and the ability to understand that their perspective may be
different from our own: It may be in front of her, but behind me; I may be able to see it, even if she can’t. Often,
but not always, the spatial relation “in front” or “behind” can act as a successful proxy for whether something is
seen by someone else, and adults have been found to be particularly sensitive to the fronts of other people
(Surtees, Noordzij et al. 2012) and also to whether objects are seen by them (Samson, Apperly, Braithwaite,
Andrews & Bodley-Scott, 2010). In this paper, we directly compare visual and spatial perspective-taking with
the goal of identifying commonalities and differences in processing strategies.

*Visual Perspective-taking*

Successful cooperation with and competition against others can often depend on judging what objects
are seen by someone and how they see them. For a chimpanzee the ability to judge if food can be seen by
another chimpanzee can mean the difference between an appropriate and an inappropriate behavior in the
presence of a dominant other (Brauer, Call & Tomasello, 2007). Visual perspective-taking has received a large
amount of attention from developmental and comparative psychologists (Brauer et al., 2007; Emery & Clayton,
2004; Flavell, Everett, Croft & Flavell, 1981; Piaget & Inhelder, 1956). This is, at least in part, because it is
often considered to form the starting point of the broader ability of ToM (Flavell, 1988).

Visual perspective-taking is not thought to be a unitary ability (Flavell et al., 1981). Flavell and
colleagues in the 1970s and 1980s showed a distinct developmental trajectory (Masangkay et al., 1973; Flavell et
al., 1981). Specifically, they found that 3-year-old children passed tasks requiring “level-1” perspective-taking,
the ability to judge that someone else might not see an object that you yourself can see (Masangkay et al., 1973;
Flavell et al., 1981). This ability has since been shown in explicit responding by the age of 24-months (Moll &
Tomasello, 2005) and in implicit monitoring of gaze direction in infancy (Song & Baillargeon, 2008; Sodian,
Thoermer & Metz, 2010). It has also been demonstrated by a number of non-human animals, including other
primates (Brauer et al., 2007; Santos, Flombaum & Phillips, 2006), more distant mammalian relations such as
dogs (Hare, Brown, Williamson & Tomasello, 2002) and goats (Kaminski, Riedal, Call & Tomasello, 2005) and
even certain species of bird (Emery & Clayton, 2004). This has suggested that level-1 perspective-taking
requires only limited cognitive control and may be part of a low-level system for mind-reading (Apperly &
Butterfill, 2009). Samson et al. (2010) found evidence consistent with this hypothesis in that adults seemed to
automatically calculate the level-1 visual perspectives of others. Further studies have suggested that this automaticity is also present in the responses of 6-11 year old children (Surtees & Apperly, 2012) and is relatively undemanding on general cognitive resources (Qureshi, Samson & Apperly, 2010). Interestingly, though, this ability is not sufficient for making explicit responses. When adults make direct responses about other’s level-1 perspectives, they suffer an extra cost if they have to ignore their own conflicting perspective (Samson et al., 2010). Such evidence is also consistent with findings from studies of referential communication (Keysar, Barr, Balin & Brauner, 2000; Keysar et al., 2003) showing that adults require effort to avoid responding as if another person sees all the items in their own view.

There is, of course, more to visual perspective-taking than judging if someone can see a given object or not. Flavell et al. defined level-2 perspective-taking as understanding that “an object simultaneously visible to both the self and the other person may nonetheless give rise to different visual impressions or experiences in the two if their viewing circumstances differ” (Flavell, et al., 1981, p1). The ability to do so develops later in childhood, at around four years of age (Flavell et al., 1981; Masangkay et al., 1973). Level-2 perspective-taking abilities are yet to be found in infants or non-human animals (Apperly & Butterfill, 2009) and there is no evidence of automatic level-2 perspective-taking (Surtees, Apperly & Samson, submitted; Surtees, Butterfill & Apperly, 2012).

**Spatial Perspective-taking**

Spatial perspective-taking is the ability to understand where something is located relative to someone else. This kind of perspective-taking has received far less interest from researchers in social perspective-taking. This is, at least in part, likely to be because spatial perspectives need not necessarily imply mental content: for me to know that something is to your left is in no way dependent on you representing it being as such. In addition, there is not necessarily more than an arbitrary distinction between adopting a spatial perspective of another person and any object with a front (Surtees, Noordzij et al., 2012). For example a meaningful distinction can be made about the location of a ball being in front of a chair in the same way as it can about the location of a ball being in front of a person (Surtees, Noordzij et al., 2012). Related to spatial perspectives are frames of reference, which allow us to encode spatial information relative to ourselves (the relative frame of reference), relative to another person/thing (the intrinsic frame of reference) or to some non-varying element in the environment (the absolute frame of reference, Levinson, 1996, 2003). There is evidence that adults automatically activate multiple frames of reference when making linguistic decisions (Carlson-Radvansky & Irwin, 1993;
Carlson-Radvansky & Jiang, 1999). On the other hand, there is evidence of cross-cultural differences in the conditions under which different frames of reference are adopted (Bowerman & Choi, 2003; Levinson, 1996). There is some evidence that spatial perspectives involving people are treated somewhat differently to those solely involving objects, with children and adults showing different frame of reference use for a person and an object (Surtees, Noordzij et al., 2012). There is also evidence that people spontaneously take the spatial perspectives of others even when it is not necessary (Tversky & Hard, 2009) and evidence of people mentally adopting another’s position in tasks involving judging simple actions (Pickering, McClean & Gambi, 2012).

Like for Visual perspective-taking, there is some evidence that the ability to make judgements about spatial perspectives does not undergo a uniform developmental pattern. Specifically there is evidence of early sensitivity to notions of front and back (Bialystok & Codd, 1987; Cox, 1981; Harris & Strommen, 1972). Children consistently use the words “in front” and “behind” by the age of 3-4 years (Bialystok & Codd, 1987; Cox, 1981; Harris & Strommen, 1972), but are not able to show consistent use of “to the left of” or “to the right of” until much later (Harris, 1972). Whilst it is clear that these distinctions do not map directly on to Flavell and colleague’s (Flavell et al., 1981) definitions of level-1 and level-2 visual perspective-taking, we will consider judgements of in front or behind as “level-1 type” and judgements of to the left or to the right as “level-2 type”. This is based on the developmental delay between the two abilities and for ease in describing similarities and differences across visual and spatial dimensions. This is, of course, somewhat arbitrary and is aimed at providing clarity of comparison, rather than classifying spatial judgements on the basis of existing definitions of visual perspective-taking.

Processes for Visual and Spatial perspective-taking

Within the two separate strands of research there has been some important investigation of the processes involved when we adopt another’s perspectives. For level-1 visual perspective-taking, there is evidence that inhibition is needed to select between self and other perspectives (Qureshi et al., 2010; Surtees, Burns, Beck, Riggs & Apperly, under review). There is similar evidence that inhibition is required to select between different frames of reference (Carlson-Radvansky & Jiang, 1999). As well as looking for whether inhibition is required to avoid our own point of view, researchers have begun to be interested in the strategies involved in different types of perspective-taking (Kessler & Thomson, 2009; Michelon & Zacks, 2006; Zacks, Mires, Tversky & Hazeltine, 2000). In a seminal study aimed to identify the strategies used in perspective-taking, Michelon & Zacks (2006) had participants complete perspective-taking in a task where they systematically manipulated two factors: the
angular disparity between the participant and the target other (Angle herein) and the distance between the other person and the object about which the perspective was taken (Distance herein). By examining two different kinds of perspective-taking task, Michelon and Zacks identified two different performance patterns. When participants were asked to judge if a doll could see a given object or not (a level-1 visual perspective-taking task), their performance varied in relation to Distance, but did not vary linearly in relation to Angle. Michelon and Zacks concluded that participants were tracing a line from the doll’s eyes. When participants were asked to judge if an object was to the left or the right of the doll, performance varied linearly in relation to Angle, but less so for Distance. Michelon and Zacks concluded that, for this kind of perspective-taking, participants were mentally rotating themselves to the doll’s position. Interestingly, in addition to this, Kessler and Thomson (2010) showed that the participants’ own body orientation affected these left/right judgements suggesting that this process was dependent on the current embodied representation of one’s own egocentric position. Taken together, these findings are highly informative about processes for visuo-spatial perspective-taking. Whilst Michelon & Zacks entitled their paper “two kinds of visual perspective-taking”, it is clear that judging “to the left of” or “to the right of” is not prima facie a visual perspective judgement at all. Left/right judgements can equally well be made in relation to a blindfolded person or a fronted object such as a chair, neither of which has any visual perspective on the scene.

In summary, visual and spatial perspective-taking literatures have, until recently, employed separate approaches. Two exciting studies have paved the way for our understanding of the computational processes involved in visuo-spatial perspective-taking (Kessler & Thomson, 2010; Michelon & Zacks, 2006), but cut across existing distinctions emanating from developmental psychology. The findings show clearly that one strategy (line of sight tracing) is used for an early developing form of visual perspective-taking; that which developmental psychologists refer to as level-1 visual perspective-taking. They also show clearly that a different strategy (embodied egocentric transformation) is used for a later developing form of spatial perspective-taking. However, these findings point to two very different conclusions. A Content specificity hypothesis would suggest that line of sight tracing might be used for all visual perspective judgements, whilst egocentric mental rotation might be used for all spatial perspective judgements. In contrast, a Type specificity hypothesis would suggest that line of sight/orientation tracing might be used for early developing abilities (be they visual or spatial) whilst egocentric mental rotation might be responsible for later developing abilities (be they visual or spatial). The current studies sought to test these hypotheses.
In two experiments, we tested the relative contribution of *Angle* (the angular displacement between the perspective-taker and an avatar whose perspective they judged) and *Distance* (the linear distance between the avatar and an object) on four types of perspective-taking task. The requirements of these tasks varied on two dimensions. Firstly, whether the task was a visual or a spatial perspective-taking task. Secondly, whether the ability to pass the task develops earlier or later in childhood, considered as *level-1 type* and *level-2 type* respectively. For the “Visual I” condition, participants judged if a numeral could be seen (a level-1 perspective-taking task- Flavell et al., 1981). For the Visual II condition, they judged what number the numeral represented (a level-2 visual perspective-taking task- Flavell et al., 1981). For the Spatial I condition, they judged whether the numeral was in front of or behind the avatar. For the Spatial II condition, they judged whether the numeral was to the left of or to the right of the avatar. We measured Response Times as a proxy for how difficult each judgement was and how this depended on *Angle* and *Distance*. We further measured error rates to test for trade-offs between speed and accuracy. Using this design, we can made distinct predictions based on our two hypotheses.

*Type specificity hypothesis.*

According to this hypothesis, level-2 type judgements (visual and spatial) would require egocentric mental rotation while level-1 type judgements (visual and spatial) would not. This hypothesis would predict an interaction between Type of perspective-taking (level-1 type/ level-2 type) and Angular disparity. For level-2 type, there should be a significant and linear relationship between Angle and difficulty, such that a greater angle corresponds to a greater difficulty. For level-1 type, there should be no relationship between Angle and difficulty. The type specificity hypothesis makes no strong claims about an effect of distance.

*Content specificity hypothesis.*

According to this hypothesis, spatial perspective judgements (level-1 type and level-2 type) would require egocentric mental rotation while visual perspective judgements (level-1 and level-2) would not. This hypothesis would predict an interaction between Content of perspective-taking (Visual/Spatial) and Angular disparity. For spatial perspective-taking, there should be a significant and linear relationship between Angle and difficulty, such that a greater angle corresponds to a greater difficulty. For Visual perspective-taking, there should be no relationship between Angle and difficulty. For the content hypothesis to be correct does not require Distance to effect perspective-taking differentially across our conditions. However, an extension to the content
hypothesis would be to argue that all visual perspective judgements are more sensitive to Distance than all Spatial judgements (as has been shown in a subset of these judgements, Michelon & Zacks, 2006).

EXPERIMENT 1

Method

Participants

Participants were 64 undergraduate students (15 male) from the University catholique de Louvain, Belgium. They all participated in the study in exchange of course credit or a small honorarium of 5 Euros. Participants had an average age of 20.63 years (Range 18-24).

Stimuli

Picture stimuli all presented a human avatar seated within a room (see figure 1). The stimuli were created using Blender (www.blender.org). Alongside the avatar was a cube and on the cube a single numeral (4, 6, 7 or 9). The position of the avatar and the cube/numeral were varied on two orthogonal dimensions. The angle at which the avatar was facing differed from the angle at which the virtual camera was positioned by one of 4 magnitudes: 0°, 60°, 120°, 180°. For 60° and 120° pictures this included both clockwise and anticlockwise variants. The distance at which the numeral was placed from the avatar took one of 2 magnitudes: Near and Far. The Far condition was placed at a distance that was twice as far within the virtual world as the Near condition. In three of the conditions (Spatial I, Visual I and Visual II), stimuli presented were taken from the same set. In these cases, the numeral appeared either directly in front or directly behind the avatar. For Spatial II, the location of the numeral was displaced 45° from the angle of the avatar, so that meaningful judgments could be made as to whether it was to the left or the right of the avatar.
Figure 1. Subset of stimuli used in all four experiments. Note that for the Spatial II condition, the block with the numeral on it was off-set at a 45° angle from the avatar.

Procedure

Participants were randomly divided into one of four groups Visual I, Visual II, Spatial I or Spatial II. Participants were instructed that they were to perform a perspective-taking task in which they were going to make judgments based on picture stimuli. After brief instructions, in all conditions they completed 16 practice trials followed by 256 experimental trials divided into four blocks, all using the same basic procedure (see figure 2). Participants saw a written cue before an image. On presentation of the image, participants’ task was to respond, by pressing the left or right mouse button, as to whether the cue matched the picture.
For Visual I, this meant responding as to whether the avatar could or could not see the number. For this they were cued by either “vu” (seen) or “pas vu” (not seen). Trials were divided equally on four experimental factors: Whether the picture and the cue matched (Match, Mismatch), whether the avatar saw or did not see the numeral (Yes, No), the distance between the avatar and the numeral (Near, Far) and the angular displacement from the avatar (0°, 60°, 120°, 180°). Previous studies (Michelon & Zacks, 2006) have found equivalence between clockwise and anti-clockwise rotations, therefore for our 60° and 120° conditions, there were an equal number of trials in which the displacement was clockwise (see figure 1) and anticlockwise. For Spatial I, the exact same picture cues were used. The only difference here was that the word cues “devant” (in front) and “derrière” (behind) replaced seen and unseen respectively. In Visual II, for the 128 match trials, these matched those trials in the Visual I and Spatial I conditions where the numeral was seen by the avatar. So again we had an equal number of trials for each angle and distance. Non-match trials were of two-distinct types to ensure two vital elements of the task. In half of non-match trials, the number cue did not match the number on screen; this ensured that participants truly judged how the number looked from the avatar’s perspective. In the other half, the number was correct, but was located behind the avatar. This was to ensure that participants had to pay attention.

Figure 2: Procedures for experiments
to the avatar himself, rather than just the numeral. For Spatial II, match trials were the same as those for Visual II except for the fact that the number was displaced, equally often, to the left or the right of the avatar. Here, in all non-match trials, the number was in front of him, but not to the side indicated by the cue. For all conditions, we also varied evenly the non-experimental factor of the numeral that was presented.

In summary, for Visual I and Spatial I, experimental conditions were identical, other than the probe used and the instructions given. For example in Visual I a participant would respond that the avatar could indeed see the numeral, whilst an equivalent Spatial I trial had the participant respond that the numeral was indeed in front of the avatar. The match trials (those included in the final analysis) differed from this for the Visual II and Spatial II conditions, in that the numeral was always in front of the avatar (for Visual II, this is a pre-requisite for judging how the numeral is seen). Match trials in Visual II and Spatial II only differed on two dimensions: Firstly the cue given either related to a direction or a number and secondly for Spatial II the numeral was displaced to the left or to the right to allow for the appropriate judgement. Conditions thus differed only on aspects that were central to the specific perspective-taking ability itself.

Results

Only responses in which the cue and the picture matched were analysed, i.e. those trials in which the participant pressed a button to indicate “yes”. Three participants who failed to perform above chance were excluded; these were all in the condition Spatial II and all had a pattern of performance consistent with ignoring the cue and clicking the mouse button directly related to the side on which the numeral appeared. Outliers were excluded from the analysis of Response Times on the basis of being more than 2.5 standard deviations away from the mean response time (2.81%-3.65% across the four conditions), as were incorrect responses.

The type specificity hypothesis predicts an interaction between Type and Angle, representing a significant linear effect of Angle, but only for Level-2 type perspective-taking. The content specificity hypothesis predicts an interaction between Content and Angle, representing a significant linear effect of Angle, but only for Spatial perspective-taking.

A 4x2x2x2* ANOVA on response times with Angle (0°, 60°, 120°, 180°) and Distance (Near, Far) as within subjects factors and Content (Visual, Spatial) and Type (Level-1 type, Level-2 type) as between subjects factors revealed a main effect of Distance, $F(1, 64) = 7.21, p = .009, \eta^2_p = .107$, with shorter avatar-object distances processed more quickly. There was also a main effect of Angle, $F(3, 64) = 22.00, p < .001, \eta^2_p = .268$,
which represented a linear trend, $F(3, 64) = 53.87, p < .001, \eta^2 = .473$, such that larger angles were responded to more slowly. The between subjects factors, Content and Type also affected response times. Visual judgements were processed more quickly than Spatial judgements, $F(1, 64) = 8.96, p = .004, \eta^2 = .130$. Level-1 type judgements were processed more quickly than Level-2 type, $F(1, 64) = 7.70, p = .007, \eta^2 = .110$.

Central to our hypotheses were the interactions between Angle and Content and Angle and Type. In favour of the *type-specificity hypothesis*, there was a significant interaction between Angle and Type, $F(3, 64) = 17.93, p < .001, \eta^2 = .230$. For Level-1 type, there was no main effect of Angle, $F(3, 64) = .340, p = .797, \eta^2 = .034$. For Level-2 type, there was a significant, $F(3, 64) = 17.73, p < .001, \eta^2 = .647$, and linear, $F(3, 64) = 61.10, p < .001, \eta^2 = .671$, effect of Angle. Contrary to the *Content specificity hypothesis*, the interaction between Angle and Content, $F(3, 64) = 1.19, p = .314, \eta^2 = .019$, was not significant. Effects of Angle were independent of whether the judgement was visual or spatial.

There was a significant Content by Type interaction, $F(1, 64) = 38.04, p < .001, \eta^2 = .390$, resulting from participants performing more quickly for the Spatial variant of Level-1 type perspective-taking, $t(15) = 4.13, p < .001$, and conversely performing better for the Visual variant of Level-2 type perspective-taking, $t(15) = 4.96, p < .001$. No further interactions were significant, $Fs \leq 1.12, ps \geq .295$.

Error rates across conditions were generally low did not contradict the findings from response times. Full details of the analysis of errors are included in Appendix A.

The omnibus analysis of Response Times clearly suggests that judging how someone sees something and judging whether something is to someone’s left or right require a rotation to align the position of the participant and the avatar, for response times increased with angular disparity. On the other hand, judging if someone sees something and judging whether it is in front of them do not require rotation, for the response times do not increase with angular disparity. The effect of Distance was somewhat more difficult to interpret. There were no interactions between Distance and Type and Distance and Content. This suggests either that line of sight

* In both experiments, all statistics are Greenhouse-Geisser corrected to guard against violations of sphericity.
is calculated in all conditions, or that Distance affected speed and accuracy for a reason other than the recruitment of a line of sight process (see discussion).

Alongside our main investigations of processing strategies employed, we also identified gross differences between the four conditions. For level-1 type perspective-taking, performance was better in the spatial condition, for level-2 type perspective-taking, performance was better in the visual condition. That level-1 visual perspective-taking was found to be particularly difficult was surprising, as authors have suggested the basic calculation of such perspectives (though not explicit judgements about them) to be automatic (Samson et al., 2010).
EXPERIMENT 2

In Experiment 1, participants responded as to whether a preceding cue correctly described the picture presented. This has the advantage of meaning that participants basic responses, “yes” or “no”, were matched across the four conditions. Furthermore, it meant that only a single response type, associated with “yes” was actually analysed for each participant. On the other hand this also has two disadvantages. Firstly, it presents a pre-conceived idea of the stimulus that is to follow, meaning participants may try and match the picture to this pre-conceived representation. This leads to the possible interpretation that rotational effects on level-2 visual perspective-taking may be the result of a discrepancy between the expected and actual picture. Secondly, we considered it possible that level-1 visual perspective-taking had been rendered artificially difficult by having to process double negations, such as deciding that the stimulus is not “not seen” by the avatar. To address this, in Experiment 2, participants pressed one of two keys to identify the avatar’s perspective. Also in Experiment 2 we varied type of perspective-taking within participant. This provides a stronger test of the independence of the
processing features of the two types. Firstly it investigates whether the very same participants would show
differing performance patterns for different types. Secondly it tests whether our effects are robust to the context
of previously having completed the other type of perspective-taking.

Method

Participants

Participants were 32 undergraduate students (12 male) from the University catholique de Louvain,
Belgium. They all participated in the study in exchange for a small honorarium of 8 Euros. Participants had an
average age of 21.70 years (Range 18-25).

Stimuli and procedure

Stimuli used were a subset of those used in Experiment 1, those including the numbers 6 and 9, but not
the numbers 4 and 7. Participants were pseudo-randomly divided into two groups Visual or Spatial: For
experiment 2, we ensured that male and female participants were equally divided across groups (as Kessler &
Wang, 2012, previously found differences between genders in processing style). Participants were instructed that
they were to perform a perspective-taking task in which they were going to make judgments based on picture
stimuli. Participants completed level-1 type or level-2 type perspective-taking in a counterbalanced order. After
brief instructions, for each level, they completed 16 practice trials, followed by 128 experimental trials. On each
trial, they saw a fixation cross followed by a picture. For each picture, one of two responses was possible: Level-
1 Visual (seen, unseen), Level-2 Visual (six, nine), Level-1 type Spatial (in front, behind), Level-2 type Spatial
(left of, right of). Note that, unlike for Experiment 1, here we were able to analyse all trials, rather than just “yes”
responses. Participants responded by pressing the up or down arrow key to each trial. The key used for each
response was counterbalanced across participants.

Results.

A 4x2x2x2 ANOVA on Response Times was completed with Angle (0°, 60°, 120°, 180°), Distance
(Near, Far) and Type (Level-1 type, Level-2 type) as within subjects factors and Content (Visual, Spatial) as a
between subjects factor. There was a main effect of Angle, $F(3, 32) = 57.02, p < .001, \eta^2 = .655, this$
represented a linear trend, $F(3, 32) = 99.69, p < .001, \eta^2 = .769$, such that larger angles were responded to more
slowly. As in Experiment 1, Level-2 type judgements were computed more slowly, $F(1, 32) = 59.32, p < .001,$
$\eta^2 = .664$, but here there was only a trend for an effect of Distance, $F(1, 32) = 3.02, p = .093, \eta^2 = .093$. As in Experiment 1, visual judgements were completed more quickly than spatial judgements, $F(1, 32) = 57.02, p < .001, \eta^2 = .655$.

Central to our hypotheses were the interactions between Angle and Content and Angle and Type (See figure 5). In favour of the type-specificity hypothesis, there was a significant interaction between Angle and Type, $F(3, 32) = 47.90, p < .001, \eta^2 = .615$. For Level-1 type, there was a main effect of Angle $F(3, 32) = 6.22, p = .001, \eta^2 = .172$, but this was non-linear, $F(3, 32) = 2.16, p = .151, \eta^2 = .067$, with participants performing best at 60° and 120°. For Level-2 type, there was a significant $F(3, 32) = 60.35, p < .001, \eta^2 = .668$, and linear, $F(3, 32) = 114.07, p < .001, \eta^2 = .792$, effect of Angle. Contrary to the Content specificity hypothesis, the interaction between Content and Angle was not significant, $F(3, 32) = 2.15, p = .121, \eta^2 = .067$. Effects of Angle were independent of whether the judgement was visual or spatial.

Again, as in Experiment 1, there was a significant Content by Type interaction, $F(1, 64) = 21.87, p < .001, \eta^2 = .422$, resulting from participants performing more quickly for the Spatial variant of Level-1 type perspective-taking, $t(15) = 2.35, p = .027$, and conversely performing better for the Visual variant of Level-2 type perspective-taking, $t(15) = 2.90, p = .009$. No other interactions were significant, $F$s $\leq 1.53$, $p$s $\geq .215$.

Error rates across conditions were generally low and did not contradict the findings from response times. Full details of the analysis of errors are included in Appendix A.

Results matched the central findings of Experiment 1. We found the influence of Angle to be centrally linked to Type of perspective-taking. There was a significant interaction between Type and Angle, demonstrating that level-2 type judgements were linearly affected by the angular disparity between the self and other, whilst level-1 type judgements were not. This suggests that the results were not the effect of matching pictures to pre-defined cues. Similarly, we again found participants to be slower in the visual variant of level-1 type perspective-taking than the spatial variant. Experiment 2 also ruled out that any effects were driven by gender.
Figure 5. Response times and error proportions for each of the four conditions of Experiment 2. Error bars represent the standard error of the mean.

Discussion
In two experiments, adult participants made judgements about the perspective of an avatar in one of four conditions. Analysis of their response times and accuracy revealed two distinct processing strategies. One of these strategies involved mentally rotating their own position to align it with that of the avatar. When judging what numeral the avatar could see and when judging whether it was to his left or to his right, the difficulty of the task increased as the angular disparity between the participant and the avatar increased. This was not the case for the other two kinds of perspective-taking we tested. When participants judged if the avatar could see the numeral and when they judged if it was in front of or behind him, angle did not impact on judgements. These findings fit most closely with our type specificity hypothesis, in that it was the type of perspective-taking (level-1 type/level-2 type) which was shown to relate to perspective-taking strategy, rather than whether the judgement was of a visual, or a spatial perspective.

Visual perspective-taking

For over 50 years, researchers in developmental psychology have considered children’s ability to understand the visual perceptions of others to be a landmark ability (Piaget & Inhelder, 1956; Flavell et al., 1981; Masangkay et al, 1984). Here we provide further evidence as to the computational processes involved in mature visual perspective-taking. We support the findings of Michelon & Zacks (2006; Kessler & Thomson, 2010) that judging whether or not someone sees a given object does not require us to mentally rotate to their position. It was not systematically more difficult to judge if someone sees an object if their view on the world is displaced from ours by a greater angle. That is not to say that one cannot, in principle, judge level-1 visual perspectives in this way, but rather this is not what participants did spontaneously on the current tasks. Here, critically, we undertook an equivalent investigation of the processes involved when we calculate how another person sees an object. For these level-2 judgements, we provide the first evidence that when we calculate how someone sees something we may use a process of mental rotation. Further research is needed to be certain that this rotational process involves mentally transforming our own egocentric position, but previous research suggesting this to be the case for left/right judgements (Kessler & Thomson, 2010; Kessler & Rutherford, 2010) would, at the very least, suggest this as a good working hypothesis.

Spatial perspective-taking
As for visual perspective-taking, we found evidence that spatial perspective judgements can be made by one of two computational processes. Different processes were employed, depending on the axes about which the judgement was made. Again, in our directly comparable condition, we support the findings of Michelon & Zacks (2006; Kessler & Thomson, 2010; Kozhevnikov & Hegarty, 2001). Specifically, when we have to judge whether something is located to someone’s left or right, we find evidence that this requires an egocentric mental rotation. On the other hand, when we make what seem to be similar judgements, of whether something is in front or behind someone, we don’t do so. One possible explanation of this is that we only mentally rotate ourselves to the target’s position when discriminating the relevant direction is difficult. In the case of judging whether something is in front or behind someone this discrimination should be relatively easy as we have many cues, most notably someone’s face, to distinguish their front. In the case of judging whether something is to the left or the right of someone this is often more difficult as these cues don’t exist in the same way because the human body is typically symmetrical on the left-right dimension. In these difficult discrimination tasks, we adopt the strategy of rotating our own position and using our knowledge of our own body schema.

Comparing Visual and Spatial perspective-taking processes.

Visual and spatial perspective-taking have often been considered quite separately. The main aim of the present work was to examine commonalities and differences between the two. Our findings from both visual and spatial perspective-taking run contrary to the content hypothesis. For neither visual nor spatial content was there a consistent process used across level-1 and level-2 types of judgement. Instead, consistent with the type hypothesis, we found similarity of processing across visual and spatial judgements. Judgements of whether an object was in front or behind of someone or whether the person saw the object or not did not vary systematically with the angle between the perspective-taker and their target. This suggests that for these judgements people do not mentally rotate themselves to the position of their target. This leads to the obvious question of whether these processes are in fact the same. There are reasons to be cautious in concluding this. Firstly, from our data alone, there was evidence that the visual perspective judgements were more difficult than the spatial perspective judgements. Experiment 2 ruled out the possibility that this was merely the result of having to process cues involving a double negation. It is still not clear however, why level-1 visual perspective judgements were found to be more difficult. Most likely is that it is the result of cues to bodily orientation being stronger than cues to eye direction, in our stimuli at least. Further investigation may look to vary these factors independently. Alternatively, whilst Experiment 2 did not include cues, it still retained the concepts seen/unseen which may
require more processing than in front and behind. A second reason to be cautious is that the commonality between these visual and spatial judgements may be the result of participants paying attention to similar cues across the two tasks, specifically cues to the avatar’s eyes and his front. In our experiment, these are directly yoked to one another. This is not, however, always the case in the real world. The direct association between an object being in front of someone and visible by them can be broken by a person rotating their head or closing their eyes or by a second object being located between a person and the target object.

We also showed similarities in processing between level-2 visual perspective judgements and judgements of whether an object was to the left or the right of someone. In both cases, participants performed in a way that was consistent with mentally rotating to the position of the avatar. This part of the process for the two operations seems to be equivalent. On the other hand, again, there was a difference in absolute difficulty, with spatial judgements being more difficult than visual judgements. This is consistent with the idea that egocentric transformation is necessary, but not sufficient for these kinds of perspective-taking. That this kind of perspective-taking involves an egocentric transformation is consistent with the idea that perspective-taking is a simulative process (Goldman, 2006). If this is the case, perspective-taking should not only be related to the difficulty of assuming the other’s position, but also to the difficulty of completing the task for oneself. This suggests that judging whether an object is to the left or to the right of someone may be more difficult than judging how something looks to someone because judging if something is to one’s own left or right is more difficult than judging how something looks from one’s own position.

While three conditions used identical stimuli, the stimuli for the Spatial II condition differed. We could not use the same stimuli from the other conditions as in these the object was neither to the left nor the right of the avatar. The only way to fully equate stimuli across conditions would have involved the avatar not looking directly at the object, or looking contrary to his body angle. It was felt that such a circumstance might cause confusion, particularly in judging the front of someone whose legs face one direction, but looks in another. It seems highly unlikely that unique features of the Spatial II stimuli were responsible for the strategy of rotation, for rotation was also evidenced in the Visual II condition. As already noted, however, level-1-type problems do not preclude a mental rotation strategy, and level-2-type problems do not necessitate the strategy. Not only may the spatial requirements of many level-2 tasks be solved with geometric transforms other than rotation, but in principle the level-2 distinction admits of differences of perspective between people with the very same spatial point of view, as when a person with normal vision sees an object as “in focus” whereas someone with impaired
vision might see it as “blurry”. What the present findings do indicate is that on highly similar tasks it was level-1 or level-2 type that seemed to dictate the basic features of the strategy, rather than visual or spatial content.

Whilst our most informative effects were related to angular disparity, we also found an effect of distance between the other person and the object in Experiment 1 (and a trend in Experiment 2). This effect was independent of whether the content of the judgement was visual or spatial and of the type of judgement that had to be made. One suggestion is that some form of line of sight/body is required for all these judgements (Michelon & Zacks, 2006; Kessler & Thomson, 2010). A second suggestion is that this difference in difficulty is really more due to the distance across which we must sustain our visual attention to connect the Other and the Object (Carlson & Van Deman, 2004; Michelon & Zacks, 2006). Our results do not distinguish between these hypotheses.

The difficulty of defining perspective-taking.

Earlier, we defined perspective-taking in terms of a target other’s relationship with an object. Showing similarities across different contents of representation, spatial and visual, is informative about commonalities in processing strategies. What should be apparent, both in our minimal definition and through our results, is that these processes are not specific to representing the views of other people. One might predict similar findings for judging if something were “in front of” a car for instance. This does not entail that there are no distinctive processes involved in attributing a representational perspective to another person, and of course, visual perspective-taking must take into account factors such as occlusion through a blind-fold or by a barrier, whilst this is not necessarily the case for spatial perspective-taking. However, it is also apparent that many processes for perspective-taking or Theory of Mind may be achieved with only a minimal, cognitive architecture that does not involve ascribing mental states as such (Apperly & Butterfill, 2009; Butterfill & Apperly, 2013). Similarly, recent, broader definitions of the notion of perspective suggest a commonality across mental and non-mental contents for tasks that require some form of representation or reference (Perner, Mauer & Hildebrand, 2011). Thus, by highlighting important commonalities between visual and spatial perspective-taking, the current findings suggest that the project of identifying processes that are actually distinctive for one or other type is an important direction for future work.

Conclusion.
Judgments about where things are located in relation to someone and how they see things share many superficial similarities. Here we tested the hypothesis that they will also show similarities in the computational processes they engage. There are two routes to both visual and spatial perspectives, only one of which requires an egocentric body transformation. When asked about the appearance of an object to someone else or whether the object is located to their left or their right, our evidence suggests that we mentally rotate ourselves to their position before making a judgement. When asked about whether an object is in front of someone or whether they can see an object, we do not do this. What seems more likely is that we directly identify the relationship between the person’s front or eyes and the object. Furthermore, it is possible that visual perspective-taking relies on basic spatial perspective-taking processes as a foundation, but sometimes requires more complex processing. When and how this processing occurs should be a focus for further investigation.
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Appendix A. Analyses of error rates in Experiments 1 and 2.

Experiment 1
A 4x2x2x2 ANOVA with Angle (0°, 60°, 120°, 180°) and Distance (Near, Far) as within subjects factors and Content (Visual, Spatial) and Type (Level-1 type, Level-2 type) as between subjects factors was completed on Error proportion (detailed in Table A). Rates of accuracy across all conditions were high. We only investigated hypothesis driven effects on accuracy to avoid the risk of making Type I errors (Barr, 2008), this allows for the investigation of any trade-offs between speed and accuracy without relying on post hoc interpretations. The main effect of Angle was somewhat hard to interpret, with data showing a quadratic, rather than linear distribution. Neither the Angle x Type interaction, nor the Angle x Content interaction reached significance, suggesting that the findings of the Response time analysis were not the result of differing trade-offs between speed and accuracy across conditions.

Experiment 2
A 4x2x2x2 ANOVA was completed with Angle (0°, 60°, 120°, 180°), Distance (Near, Far) and Type (Level-1 type, Level-2 type) as within subjects factors and Content (Visual, Spatial) as a between subjects factor, the results are presented in Table A. Rates of accuracy across all conditions were high. In support of our analysis of response times, there was a linear effect of Angle and an interaction between Angle and Type detailing a linear effect for Level-2 type, but not for Level-1 type. Again, the Angle by Content interaction was not significant.

Table A. Analyses of Accuracy in Experiments 1 and 2. All statistics are Greenhouse-Geisser corrected to guard against violations of sphericity.

<table>
<thead>
<tr>
<th>dF</th>
<th>F</th>
<th>p</th>
<th>( \eta_p^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EXPERIMENT 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angle</td>
<td>3</td>
<td>2.97</td>
<td>.044</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>1.60</td>
<td>.211</td>
</tr>
<tr>
<td>Distance</td>
<td>1</td>
<td>.454</td>
<td>.503</td>
</tr>
<tr>
<td>Content</td>
<td>1</td>
<td>11.33</td>
<td>.001</td>
</tr>
<tr>
<td>Type</td>
<td>1</td>
<td>.172</td>
<td>.680</td>
</tr>
<tr>
<td>Angle x Type</td>
<td>3</td>
<td>.733</td>
<td>.509</td>
</tr>
<tr>
<td>Angle x Content</td>
<td>3</td>
<td>.183</td>
<td>.875</td>
</tr>
<tr>
<td>Angle x Distance</td>
<td>3</td>
<td>.733</td>
<td>.509</td>
</tr>
<tr>
<td>Distance x Type</td>
<td>1</td>
<td>2.13</td>
<td>.15</td>
</tr>
<tr>
<td>Distance x Content</td>
<td>1</td>
<td>1.53</td>
<td>.222</td>
</tr>
<tr>
<td>Content x Type</td>
<td>1</td>
<td>8.18</td>
<td>.006</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>.477</td>
<td>.682</td>
</tr>
<tr>
<td>Angle x Content x Type</td>
<td>3</td>
<td>1.22</td>
<td>.304</td>
</tr>
<tr>
<td>Angle x Content x Distance</td>
<td>3</td>
<td>2.054</td>
<td>.114</td>
</tr>
<tr>
<td>Distance x Content x Type</td>
<td>1</td>
<td>3.23</td>
<td>.078</td>
</tr>
<tr>
<td>Angle x Content x Type x Distance</td>
<td>3</td>
<td>3.12</td>
<td>.032</td>
</tr>
</tbody>
</table>
### Level-1 type

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>3</td>
<td>1.68</td>
<td>.196</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>.023</td>
<td>.881</td>
</tr>
</tbody>
</table>

### Level-2 type

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>3</td>
<td>2.01</td>
<td>.128</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>2.61</td>
<td>.116</td>
</tr>
</tbody>
</table>

### EXPERIMENT 2

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>3</td>
<td>9.21</td>
<td>.005</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>18.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Distance</td>
<td>1</td>
<td>.638</td>
<td>.431</td>
</tr>
<tr>
<td>Content</td>
<td>1</td>
<td>17.41</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Type</td>
<td>1</td>
<td>9.21</td>
<td>.005</td>
</tr>
<tr>
<td>Angle x Type</td>
<td>3</td>
<td>10.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Angle x Content</td>
<td>3</td>
<td>2.78</td>
<td>.077</td>
</tr>
<tr>
<td>Angle x Distance</td>
<td>3</td>
<td>4.71</td>
<td>.005</td>
</tr>
<tr>
<td>Distance x Type</td>
<td>1</td>
<td>3.55</td>
<td>.069</td>
</tr>
<tr>
<td>Distance x Content</td>
<td>1</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>Content x Type</td>
<td>1</td>
<td>13.75</td>
<td>.001</td>
</tr>
<tr>
<td>Angle x Content x Type</td>
<td>3</td>
<td>2.85</td>
<td>.054</td>
</tr>
<tr>
<td>Angle x Content x Distance</td>
<td>3</td>
<td>2.06</td>
<td>.114</td>
</tr>
<tr>
<td>Angle x Distance x Type</td>
<td>3</td>
<td>1.58</td>
<td>.213</td>
</tr>
<tr>
<td>Distance x Content x Type</td>
<td>1</td>
<td>5.87</td>
<td>.022</td>
</tr>
<tr>
<td>Angle x Content x Type x Distance</td>
<td>3</td>
<td>3.878</td>
<td>.023</td>
</tr>
</tbody>
</table>

### Level-1 type

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>3</td>
<td>2.11</td>
<td>.122</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>.685</td>
<td>.415</td>
</tr>
</tbody>
</table>

### Level-2 type

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>3</td>
<td>14.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>24.97</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**t-tests to assess separately the effect of Content at each level**

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
</table>

#### EXPERIMENT 1

**Level-1 Type**

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>15</td>
<td>.911</td>
<td>.725</td>
</tr>
</tbody>
</table>

**Level-2 type**

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>15</td>
<td>4.45</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

#### EXPERIMENT 2

**Level-1 Type**

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>15</td>
<td>1.18</td>
<td>.246</td>
</tr>
<tr>
<td>Level-2 type</td>
<td></td>
<td></td>
<td>Visual &lt; Spatial</td>
</tr>
<tr>
<td>-------------</td>
<td>---</td>
<td>---</td>
<td>-----------------</td>
</tr>
<tr>
<td>Content</td>
<td>15</td>
<td>4.31</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>