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ABSTRACT

This paper introduces a new type of cryptanalysis against block ciphers, denoted as algebraic side-channel attacks. In these attacks, we first write the target block cipher as a system of low degree equations. But since directly solving this system is generally hard, we additionally provide it with physical information. As a consequence, the algebraic cryptanalysis that was previously conjectured can be experimented and turns out to be very efficient to break block ciphers in practice. The proposed attacks differ from most previously known side-channel attacks in a number of interesting aspects. Namely they have a significantly reduced data complexity, the possibility to exploit the information of all the cipher rounds in an unknown plaintext/ciphertext scenario and different requirements for countermeasures. As an illustration, we apply them to the implementations of two block ciphers using a single leakage trace and discuss their specificities.
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Abstract

This paper introduces a new type of cryptanalysis against block ciphers, denoted as algebraic side-channel attacks. In these attacks, we first write the target block cipher as a system of low degree equations. But since directly solving this system is generally hard, we additionally provide it with physical information. As a consequence, the algebraic cryptanalysis that was previously conjectured can be experimented and turns out to be very efficient to break block ciphers in practice. The proposed attacks differ from most previously known side-channel attacks in a number of interesting aspects. Namely they have a significantly reduced data complexity, the possibility to exploit the information of all the cipher rounds in an unknown plaintext/ciphertext scenario and different requirements for countermeasures. As an illustration, we apply them to the implementations of two block ciphers using a single leakage trace and discuss their specificities.

1 Introduction

Classical cryptanalysis generally considers adversaries getting black box access to the cryptographic primitives they target, e.g. the inputs and outputs of a block cipher. However, this ideal case is not always realistic because the actual implementations of a cryptosystem can leak physical information (like variations in the power consumption, electromagnetic emissions, . . . ) that can be measured by an adversary. These physical leakages generally contain indications on the successive states of a device and provide insights on the data and operations processed. Attacks exploiting them, e.g. in order to recover the secret key of a block cipher, are called side-channel attacks.

Side-channel attacks like the Differential Power Analysis (DPA) can lead to very efficient key recoveries, as demonstrated by Kocher et al. in 1999 [14]. In practice, they usually target the first (or last) rounds of a cryptosystem (where the diffusion is low) and try to recover the cipher key with a divide-and-conquer strategy. As these physical attacks directly target key bits, they are self-sufficient: once enough key bits are recovered with the side-channels, a simple exhaustive search can conclude the attack. The question we tackle in this work is whether it is possible to significantly reduce the amount of measurements to perform a key recovery by combining side-channel attacks with advanced cryptanalysis techniques. We answer this question positively and show that the algebraic cryptanalysis introduced by Courtois and Pieprzyk in 2002 [8] can exploit any kind of physical information leakages in a very natural and efficient manner.

Our attack is motivated by the idea of adapting the target of a side-channel attack to the leakage model of the device it exploits. On the one hand, the target of a physical attack is the information that we try to recover at the end of this attack. It can be very precise, like the secret key for standard DPA - or less precise, like the Hamming weights of some intermediate values in the case of our algebraic side-channel attacks. On the other hand, the leakage model is the type of dependencies that an adversary expects to observe in his physical measurements - hence, it is highly device dependent.
For example, with a Hamming weight leakage model (e.g. used in [3]) we assume that the information leakages will be correlated with the Hamming weight of the data processed in a device. Intuitively, the target directly determines the informativeness of a side-channel attack, i.e. the quantity of information gained thanks to the leakages. And of course, an informative target is always desirable. Our observation is that less informative targets may lead to more robust attacks if they closely correspond to the leakage model. That is, they can be recovered with high confidence using less measurements. As a consequence, if this information is still sufficient to perform a key recovery, e.g. using advanced cryptanalysis, it can be used to design attacks with reduced data complexity. The algebraic attacks introduced in this paper exactly exploit this intuition. They trade a less informative online measurement phase with a more powerful offline cryptanalysis phase. In practice, the question is then to determine if a high success rate can be reached both for the online and the offline phases (or to find the smallest amount of information that is required for the offline phase to be feasible).

In order to prove the validity of our approach, we performed exemplary attacks against the block ciphers PRESENT [4] and AES Rijndael. These experiments highlight a number of interesting features. First, our attacks potentially exploit the leakage of all the cipher rounds - classical DPA generally exploits the first or last rounds only. Second, they can succeed in an unknown plaintext/ciphertext adversarial context - classical DPA usually requires the knowledge of either the plaintexts or the ciphertexts. In common implementation contexts (e.g. assuming a Hamming weight leakage model), they recover the block cipher keys after the observation of a single encryption. Eventually, they can deal with block ciphers protected with countermeasures such as boolean masking. We mention that our experiments exploit a Hamming weight leakage model and target but in theory, any type of physical dependencies could be exploited. Of course, these attacks also have drawbacks. Mainly and as discussed later in the paper, they assume a strong adversarial context and require a precise profiling of the leakages.

Related works. Algebraic side-channel attacks can be related to several axes of research. First, their online phase exploits template attacks (e.g. [9, 18]). Second, their offline phase is directly derived from the algebraic cryptanalysis proposed by Courtois and Pieprzyk in [8]. Inspired from [2, 6], we use a SAT solver in order to process the system of equations and recover block cipher keys. Eventually, several other recent attacks combine side-channel information with classical cryptanalysis. We mention collision-based side-channel attacks, e.g. [15, 19, 20], techniques based on square attacks [7] and differential cryptanalysis [13]. These attacks have objectives similar to ours. They usually try to exploit the information leakages for more than the first block cipher rounds with advanced cryptanalysis. The goal is to break implementations for which only those rounds would be protected against side-channel attacks or to reduce the number of measurements required to perform a key recovery. We finally mention the recent and very efficient collision-based attacks of [5] that also use algebraic techniques in a more specific context and therefore closely connect to our proposal.

2 Description of the attack

Algebraic side-channel attacks are made of three separate steps. Due to space constraints, this paper only provides a high level description of these different phases. A more detailed technical description will follow in subsequent contributions.

2.1 Offline phase 1: algebraic description of the cryptosystem

The idea behind algebraic attacks is to describe a cryptosystem as a big system of low degree boolean equations. In this system, the main unknowns are the key bits so that solving the system is equivalent to finding the secret key. The system of equations can
be huge (thousands of equations and variables) but is often very sparse: the number of monomials in each equation is low. As an illustration, the AES Rijndael with 128-bit plaintext and key results in a system of approximately 18 000 equations in 10 000 variables (27 000 monomials). And the system for 31-round PRESENT corresponds to approximately 40 000 equations in 7000 variables (50 000 monomials). Note that the translation into a system of equations is not unique and the way we convert the cryptosystem into equations can greatly influence the efficiency of its solving.

### 2.2 Online measurement phase

The goal of this phase is to extract the side-channel information that is needed in order to solve the system of equations built during the previous phase. In our experiments, we considered implementations of PRESENT and the AES Rijndael on an 8-bit PIC microcontroller. The physical leakages of this device are typically correlated to the Hamming weight of the data transiting on the device bus, as shown in figure 1 (the bold traces represent the mean traces for the different Hamming weight values, and the grey traces are single measurements). As a consequence and as an illustration, we decided to use these Hamming weights as targets of our online phase.

In practice, a high success rate for the measurement phase is crucial for our attack to succeed. Indeed, one drawback of the algebraic cryptanalysis is its intolerance to erroneous information. That is, introducing even one error in our system of equations will generally cause the following offline solving phase to fail, without being able to point out the incorrect data. So we need to prevent such errors in the system.

To reach a high success rate, we first used a strong profiling of the leakages. This profiling consists in measuring several power traces for known plaintexts and keys on a device of the same type that the one we want to attack. With enough sample traces and with a good knowledge of the physical implementation, we can build a classification model using a maximum likelihood criteria. In other words, we can build templates in the sense of [9, 18]. And in order to perfectly adapt the target and the model in our attacks, these templates were built for every Hamming weight of a data transiting on the PIC bus. That is, we built 9 templates corresponding to 9 Hamming weight values. This strong profiling allowed us to recover the Hamming weight of a data transiting on the PIC bus with very high confidence. The success rate in recovering a single Hamming weight is close to 100%. Unfortunately, a single Hamming weight is not a sufficient information for our algebraic side-channel attacks to succeed. In fact, what we need is to recover the Hamming weights of as many intermediate data computed during a block cipher encryption as possible. But even if the probability of correctly assigning one Hamming weight is very high, the probability of correctly assigning several of them drops very rapidly, as shown in the right part of figure 1. Hence, we need solutions to further improve the success rate of the online phase and ensure that we can recover a sufficient number of Hamming weights with high success rate.

One solution is to simply drop the leakages with the highest probability of mistake, hoping that the algebraic side-channel attack can succeed with a fraction of the total leakages available. This is what is denoted as Likelihood Rating (LR) in the right part of Figure 1. It can be combined with simple Error Detection (ED) techniques, rejecting the Hamming weights that obviously lead to incompatible patterns in the equations. Another simple solution is to increase the number of measurements $q$ (Figure 1 considers $q = 1, 2$). Clearly, such simple solutions are sufficient to reach high success rates in recovering the Hamming weights of multiple intermediate bytes during an encryption process. Finally, a more elaborated idea is to exploit less informative targets in case of dubious leakages. For example, if we cannot state the correct value of some weight $W_H(x_i)$ with enough probability, we can still use its corresponding leakage and recover a simpler target. For example, if $\Pr[W_H(x_i) = 3] \approx 93\%$ and $\Pr[W_H(x_i) = 4] \approx 7\%$, we can add to the system the information: $\Pr[W_H(x_i) = 3 \text{ or } 4] \approx 100\%$. 

2.3 Offline phase 2: SAT solving

Eventually, in the third phase of the attack, we first add the side-channel information recovered in Section 2.2 to the system of equations of Section 2.1. This is quite simple since any target (e.g. the Hamming weights in our context) can be viewed as a surjective function of the intermediate values in a block cipher encryption of which the output is known. Then, we try solving the resulting system. This solving can be done in many different ways, e.g. using the XSL technique [8], Gröbner basis-based methods [1] or using a SAT solver as in [6]. We selected this last solution.

For this purpose, we need to transform our system of equations into a satisfiability problem that can be stated as follows: given a boolean formula containing literals ($x$), negations of literals ($\neg x$), ANDs ($\land$) and ORs ($\lor$), is it possible to find an assignment of the literals so that the whole formula is equal to true. The satisfiability problem is the standard NP-complete problem, and is thus widely studied. Modern SAT solvers are more and more powerful (see [11] for a survey) and are able to efficiently solve a wide range of problems, even if they are not specifically designed for these problems. Methods for carrying out the translation of our problem into a SAT instance are described in [2]. Again, the conversion of a system of equations into a SAT instance is not unique. As shown in [12], the minimal conversion (i.e. the one using the shortest formula) is not always the best one in terms of solving time. A SAT solver often works better with useful redundancy in the formula. By useful redundancy, we mean the explicit description of internal properties that could be derived from the rest of the formula.

The success rate of the offline computation phase depends heavily on the quantity of information we can provide to the SAT solver. If we do not provide enough side-channel information, the solver will have difficulties to find a solution in a tractable time. By contrast, the solving time can be very short if we have enough information. There is thus a tradeoff between the complexity of the online measurement phase and the offline computation phase. A very demanding measurement phase (trying to gather very precise side-channel information) increases the number of measurements to perform, but in general, it facilitates the computation phase. In theory, the optimal target for our measurement phase should be the simplest target which still provides enough information to the solver. But of course, this notion of “enough information” essentially depends on how long one wants the SAT solver to run before considering that the experiment has failed (because it has not find a valid assignment, or detected an internal conflict that proves the formula unsatisfiable). Hence, we need to impose a time limit to the SAT solver. In our experiments, we assumed all the attacks that take over 1 hour of computation to be failures. This limit allowed us to evaluate the success rate of the offline computation phase as detailed in the next section.
3 Experimental results

We implemented various algebraic side-channel attacks on the block cipher PRESENT and the AES Rijndael with a 128-bit key. In both cases, we considered an implementation on an 8-bit microcontroller from which the Hamming weights of (possibly) all the intermediate computations could be recovered. Then, using a solving time limit of one hour, we computed the success rate of the offline phase in function of the amount of correct Hamming weights recovered by the adversary. As an illustration, an implementation of the AES in an 8-bit device usually exploits table-based substitution boxes and a MixColumn layer composed of several small operations, as described in [10]. For one round of the AES, we can consequently target a maximum of:

- 16 table lookups for the substitution layer,
- 36 XOR operations and 16 table lookups for the MixColumn layer,
- 16 XOR operations for the round key addition.

This amounts to a total of 84 Hamming weights leaked from one round, and 804 Hamming weights leaked from the whole 10-round AES*. Using this maximum amount of leakages (and similarly constructed bounds for PRESENT), we first performed experimental attacks in a known plaintext/ciphertext scenario, using only one power trace. For this purpose, we considered three possible contexts:

1. Knowledge of consecutive Hamming weights only, i.e. we assume that all the Hamming weights of consecutive rounds are known to the adversary, starting from the middle rounds (e.g. 3 rounds of $W_H$ information mean that we know all the weights from rounds 4 to 7 in the AES). This is the most artificial situation since it prevents using the likelihood rating technique described in Section 2.2.

2. Knowledge of randomly distributed Hamming weights only, i.e. a more realistic context in which the Hamming weights obtained by the adversary correspond to intermediate values with randomly distributed positions in the cipher rounds.

3. Knowledge of randomly distributed Hamming weights + pairs of weights for the rest of the bytes, i.e. the same as (2), but we additionally assume the knowledge of a pair of weights including the correct one for the unknown weights.

Assuming the knowledge of all the Hamming weights, the success rate is 100% for a 32-round PRESENT, with an average solving time of 2 seconds and 97% for a 10-round AES, with an average solving time of 344 seconds. This clearly emphasizes the simpler algebraic structure of PRESENT compared to the AES Rijndael. It also shows that a higher algebraic complexity is not sufficient to prevent an algebraic cryptanalysis exploiting side-channel leakages. More interesting are the contexts with only partial information provided to the adversary for which the success rates are given in Figure 2. As expected, the success rate increases with the number of weights recovered by the adversary. It is worth noticing that a small number of consecutive weights in the central rounds (e.g. 3 rounds of Hamming weights for the AES, 4 for PRESENT) is sufficient to perform very effective attacks. Also, the success rate drops more rapidly when random weights are inserted in the system (compared to consecutive ones). Eventually, the additional knowledge of pairs of Hamming weights (i.e. context (3), experimented for the AES only) significantly improves the success rate. It highlights that any (even small) piece of information that can be learned with high confidence from the physics can be exploited - a useful observation since this scenario is frequent in practice.

*The last round has no MixColumn layer but one more round key addition.
Unknown plaintext/ciphertext. The high success rate when exploiting consecutive information in the central rounds of a cipher suggests that an unknown plaintext/ciphertext scenario should not significantly affect the effectiveness of an algebraic cryptanalysis in this context. This is confirmed by Figure 2. By contrast, it has a significant impact on the success rate when attacking PRESENT with randomly distributed side-channel information. This difference between the two ciphers in this case is assumably due to the fact that for the AES, the information needed by the solver mainly comes from the MixColumn operation: provided we get enough leakages from it, the resolution succeeds regardless of the knowledge of the plaintext or ciphertext. By contrast, PRESENT has no such diffusion layer and its global algebraic structure is simpler: this allow successful resolutions with a smaller proportion of leakages, but the impact of the knowledge of P and C on the success rate is also stronger.

4 Countermeasures

Usual countermeasures against side-channel attacks intend to decrease the amount of information provided by the leakages. The goal is (as far as possible) to have the physical measurements independent of the data processed in a cryptographic device. Various ideas can be used for this purpose, including the addition of noise, the use of time and data randomizations, the design of logic styles with data-independent power consumption, ... Of course, countermeasures against side-channel attacks do not come for free and they generally imply a significant performance penalty, either in code size (or gate count), or in throughput. A central consequence of algebraic side-channel attacks is that they can exploit the leakage of any cycle in an implementation. Hence, more clock cycles generally imply more information leakages. This means that a countermeasure requiring a significant increase of clock cycles for performing an encryption could in fact decrease the security against algebraic cryptanalysis. This is in strong contrast with classical DPA attacks that only target the first/last round of a block cipher. In this section, we discuss this intuition in the context of masking and suggest generic countermeasures against algebraic side-channel attacks.

Masking is a well-known countermeasure designed to prevent certain types of side-channel attacks. It aims at de-correlating the power consumption of a device from the intermediate values it computes. For this purpose, any intermediate value that appears in a device is masked with a random value (unknown to the adversary). Overall, instead of computing the encryption of a plaintext \( p \), one computes the encryption of a randomized plaintext \( p \oplus m \) and tracks the evolution of the mask \( m \) through the block cipher execution. Hence, it requires a more complex implementation in order to propagate
the mask through the cryptosystem so that the mask can eventually be removed from
the ciphertext. In practice, there exists numerous masking schemes published in the
open literature, providing various tradeoffs between performance penalty and expected
security improvement. We investigated two popular ones for the AES. The first one,
presented in [16], uses the same 48-bit mask at each round to mask the data transiting
on the bus. Hence, it can be implemented quite efficiently in an 8-bit controller, with
only a reasonable increase of the number of clock cycles per encryption. The second
masking scheme we considered was developed in [17]. It aims to increase the security
of the countermeasure by increasing the number of random mask bits. In order to keep
the memory requirements of the implementation reasonable, this solution implies the
computation of numerous small operations (more than 10 XORs and 10 table lookups
for each S-box). Therefore, while this additional performance penalty is supposed to
increase the security against classical side-channel attacks, adding more masking bits
actually decreases the security against algebraic ones. In fact, the implementation
of [17] even turned out to be easier to break than an unprotected one.

As a consequence, while countermeasures against classical side-channel attacks
mainly focus on reducing the amount of information leakage per clock cycle, preventing
algebraic cryptanalysis additionally requires to limit the number of leaking cycles as
much as possible. In addition to this new guideline, generic countermeasures include
the use of block ciphers with high algebraic complexity and the use of implementations
of which the leakages have high algebraic complexity (e.g. using large data buses like
in FPGAs, time randomizations or noise addition, typically).

5 Conclusion and perspectives

This paper introduced algebraic side-channel attacks that trade a strong profiling phase
for an optimized data complexity in the online extraction of physical information from
cryptographic devices. We experimented first successful key recoveries against the
block cipher PRESENT and the AES Rijndael, using the leakage corresponding to a
single encrypted plaintext. These experiments imply a new understanding of certain
countermeasures against side-channel attacks, like masking. They also highlight that
the security against physical attacks cannot be understood independently of classical
cryptanalysis issues. Eventually, this work raises several open problems. Determining
the best tradeoff between the robustness of a leakage model and the informativeness of
a target in a side-channel attack would allow to optimize the overall complexities of the
combined online and offline phases in an algebraic cryptanalysis. The power of these
attacks is also dependent on the quality of the SAT solver (or any other tool) to solve
large systems of equations. Hence, finding the best solution with this respect would
allow determining the limits of what a powerful side-channel adversary can achieve.
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