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Common clinical studies assess the quality of prognostic factors, such as gene expression signatures, clinical variables or environmental factors, and cluster patients into various risk groups. Typical examples include cancer clinical trials where patients are clustered into high or low risk groups. Whenever applied to survival data analysis, such groups are intended to represent patients with similar survival odds and to select the most appropriate therapy accordingly. The relevance of such risk groups, and of the related prognostic factors, is typically assessed through the computation of a hazard ratio. We first stress three limitations of assessing risk groups through the hazard ratio: 1) it may promote the definition of arbitrarily unbalanced risk groups, 2) an apparently optimal group hazard ratio can be largely inconsistent with the p-value commonly associated to it, 3) some marginal changes between risk group proportions may lead to highly different hazard ratio values. Those issues could lead to inappropriate comparisons between various prognostic factors. Next we propose the balanced hazard ratio to solve those issues. This new performance metric keeps an intuitive interpretation and is as simple to compute. We also show how the balanced hazard ratio leads to a natural cut-off choice to define risk groups from continuous risk scores. The proposed methodology is validated through controlled experiments for which a prescribed cut-off value is defined by design. Further results are also reported on several cancer prognosis studies and the proposed methodology could be applied more generally to assess the quality of any prognostic markers. Copyright © 2014 John Wiley & Sons, Ltd.
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1. Introduction

Several clinical studies monitor the survival of patients while assessing new prognostic markers, such as gene expression signatures, clinical variables or environmental factors. Cancer clinical trials are typical examples of such studies where the time to an event, e.g. metastasis, relapse or death, is recorded. Such data is also usually censored whenever a patient disappears, possibly by dying from another cause, or simply leaves the study before the event of interest occurs. Prognostic indexes made of one or several bio-markers are analyzed in such studies to improve the treatment guidelines. For instance,
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one decides according to a patient estimated risk whether he needs adjuvant chemotherapy. To perform this task, prognostic indexes commonly split the patients into a few risk groups [1, 2, 3, 4, 5]. Such risk groups aim at clustering patients with a similar prognosis and guide the associated treatments.

From a data analysis viewpoint, the very definition of groups may be simple when they are specifically associated to a given factor of interest. For example, one may analyze the survival times between smokers and non-smokers to assess whether such factor plays an important role. In a more complex yet common setting, risk groups are derived from continuous risk scores. Indeed, these scores aggregate the influence of several potential co-factors, and the risk groups are obtained by defining cut-off values (i.e. thresholds) on those scores. In such a situation, the definition of risk groups requires the choice of the factors to be considered, a methodology to combine the numeric values from each factor into a global score, also known as prognostic index, and the setting of thresholds on those scores. In other words, the definition of risk groups becomes an unsupervised clustering problem for which one typically aims at associating patients with similar survival times to the same risk group while maximizing the differences between groups. In particular, one expects the risk groups becomes an unsupervised clustering problem for which one typically aims at associating patients with similar survival times to the same risk group while maximizing the differences between groups. In particular, one expects the patients among the highest risk group(s) to experience the event (e.g. metastasis or relapse) before patients from other groups.

The risk scores and the associated risk groups are commonly assessed through the computation of a hazard ratio [6] or similar performance metrics, such as the concordance index [7]. Our first contribution is to argue why these metrics, while being perfectly sound to assess risk scores, are much less appropriate to evaluate risk groups. Consequently, these metrics are also problematic to assess the quality of some co-factors of interest as prognostic markers to distinguish between risk groups.

Part of the issue comes from the choice of the threshold (or cut-off) values on risk scores to obtain the risk groups. Indeed, these cut-offs often look arbitrarily chosen or fixed on a given collection of samples without a proper assessment of the generalization capability of such choice on new and independent samples [8]. More fundamentally, such an assessment requires an appropriate performance metric and we stress the inadequacy of the popular hazard ratio (HR), as well as common alternatives, for this task. We show in particular that the HR may be artificially increased by considering highly unbalanced groups: an extremely unbalanced choice would, for instance, consider a single patient with the shortest survival time (or the highest risk score) as the unique member of the high risk group, while putting all other samples in a presumably low risk group. Such an extreme choice is likely to lead to a very high HR but is unlikely to be valuable from an accurate prognosis viewpoint. A perfect balance, say 50%/50% between high and low risk groups, needs not be relevant either. Unless some prior information exists about the relative size of the risk groups, which is rarely the case when assessing the prognostic values of new candidate markers, the definition of risk groups looks ill-defined when assessed through the standard HR. We stress that this problem occurs beyond extremely unbalanced cases as a consequence of the HR measure exhibiting potentially many local optima and being particularly non-smooth. Therefore, very small modifications of the proportions between risk groups (through marginal cut-off modifications) can lead to highly different HR values. We also show that maximizing HR versus minimizing its associated p-value could lead to drastically different risk groups.

Our second contribution is the definition of a new performance metric, called the balanced hazard ratio (BHR) to fix the issues raised above. The BHR keeps an intuitive interpretation and is as simple to compute as the original HR, meaning that it can be easily used by clinician accustomed to the hazard ratio. Yet, the BHR penalizes artificially unbalanced risk groups and, more generally, offers a smoother profile with a natural optimum. Interestingly, such optimum is data-dependent and needs not correspond to a perfect balance between groups. Our third contribution is to show that the BHR leads to a natural definition of cut-off values on risk scores to define associated risk groups.

We illustrate the proposed methodology on breast cancer studies assessing the quality of prognostic gene signatures. Section 2 briefly describes those studies, which are chosen here as running examples. Yet we believe that our conclusions fully apply to the general evaluation of risk groups from survival data. Further results with other prognosis models and additional cancer studies (colon, ovarian) are reported in the supplementary materials. They are fully consistent with those described here. Section 3 describes the definition of risk groups from cut-off values on risk scores provided by common
prognostic indexes. It illustrates, on some running examples, the influence of such cut-offs on the evaluation of risk groups. This initial analysis calls for dedicated evaluation metrics. Section 4 precisely describes the original hazard ratio and discusses why its use is problematic to assess risk groups. Alternative performance metrics proposed in the literature are described in section 5. We compare them to the hazard ratio and we discuss their relevance for evaluating risk groups. Section 6 presents the balanced hazard ratio. We argue why it is well designed for evaluating risk groups, while keeping a natural interpretation along the same lines as the original hazard ratio. Section 7 describes how the balanced hazard ratio, originally defined for two risk groups, can be easily generalized to an arbitrary number of risk groups. Section 8 describes how the BHR can be used to choose natural cut-off values on risk scores. Section 9 further illustrates the soundness of the proposed methodology on controlled experiments for which an underlying threshold between risk groups is fixed by design. We conclude our work and discuss additional perspectives in section 10.

2. Illustrative clinical studies

Risk group prediction and evaluation are illustrated in this work on known clinical studies of breast cancer prognosis. These studies offer a variety of data sets publicly available from the GEO database with existing prognostic markers, often made of gene expression signatures. The high prevalence of breast cancer and the availability of several prognostic indexes for essentially the same task drove our choice on those examples but our conclusions are aimed to be applicable to any evaluation of risk groups from prognostic indexes and survival data. In particular, the supplementary materials present similar results with additional prognosis models for breast cancer, and further results on colon and ovarian cancers.

We consider in particular the so-called Gene76 and Gene70 gene expression signatures, related to MammaPrint [5, 3]. MammaPrint is a test sold to assess the risk of metastasis in breast cancer. This test is built from the Gene70 model and the signature described in [5].

The Gene76 prognostic model is build from 76 genes to identify patients who developed distant metastasis within 5 years. All patients considered are node negative and untreated. The gene expression and survival data for this study form the Veridex (VDX) data set [3]: \( n = 344 \) samples, GEO accession numbers GSE2034 and GSE5327.

The Gene76 prognostic model has been further validated on an independent study conducted by the TRANSBIG (TBG) consortium. The TBG data set includes untreated patients with primary breast cancer and a node negative status [9]: \( n = 198 \) samples, GEO accession number GSE7390.

The data set UNT comes from a study investigating the links between histopathological grades and gene expressions [10]. To focus on comparable data sets, we consider only untreated patients from this study with a node negative status after removing samples also present in VDX or TBG: \( n = 84 \), GEO accession number GSE2990.

In all those studies, distant metastasis is used as end point and no information is available about possible competing risks. Gene expression data are measured on the Affymetrix HGU133a microarray platform. All data sets were summarized according to the MAS5.0 procedure and represented in \( \log_2 \) scale. Practical experiments were conducted using the R statistical language, including specific breast cancer prognostic models implemented in the genefu R package [11] from Bioconductor.

3. From risk scores to risk groups

Throughout this paper, we use the following notations. Given some survival data from \( n \) patients, \( t_i \) denotes the time at which patient \( i \) experienced the event (for example, a distant metastasis) or the time at which he was censored. The binary variable \( \delta_i \) takes value 1 if the patient experienced the event, 0 otherwise. For each patient \( i \), we consider a risk score \( r_i \) and a risk group \( g_i \), as detailed below.
A common prognostic score is defined by the Nottingham prognostic index (NPI) for primary breast cancer [1]. It is formally defined as follows:

\[
NPI = S \times 0.2 + G + N
\]

where

- \( S \) is the tumor size in centimeters,
- \( G \) represents the tumor grade from 1 to 3 (good, moderate or poor),
- \( N \) has a value of 1, 2, or 3 according to the number of lymph nodes involved: 0, 1 to 3, or more than 3, respectively.

The NPI defines a continuous score from 3 histo-pathological predictors \( S, G \) and \( N \). A higher score corresponds to a patient predicted to be at higher risk. Such index is commonly associated to cut-off values on the scores to cluster patients into different risk groups:

- **Good prognosis**: \( NPI < 3.4 \)
- **Moderate prognosis**: \( 3.4 \leq NPI < 5.4 \)
- **Poor prognosis**: \( NPI \geq 5.4 \)

The NPI is a simple linear model aggregating the prognostic influence of several covariates. More generally, such model defines a risk score \( r_i \), for the patient \( i \), as \( r_i = \mathbf{w}^\top \mathbf{x} \), where \( \mathbf{x} \) is the vector of covariates (or predictors) and \( \mathbf{w} \) a weight vector\(^1\). The same formula applies to alternative prognostic indexes for which \( \mathbf{x} \) is made of gene expression values forming a gene signature, possibly incorporated in a generalized linear model such as a logistic regression or a Cox proportional hazards model [6].

High versus low risk groups of patients directly follow from the definition of a cut-off \( \theta \) on the risk scores. Specifically, the risk score \( r_i \) of patient \( i \) is continuous while his risk group is defined through the binary variable \( g_i \) either as 0 (low risk) or 1 (high risk).

\[
g_i = \begin{cases} 
0 & \text{if } r_i < \theta \\
1 & \text{if } r_i \geq \theta 
\end{cases}
\]

We note that our first example, NPI, actually defines 2 cut-offs and 3 risk groups but, for the sake of our analysis, one can focus initially on the first cut-off value (3.4) to distinguish between low risk (good prognosis) and high risk (moderate or poor prognosis) patients. Generalization to more than 2 risk groups is discussed in section 7.

To illustrate the influence of the cut-off choice, we consider the Gene76 prognostic index on the VDX dataset. This index first partitions the patients depending on their estrogen receptor status, being either positive or negative. For each status, the risk score is defined through a specific combination of univariate Cox models. Figure 1 reports the Kaplan-Meier curves for the 2 risk groups as defined by this model and its original cut-off. The specific details on how this original cut-off was chosen are further discussed in section 8. We focus here on the impact of this choice versus possible alternatives. Kaplan-Meier curves present the proportion of patients still at risk (i.e. without having experienced the event) along the follow-up time (expressed here in years). Crosses on the curves represent censored data. There is one curve for each risk group with the corresponding number of patients in each group being reported below the x-axis. Informally speaking, the more separated the 2 curves, the better the prognostic index and its underlying predictors as prognostic markers. To evaluate such a difference, the hazard ratio (HR) is commonly considered, together with its 95% confidence interval and a p-value of a statistical test assessing whether HR significantly differs from 1.

The formal definition of the hazard ratio is detailed in section 4. At this point, one can simply state that the higher the HR the better. In this regard, Gene76 looks to be a good prognostic index, as evaluated on the VDX dataset, since its HR is

\(^1\)In the particular case of NPI, \( \mathbf{w}^\top = [0.2 \hspace{2mm} 1 \hspace{2mm} 1] \).
Figure 1. Risk groups on the VDX dataset with the original Gene76 cut-off.

Figure 2. Risk groups on the VDX data set defined by the Gene76 model with alternative cut-offs.

high (6.18), with a 95% confidence interval = [3.53, 10.80] and a very small p-value. Yet, this would need to be confirmed on additional samples independently from those used to estimate this model, as further discussed in section 8.

We focus here on a different issue. Alternative cut-off choices are possible and could lead to strongly different HR evaluation. The figure 2 presents the survival curves of the high and low risk groups from the same Gene76 model evaluated on the same dataset (VDX) but with alternative cut-offs.

Changing the cut-offs logically affects the number of patients in the low versus high risk groups but it also largely modifies the HR values. In particular, a HR value larger than 9 is reported in figures 2(a) and 2(c), which is much higher than the original HR. In the first case, the number of patients in the low risk group has been decreased (from 133 to 82 at time 0). In the latter case, nearly all patients (341 out of 344 at time 0) now belong to the low risk group, which forms a
particularly imbalanced splitting between risk groups. Such observations tend to show that an appropriate cut-off choice is critical. Before revisiting this question, we argue in section 4 why assessing risk group prediction through a group hazard ratio is problematic.

The results presented in figure 2 will be used as running examples throughout this paper. Similar results are presented in the supplementary material with additional prognostic models of breast cancer and further results on colon and ovarian cancers.

4. Group Hazard Ratio

The group hazard ratio (HR) evaluates the difference between survival curves computed by a Cox proportional hazards model. It represents the increase in the risk of event between the low and high risk groups. When used to evaluate risk groups, the hazard ratio is computed with a Cox model using the binary group variable \( g_i \) as single covariate. The hazard function \( h_i(t) \) for a patient \( i \) is then written as:

\[
h_i(t) = h_0(t) \exp(\beta g_i)
\]

Since \( g_i \) equals 0 for the patients in the low risk group, \( h_0(t) \) is the hazard function for the patients of this group, while the multiplicative factor \( \exp(\beta) \) applies to the high risk group.

\[
h_i(t) = \begin{cases} 
  h_0(t) & \text{if } g_i = 0 \\
  h_0(t) \exp(\beta) & \text{if } g_i = 1
\end{cases}
\]

Consequently, this multiplicative factor is precisely the hazard ratio between both groups: \( HR = \exp(\beta) \). The higher the hazard ratio, the higher the difference between the two hazard functions and thus between the survival curves.

As illustrated in figure 2, a specific cut-off choice on the risk scores may largely influence the proportion of samples in each risk groups and the resulting HR values. Figure 3 generalizes this analysis by reporting the HR values (along the left y-axis) obtained for all possible cut-offs defining a proportion of samples in the low risk group varying from 0% to 100% (along the x-axis). Results presented in figure 2 correspond to 3 specific cut-offs, hence 3 specific points on this HR curve, illustrated by black, red and green dots respectively while the original Gene76 cut-off is represented with a dashed line. The HR value can clearly be artificially increased by considering extremely unbalanced risk groups, which would nevertheless be uninformative from a prognostic point of view. The problem is even more serious since this HR (plain) curve exhibits many local optima and is far from being smooth. In other words, marginal changes in the relative proportions between risk groups may drastically affect the observed hazard ratio while potentially modifying, positively or negatively, the estimated quality of the predictors used as prognostic markers. Finally, due to those fluctuations, the evolution of the HR values are inconsistent with the associated p-values (dashed orange line, \( -\log \) scale along the right y-axis). Hence risk groups maximizing the HR value (e.g. the green dot) is largely different those minimizing the associated p-values (e.g., the red dot).

All the above results illustrate that using the hazard ratio to assess the quality of prognostic markers to discriminate between risk groups is highly questionable.

We stress that the issues raised here directly follow from the use of a discrete indicator variable \( g_i \) in the definition (4) of the group hazards. Another classical definition of HR considers a continuous risk score \( r_i \) instead of the discrete (and here binary) \( g_i \). In the continuous case, let us assume for example \( HR = 2 \) while comparing the risk scores \( r_i > r_j \) associated to patients \( i \) and \( j \) still at risk. Such a HR value would mean that the probability of experiencing the event is twice as large for patient \( i \). This is a perfectly sound use of the HR measure to assess the relevance of risk scores. The problems raised above appear whenever cut-offs are chosen on those scores and discrete groups are defined accordingly. Such
discretization needs however to be considered as it is routinely used by clinicians to decide whether a specific treatment should be given to a patient. Such decision is indeed often based on the assignment of the patient to a particular risk group. We introduce in section 6 a novel performance metric, called the balanced hazard ratio, which fixes those issues while keeping an interpretation similar to the original hazard ratio. In the meantime, we revisit alternative performance metrics defined in the literature.

5. Alternative performance metrics

Several performance metrics have been proposed in the literature to evaluate risk group prediction models. We briefly review here some popular metrics including the concordance index, the logrank test, the SEP and the pair sensitivity and specificity.

5.1. Concordance index

The concordance index (C-index) measures to which extent the risk groups are concordant with the time to event, that is whether the patients in the high risk group actually experience the event before the patients in the low risk group [7].

The C-index specifically relies on the notion of comparable pairs. A pair of patients \( \{i, j\} \) is comparable if patient \( i \) experiences the event while the patient \( j \) is still at risk (not censored and not having experienced the event) at time \( t_i \).
two patients $i$ and $j$ must also be in different risk groups. Such comparable pair is concordant if the patient $i$, experiencing the event earlier, belongs to the high risk group. The C-index lies between 0 and 1 as it estimates the probability for a comparable pair of patients to be concordant. This estimate is the number of concordant comparable pairs divided by the number of comparable pairs:

$$C-\text{Index} = \frac{\sum_{i,j} 1\{g_i > g_j\}}{|\{i,j\} | g_i \neq g_j, \delta_i = 1, t_i < t_j|}$$

(5)

### 5.2. Logrank test

The logrank is the statistics of a test to assess whether there is a significant survival difference between risk groups [12]. The null hypothesis of such a test assumes no survival difference across groups. The logrank measures differences during the follow-up in number of events between what is observed in a group and what is expected under the null hypothesis. A high logrank implies that there is higher than expected rate of events in the high risk group and more evidence against the null hypothesis.

The logrank statistics is a sum of hypergeometric random variables (one variable for each time step $t$) which approximately follows a normal distribution, from which a p-value can be easily computed.

### 5.3. SEP

The SEP metric compares the risk of each risk groups with the risk of the entire population. SEP is a weighted geometric mean of the absolute relative risks between the risk groups and the global population [13].

$$SEP = \exp \left( \sum_k \frac{n_k}{n} |\beta_k| \right)$$

(6)

where $n_k$ is the number of patients in the $k^{th}$ risk group, and $\beta_k$ is the log hazard ratio between the $k^{th}$ risk group and the whole population.

### 5.4. Sensitivity and specificity

The sensitivity/specificity is the proportion of positive/negative samples identified as such by a model. In the survival context, the sensitivity $SE(t)$ at time $t$ is the proportion of positive patients, i.e. classified in the high risk group, among those patients experiencing the event before time $t$. The specificity $SP(t)$ at time $t$ is the proportion of negative patients, i.e. classified in the low risk group, among those patients still at risk just after time $t$.

$$SE(t) = \frac{\sum_{i|t_i \leq t, \delta_i = 1} g_i}{\sum_{i|t_i \leq t, \delta_i = 1} 1} \quad SP(t) = \frac{\sum_{i|t_i > t} (1 - g_i)}{\sum_{i|t_i > t} 1}$$

(7)

The above measures are defined for a specific time index $t$ as a consequence of the fact that risk groups evolve through time since some patients are censored and some experience the event. The sensitivity/specificity trade-off could thus be reported as a curve evolving through the time of follow up. A common alternative is to fix a specific time of interest. For instance, in the context of breast cancer prognosis, $t = 5$ years after treatment is commonly accepted as a critical value from a clinical viewpoint.

To summarize the specificity/sensitivity in a single measure, it is convenient to define the balanced classification rate (BCR) as the arithmetic average between both $BCR(t) = \frac{SE(t) + SP(t)}{2}$.

BCR values lies between 0 and 1. A perfect prognostic index would have a BCR of 1. Uniform random guessing between risk groups has an expected BCR of 0.5 while a lower BCR would correspond to an even worse prognosis (e.g. inverting risk groups). We note that, unlike classification accuracy, BCR is insensitive to the group relative proportions, hence the
name balanced. Unlike ROC analysis, BCR also trivially generalizes to more than 2 risk groups, simply as the arithmetic average between classification rates in each group.

5.5. Discussion

We study the relative behaviors of the various performance metrics on our running example. Figure 4 further extends figure 3 by reporting the four metrics under study after rescaling all of them between 0 and 1 to ease the comparison (BCR is reported at 5 years after treatment, for all possible risk score cut-offs).

We note that the C-index behaves very similarly to the hazard ratio: one can trivially optimize them while considering artificially unbalanced groups, they both exhibit many local optima and sharp fluctuations for marginally different group proportions. In contrast, the logrank test, the SEP and the BCR look more appropriate as they offer quite smoother curves with a similar global optimum observed for more balanced groups. We note that this optimum is data dependent and needs not correspond exactly to a 50%/50% balance between groups. Yet those measures are not fully satisfactory either. The logrank statistics is a sum of hypergeometric random variables which does not offer an easy interpretation in terms of survival times differences between risk groups, unlike the hazard ratio and the C-index. Yet, actual survival times are key features for the patients and for choosing appropriate treatments.

The SEP metric offers a more direct interpretation than the logrank and provides an estimate of the degree of separation of the different risk groups. Both metrics behave very similarly but also share a common disadvantage: they are insensitive to the ordering of the risk groups. In other words, those values are unchanged after inverting risk groups and wrongly assigning the patients with a lower risk score to the higher risk group. This problem becomes even more serious with more than 2 risk groups (see section 7).

As for the BCR, it is not a distance measure between survival curves but rather a balanced measure of classification rates in each group. It also depends on a critical time value (here chosen at 5 years after treatment) which is somewhat arbitrary and moreover largely dependent on the pathology under study. Finally, specificity/sensitivity measures are not perfectly suited to censored data because they simply ignore the patients who did not experience the event and have been censored before the critical time considered.

Section 6 introduces a novel performance metric to address those issues.

6. Balanced Hazard Ratio

The balanced hazard ratio (BHR) computes the hazard ratio between three curves: the survival curves of the high and low risk groups (as for HR) and a third global survival curve over all patients (we present a generalization to more than 2 risk groups in section 7). Each sample is now considered as a member of 2 groups: its actual risk group ($g_i = -1$, for low risk, or $g_i = 1$, for high risk) and the global risk group ($g_i = 0$) for all patients. Such a global risk group represents the hazard (or survival time) over the whole population of patients and one measures now how much each specific risk group departs from the global curve. Figure 5 illustrates those survival curves on our running example with the 3 different proportions between risk groups considered so far.

The hazard function is now defined over those 3 groups:

$$h_i(t) = h_0(t) \exp(\beta g_i), \text{ with } g_i = -1, 0, \text{ or } 1$$

(8)

The quantity $h_0(t)$ represents here the hazard of the whole population, $h_0(t) / \exp(\beta)$ the hazard of the low risk group and $h_0(t) \exp(\beta)$ the hazard of the high risk group. The balanced hazard ratio, $BHR = \exp(\beta)$ is simply the multiplicative factor to get the hazard of the high risk from the global hazard or from the low risk to the global one.
Yet, according to the BHR formulation, whenever the vast majority of patients are artificially considered in one group, the difference between the global survival and the survival of this group will be small (see, for example, Fig. 5(a) and Fig. 5(c)). As such, the BHR penalized extremely unbalanced risk groups without forcing risk groups to be of equal size. The consideration of the global survival curve also has a smoothing effect on the BHR because a change in survival times for one specific group only affects the hazard ratio between this group and the global survival curve.

Figure 6 (a) further details our running example while reporting the BCR, logrank, HR and BHR (we left out the C-index and SEP for clarity as they behave like the HR and the logrank, respectively). The BHR exhibits a behavior similar to the BCR and the logrank while offering a natural interpretation in terms of survival differences between groups as the original HR. In particular, BHR is much smoother than HR, exhibits a data-dependent global optimum and penalizes artificially
unbalanced groups. Unlike the logrank and the SEP, the BHR is sensitive to the risk group ordering: inverting the risk groups would lead to a BHR value below 1 while $BHR$ tends to 1 when the survival differences between the risk groups tend to vanish.

The estimation $\hat{\beta}$ of the $\beta$ value from the balanced hazard ratio (see equation (8)) is computed through the maximization of a partial likelihood, similarly to the original HR [14]. For the BHR, the partial likelihood is slightly modified to include the global survival without duplicating the patients. The partial likelihood for the balanced hazard ratio (with the standard Breslow approximation for ties [15]) is:

$$L = \prod_{i=1}^{n} \left[ \frac{\exp(\beta g_i)}{\left( \sum_{j \in R(t_i)} \exp(\beta g_j) + 1 \right)^2} \right]^{\delta_i}, \text{ with } g_i = -1 \text{ or } 1$$  \hspace{1cm} (9)

The $\hat{\beta}$ value, which is a maximum likelihood estimate, has an asymptotically normal distribution. The variance of $\hat{\beta}$ is the inverse of the Fisher information [14] and can be estimated through the second derivative of the log-likelihood with respect to $\beta$:

$$\text{var}(\hat{\beta}) \approx -d^2\log L(\hat{\beta})\left|_{\hat{\beta}}\right. -1$$  \hspace{1cm} (10)

One can thus easily compute confidence intervals and use standard statistical tests (Wald, likelihood ratio, score test [15]) to assess to which extent the BHR significantly departs from 1.

Figure 6 (b) illustrates that the associated p-values are fully concordant with the BHR values: an increase of BHR goes along a decrease of the associated p-value (here plotted in $-\log$ scale). Those results drastically contrasts with those obtained for the original HR (see figure 3).

7. BHR generalized to more than two risk groups

The original balanced hazard ratio (see equation (8)) is formulated with 2 risk groups and an additional global group representing all patients. The BHR can be easily generalized to an arbitrary number of original risk groups. The $k$ original...
risk groups are assumed to be ordered from lower to higher risk and arbitrarily numbered $1, 3, \ldots, 2k - 1$. For each pair $(i, i + 2)$ of consecutive risk groups following this order, one additional risk group numbered $i + 1$ is considered gathering the patients of this pair of groups. In total, one considers $2k - 1$ (original and additional) risk groups. The hazard function is now defined as follows:

$$h_i(t) = h_0(t) \exp(\beta g_i), \text{ with } g_i \in [1 : 2k - 1]$$

(11)

The balanced hazard ratio, $BHR = \exp(\beta)$ is the multiplicative factor between the hazards of two consecutive groups $i$ and $i + 1$. This formula is equivalent\(^1\) to the original BHR definition whenever $k = 2$.

The SEP and BHR metrics are similar when restricted to 2 groups as they both compare the survival of each risk group to the global survival (yet only BHR is sensitive to the group ordering). When considering a larger and arbitrary number $k$ of groups, those metrics differ more strongly since the BHR introduces multiple new groups while SEP only compares the survival in each (arbitrarily ordered) risk group to the global survival.

The evaluation of the 3 risk groups defined by the original NPI index (see section 3) is now straightforward according to this new BHR definition. The BHR can also be extended to continuous risk scores. Indeed, the limit case consists in assigning one single patient to each risk group. Each risk group would then be representative of a specific risk score and those groups can be sorted accordingly. While this is a natural limit case, it does not offer specific advantages over the HR computed on those risk scores. The purpose of introducing the BHR is to address the problems of the original HR whenever continuous risk scores are discretized into risk groups, as discussed in section 4.

8. Cut-off choice and risk group prediction

A relevant cut-off value is necessary to define risk groups from continuous risk scores, as formalized in equation (2). The choice of a specific cut-off is not always clearly motivated in the literature and sometimes not even explicitly described.

\(^1\)up to an arbitrary shift in group numbering.
However, given its potentially critical effect on the estimated quality of a prognostic model and its associated prognostic markers, it looks important to use an appropriate methodology to fix cut-offs. For instance, the original cut-off associated to the Gene76 prognostic index [3] has been chosen to achieve 100% of sensitivity and the highest specificity on the training set (an undisclosed fraction of the VDX dataset). Whether such choice is really optimal for the accurate prognosis on independent samples requires an additional validation as detailed below. In any case, even on the VDX dataset from which the Gene76 model has been estimated, the dashed line on figure 6 illustrate that such cut-off is arguably sub-optimal. Besides, choosing among all possible cut-offs the one minimizing the associated p-value underestimates such p-value due to the multiplicity of the test [8].

The BHR measure offers a natural way to choose a relevant cut-off and the associated risk groups. One typically considers a training and a validation set. Such validation set can be made of independent samples from the same study or, preferably, from an independent study on the same medical question. Such a scheme can even be generalized to a cross-validation protocol or while using several independent resamplings from various related clinical studies. In any case, the training data should typically be used to estimate the parameters of a prognostic model (i.e. the identity of the prognostic markers and the way to combine their values in a single risk score) as well as the cut-off on the risk scores.

In particular, unless there is some prior knowledge on the relative size of each risk group, we recommend to choose the cut-off maximizing the BHR on the training set.

We illustrate the proposed methodology with the Gene76 model while changing its cut-off to maximize BHR on the VDX data from which it was originally estimated. We compare the predictive performances obtained on independent samples for various cut-off choices made on the training data. The BHR cut-off precisely corresponds on the training set (here the VDX data) to the risk group proportion defined by the red dot on figure 6. The original Gene76 cut-off is represented by the dashed line while the cut-off optimizing HR is represented by a green dot.
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**Figure 7.** Prognostic performances on an independent validation set (TBG and UNT datasets) according to various cut-off choices on the training (VDX): largest BHR (a), largest HR (b), and the original Gene76 cut-off (c).

Figure 7 illustrates the impact of those 3 cut-off choices on independent samples for breast cancer prognosis. Their predictive performances were assessed in terms of BCR, hazard ratio, balanced hazard ratio, C-index and logrank. We consider in particular the TBG [9] and UNT [10] clinical studies as an independent validation set.

Figure 7(a) reports the survival curves of the risk groups resulting from Gene76 with the cut-off optimizing BHR on the training. Such choice leads to the best validation results. In contrast, choosing the cut-off to optimize the HR on the training leads to artificially unbalanced groups both on the training and on the validation set (Figure 7(b)) and much degraded validation performances. Figure 7(c) reports the validation results of the Gene76 model using its original cut-off. Those results are sub-optimal as well and illustrate that the Gene76 model could be made more effective by our proposed methodology to define risk groups. In particular the original cut-off leads to lower BCR, BHR and logrank values, which...
are the 3 metrics not favoring artificially unbalanced risk groups.

The proposed methodology to fix a cut-off maximizing BHR on the training set is further validated with other prognosis models and other cancer studies in the supplementary materials. In all cases, those results illustrate the benefits on independent validation samples of considering BHR instead of HR for fixing those cut-off values. This methodology is also assessed on controlled experiments described in the next section.

9. Controlled experiments

The results presented in section 8 show that maximizing the BHR to choose a cut-off on risk scores is a good approach to optimize prognosis performances on new and independent samples. We further motivate this approach in controlled experiments for which an underlying threshold between risk groups is a priori fixed according to a prescribed proportion between a high or low risk profile. We assess in particular to which extent the proposed methodology is able to recover the appropriate proportions between risk groups and hence the underlying cut-off to be set on risk scores.

Synthetic data are generated for \( n \) patients separated into a low \( (g_i = -1) \) or high \( (g_i = 1) \) risk group according to prescribed proportions, \( \rho \) and \( 1 - \rho \) respectively. Survival data and risk scores \( (t_i, \delta_i, r_i) \) are randomly generated for each sample \( i \in [1, n] \). The time to event \( t_{ci} \) of patient \( i \) is drawn from a Weibull distribution and the censoring time \( t_{ci} \) is drawn from an exponential distribution:

\[
\begin{align*}
t_{ei} &\sim \text{Weibull}(\lambda_1 \exp(-\frac{\mu g_i}{2k}), k) \\
t_{ci} &\sim \text{Exp}(\lambda_2)
\end{align*}
\]

The scaling parameters \( \lambda_1 = 0.002 \) and \( \lambda_2 = 0.01 \) are fixed according to [16] from which these experiments are inspired. The shape parameter \( k \) varies in \( [0.5, 1.5] \) in our experiments. Patient \( i \) is censored \( (\delta_i = 0) \) if his censoring time \( t_{ci} \) occurs before the time to event \( t_{ei} \) and the time \( t_i \) is simply defined as the minimum between both times: \( t_i = \min(t_{ei}, t_{ci}) \). The true hazard ratio between groups can be directly controlled using this protocol since it is given by \( HR = \exp(\mu) \).

The risk score of a patient \( i \) is drawn from a Normal distribution centered on \( g_i \), -1 or 1, respectively for low or high risk group. The risk scores are then distributed according to a mixture of the two Normal distributions, according to the prescribed proportion \( \rho \) between risk groups: \( r_i \sim \rho N(-1, 0.5) + (1 - \rho) N(1, 0.5) \). The underlying threshold to be discovered is defined as the \( \rho \)-percentile of this distribution. We note that a perfect discrimination between risk groups could hardly be obtained since risk scores overlap across risk groups, as expected in a real scenario. Results are reported below over 500 independent runs of such controlled experiments.

Figure 8 reports the hazard ratio (HR) and balanced hazard ratio (BHR) computed while varying the cut-off used to define the risk groups. Results are reported here for two prescribed proportions \( \rho = 50\% \) or \( \rho = 80\% \) of the low risk profile but the same conclusions can be drawn from other \( \rho \) values. In particular, maximizing BHR leads to chose a cut-off on risk scores which, when averaged over 500 runs, corresponds to the correct underlying proportion between risk groups. In contrast, maximizing HR may lead to an inappropriate cut-off choice favoring strongly unbalanced groups.

Figure 9 offers a closer look at the distribution over these 500 runs of the proportions between risk groups for which BHR, respectively HR, is maximum. The true proportion \( \rho \) in the low risk group was here fixed to 80\%. The maximal BHR is clearly more concentrated around the true underlying proportion while the maximum HR distribution is much more dispersed and skewed towards an excessively large value.

Figure 10 generalizes the above analysis while changing the shape parameter \( k \) of the Weibull distribution used to generate the survival data. It illustrates that selecting a cut-off value while maximizing HR would be even more inappropriate as \( k \) is increased to 1.5 (see, in particular, Figure 10 (b)). In contrast, maximizing BHR remains an
Figure 8. Evolution of HR and BHR, averaged over 500 runs, while varying the proportions in each risk group through adjusting the cut-off on risk scores. The experiments are conducted with \( n = 200 \) patients, the shape parameter \( k = 1 \) and the true group hazard ratio \( \exp(\mu) = 3 \). The true proportion \( \rho \) of patients in the low risk group was set to 50% (Figure 8 (a)) or 80% (Figure 8 (b)).

Figure 9. Distribution over 500 runs of the low risk group proportion for which BHR (a)) respectively HR (b), is maximum. The experiments are conducted with \( n = 200 \) patients, the shape parameter \( k = 1 \) and the true group hazard ratio \( \exp(\mu) = 3 \). The true underlying proportion of patients in the low risk group was set to 80%.

appropriate methodology across various shape values.

Our final experiments is considering a true group hazard ratio \( \exp(\mu) \) equal to 1. In other words, the data is generated such that there is actually no survival differences between both groups. Figure 11 reports the averaged BHR and HR values over 500 runs while changing the cut-off on risk scores. The flat BHR curve illustrates that no specific cut-off should be chosen here and hence all patients should be assigned to a common risk group. In contrast, when maximizing HR, a dichotomization into highly unbalanced groups is again promoted.
Figure 10. Evolution of HR and BHR, averaged over 500 runs, while varying the proportions in each risk group through adjusting the cut-off on risk scores. The experiments are conducted with \( n = 200 \) patients, the true proportion \( \rho = 0.8 \) in the low risk group and the true group hazard ratio \( \exp(\mu) = 3 \). The shape parameter \( k \) of the Weibull distribution was set to 0.5 (a) or 1.5 (b).

Figure 11. Evolution of HR and BHR, averaged over 500 runs, while varying the proportions in each risk group through adjusting the cut-off on risk scores. The experiments are conducted with \( n = 200 \) patients, \( \rho = 0.5 \) and a true group hazard ratio \( \exp(\mu) \) equal to 1 (no survival difference between groups). The shape parameter \( k \) of the Weibull distribution was set to 1 (a) or 1.5 (b).

10. Conclusion and perspectives

Properly assessing risk group prediction from survival data is essential to analyze the relevance of candidate prognosis markers. We show here that the group hazard ratio (HR) and the concordance index, often used in such a context, can be inappropriately optimized by considering artificially unbalanced risk groups. They also exhibit many local optima and
non smooth behaviors which make their evaluation highly sensitive to small fluctuations. Alternative existing metrics include the logrank statistics, the SEP metric and the average between sensitivity and specificity, also called BCR. While the logrank is harder to interpret in terms of survival differences between risk groups, the BCR is not fully adequate to censored data and relies on an additional critical timepoint that is highly dependent on the pathology. Moreover, the logrank and the SEP are insensitive to a specific ordering of the risk groups. They measure survival differences between risk groups but not the orientation of those differences.

We introduce here the balanced hazard ratio (BHR) which has a similar interpretation as the original HR, arguably the most common metric used by clinicians and bio-statisticians to assess risk groups. The BHR penalizes extremely unbalanced risk groups and, more generally, offers a smoother profile with a natural optimum. Its value is much less influenced by marginal changes in the proportions between risk groups and its behaves consistently with its associated p-value.

We further show how the BHR may be generalized to an arbitrary number of risk groups and how it can be used to choose an appropriate cut-off on risk scores to define risk groups. Such a methodology is both simple computationally and is shown to be sound in controlled experiments as well as real clinical studies.

Our future work includes the design of estimation algorithms for prognosis models optimizing BHR directly. Currently, Cox hazards models are typically estimated to optimize the partial likelihood on the training data. It looks preferable to fit parameters optimizing directly the final performance metric of the prognostic model. We have shown here that optimizing the group hazard ratio would be largely inappropriate. Fitting a model to optimize the BHR instead looks to be a promising alternative.

The balanced hazard ratio could also be extended to competing risks. Competing risks are modeled either through cause-specific hazards [17] or cumulative incidence functions [18]. The other causes of events are dealt with in such models either through censoring or as events occurring at an infinite time. Similarly to our proposal, a third global risk group could be introduced in these models to penalize extremely unbalanced risk groups.
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