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1. Introduction

The environmental adaptation means adjustments in natural and human systems in response to actual or expected changes in the environment in order to alleviate negative impacts of the changes (IPCC 2001). If the predicted tendency of global climate change is correct, then the adaptation will become an essential trend in economic development in coming decades.

The human society can **mitigate** negative changes in the environment or **adapt** to the changes.

The Intergovernmental Panel on Climate Change emphasizes this choice in its Third Assessment Report (IPCC 2001) with separate documents for (1) Mitigation, and (2) Impacts, Vulnerability, and Adaptation. The first option, **mitigation** (actions to reduce emissions or increase carbon sinks), is expensive and provides no guarantee of success. New scientific results (e.g., Shakhova et al (2010) on Arctic methane venting) display the inadequateness of our current knowledge of the global climate change process. Also, there exist numerous political, cultural, and economic obstacles for mitigation actions as the 2009 UN Climate Change Conference in Copenhagen demonstrated. The second option, **adaptation**, is also expensive but practically feasible in many situations. The humans have always adapted. Adaptation to the environmental changes has been increasingly observed in preserving the economic well-being at different spatial and societal scales (Adger et al 2005). Much of this adaptation is triggered by past or current events but it is also anticipatory and based on some assessment of conditions in the future.

At the present time, the environmental adaptation possesses essential potential resources that should be used wisely. Proposals at the UNFCCC meeting in Bali in December 2007 suggested that a 2% levy on carbon trading could finance adaptation costs in developing regions (Hof et al
Thus, modeling of environmental adaptation strategies is of increasing importance for economic theory and management practice. The aggregated modeling of rational adaptation measures can improve our understanding of adaptation and help in determining optimal government policies on adaptation to climate changes. Fankhauser et al. (1999) point out several types of anticipatory adaptation policies that may be already studied, among them:

- Optimizing economic policies for earlier replacement of long-term weather-sensitive capital that will depreciate faster than initially anticipated.
- Revising long-term development plans such as coastal development or drought contingency plans to include climate change.

At present time, modeling of environmental adaptation is the subject of much fewer studies than mitigation modeling and is restricted solely to numeric simulation in the integrated assessment modeling framework (Hope et al. 1993; de Bruin, Dellink, and Agrawala 2009; de Bruin, Dellink, and Tol 2009; Bosello 2008; Bosello et al. 2010). In (Hope et al. 1993), adaptation is an exogenous variable in the PAGE model, so, no optimization analysis is possible. De Bruin, Dellink, and Agrawala (2009) and de Bruin, Dellink, and Tol (2009) consider aggregate adaptation expenditures as an endogenous flow variable of the DICE model and demonstrate that adaptation and mitigation are complements, adaptation is stronger in the short run, mitigation is stronger in the long run, and the adaptation is better for low environmental damages. Bosello (2008) considers aggregate adaptation expenditures as an endogenous stock variable of the RICE model and argues that the optimal mitigation starts earlier, adaptation is postponed, and mitigation is better for low damages. The most comprehensive research is (Bosello et al., 2010) that distinguishes three adaptation categories (anticipatory stock, reactive flow, R&D stock) and solves a social planner problem in the AD-WITCH optimal growth model with the world split
into 12 regions. Their simulation results demonstrate that adaptation and mitigation are complements or imperfect substitutes, optimal mitigation should start earlier while adaptation is better in long run, and anticipatory adaptation is optimal for richer countries and some specific regions. One can see that the overall picture is conflicting and heavily depends in the choice of modeling tools. So, analytic modeling of environmental adaptation is an actual problem.

At the same time, relevant tools for analyzing global adaptation policies exist in the economic growth theory. Many authors (Gradus and Smulders 1993; Smulders and Gradus 1996; Stokey 1998; Elbasha and Roe 1996, Hallegatte 2009, and others) have studied how the optimal economic growth is affected by the environmental change and environmental policies. The negative impact of the environment in macroeconomic models is usually channeled through the utility function (a decreasing amenity value of the environment) or the production function (a decreasing productive value of the environment). Smulders and Gradus (1996) introduce a critical environmental quality at which the environment fails to act as a life-support system. Recent economic models with exhaustible resources (d'Autume and Shubert 2008) also assume that the exhaustible natural capital affects both the productivity and the amenity value. The choice of the environmental economic policy in macroeconomic models is usually represented by expenditures on mitigation measures (environmental abatement or clean-up). Models of optimal cleanup of hazardous wastes (see, Caputo and Wilen 1995) have been probably the first economic models with the negative impact of the environment on both production and utility functions. At the best of authors’ knowledge, there is no specific macroeconomic growth model (except for Bréchet, Hritonenko and Yatsenko 2010) that provides a qualitative theoretical analysis of the optimal choice of expenses into adaptation measures. In this paper, we identify and analyze rational strategies of adaptation in the general context of economic-environmental
growth. In the terms of (Bosello et al 2010), we are focusing on a planned anticipatory adaptation.

Modeling of rational adaptation policies as a part of global economic-environmental modeling has its own scope and essential specifics (Reilly and Schimmelpfennig 2000, Smit et al 2000, Callaway 2004, Kahn 2003, and others). Namely, the scope of adaptation measures is restricted to the compensation of various negative consequences of climate change, in particular, of the average temperature increase. The spectrum of adaptation measures is wide and can be classified in accordance with negative changes into two categories:

(a) The adaptation that compensates a decrease of the environmental amenity value.

(b) The adaptation measures that compensate a decrease of the productivity.

Our specific motivation is to see whether the negative environmental changes can create certain adaptation-related economic advantages. Such a point of view exists in economic-environmental literature. In particular, Fankhauser et al (1999) emphasize the importance of capital modernization in adaptation and argue that:

- In the majority of cases, adaptation will probably involve the replacement of one type of capital by other.

- Climate changes will require increased flexibility and robustness of new capital, increase capital turn-over, and shorten the economic lifetime of capital.

In this paper we accentuate the role of modernization in adaptation policies and introduce a separate category of modernization-related adaptation inside the category (b) using a vintage capital approach. To keep analytic complexity reasonable, we restrict ourselves to comparative static analysis and use the vintage capital model with exponential technological change, in which modernization is implemented through installing new capital vintages and scrapping obsolete
vintages. We focus on long-run interior steady-state solutions of the formulated optimization problem.

The rest of the paper is as follows. In Section 2, we justify and formulate the central planner problem for a closed economy in which a negative environmental impact on consumer utility and economic productivity can be compensated by the environmental adaptation. Section 3 describes a balanced growth regime in the benchmark problem with no environmental change and adaptation. Section 4 analyzes the optimal balance among investment, consumption, and different categories of adaptation expenses and interprets the obtained results. Section 5 concludes. Some proofs are provided in Appendix.

2. Model

To construct a model of environmental adaptation, we start with a basic model of macroeconomic growth (Barro and Sala-i-Martin 2003) and develop it by including an environmental state variable and several adaptation expenses as decision variables. Namely, we assume that the social planner maximizes the utility of identical consumers as the following intertemporal optimization problem:

$$\max_{\ell, h, a_1} \int_{0}^{\infty} e^{-\rho t} u(c(t), h(t), a_1(t)) dt,$$

(1)

where $\rho$ is the discount rate, $h$ is an environmental hazard parameter, $a_1$ is the investment into the environmental amenity adaptation, and the utility function $u(c, h, a_1)$ decreases in $h$ and increases in $a_1$. The consumption $c$ is

$$c(t) = y(t) - h(t) - a_1(t) - a_2(t) - a_3(t),$$

(2)
where \( y \) is the production output, \( i \) is the capital investment, \( a_2 \) is the investment into the productivity-related adaptation that uniformly impacts all capital in service, and \( a_3 \) is the investment into modernization-related adaptation that affects only the newly created capital. The abatement activities \( a_1, a_2, \) and \( a_3 \) are flows as in (Gradus and Smulders, 1993; Vellinga, 1999).

In order to illustrate the variety of adaptation activities, let us consider the following example\(^3\) of negative environmental impact: the water temperature in lakes and rivers will increase with the global temperature increase. It will create an amenity problem for consumers (at least, in warmer climate zones) and decrease the efficiency of nuclear power stations that use cold water for cooling down. Then the three categories of adaptation activities are: \( a_1 \) - cooling the water for consumers (using additional equipment inside households), \( a_2 \) - cooling the lake and river water on an industrial scale to offset the decreasing efficiency of existing power stations, and \( a_3 \) - design and construction of new more advanced power stations that will work efficiently using warmer water for cooling down.

*Adaptation through modernization.* Following the macroeconomic growth theory, a standard approach would be to describe the product output by a neoclassical production function with homogeneous capital and labor. In this paper, we would like to find out whether the environmental hazard creates economic incentives for intensified capital modernization (adaptation through modernization). To describe the adaptation through capital modernization, we depart from homogeneous capital and assume that the efficiency of different capital units depends on the time of their construction and the modernization effort is applied to the newest capital only (Boucekkine et al 2005). In doing so, we neglect the time-to-build effects and

\(^3\) The authors are grateful to Professor Thierry Bréchet for providing this insightful example.
assume that the instant of capital construction is the same as the time of its installation and only the new capital units can be installed to replace the oldest capital units. It leads us to the traditional Solow-type vintage capital models (Solow et al 1966, Boucekkine et al 1998, Hritonenko and Yatsenko 1996, 1999, 2008). Specifically, we describe the product output $y$ by the following vintage model

$$y(t) = \int_{t - T(t)}^{t} f(h(t), a_z(t), a_i(\tau))k(\tau)d\tau$$

(4)

with embodied technological change and Leontief technology. In (4), the specific capital efficiency $f$ of the capital vintage $\tau$ at time $t$, $\tau \leq t$, depends on the hazard parameter $h(t)$, the investment $a_z(t)$ into the efficiency of all capital vintages, and the vintage-specific investment $a_i(\tau)$. The endogenous decision variable $T(t)$ is the lifetime of the capital vintages scrapped at time $t$. One of our goals is to establish how the climate change and subsequent adaptation impact the capital lifetime $T$.

**Remark.** Fankhauser and Tol (2005) describe the output $y$ by a neoclassical production function and assume that the deterioration coefficient of a homogeneous capital $K$ increases in the hazard parameter $h$. In this paper, we do not consider the physical depreciation of capital as a major reason for its replacement. We would like to find out whether the environmental hazard creates an economic need for intensified capital modernization (adaptation through modernization).

The Leontief technology means that the efficiency $f$ does not depend on the amount of labor used by the capital unit. Following macroeconomic vintage models (Solow et al 1966, Boucekkine et al 1998, 2005), we assume that the labor used to produce the output $y$ is

$$\int_{t - T(t)}^{t} e^{-\gamma T(\tau)}d\tau = 1.$$

(5)
Equation (5) includes the exponential labor-saving technical progress with the rate $\gamma>0$ that makes newer capital vintages less labor-consuming. In (5), the total labor is normalized to unity, which means that all variables $y$, $c$, $i$, $a_1$, $a_2$, and $a_3$ are per capita (Barro and Sala-i-Martin, 2003). In our model, the investments $a_1$, $a_2$, and $a_3$ must be per capita because they affect relative changes of the utility function and the productive function. Otherwise, the problem will have a strong scale effect in the sense that a more populated economy will be able to implement more adaptation measures. This effect is not supported by economic reality if we compare the adaptation efficiency in such countries as, for example, Denmark and India.

**The environmental impact on amenity and productivity.** Let us clarify the impact of the environment on the utility (1). Some authors (Gradus and Smulders 1993; Stokey 1998; Byrne 1997) choose the environment-dependent utility function to be additively separable with respect to the consumption and environmental hazard. We choose the following utility function

$$u(c, h, 0) = u_0(c)(1 - v(h)), \quad (6)$$

in (1) in the absence of adaptation, where the given function $v(h)$ describes the relative (rate) decrease of the amenity value of the economy due to the environmental hazard $h$ caused by climate change. The justification of the relationship (6) follows from the fact that an increasing consumption cannot offset the environmental damage after its certain critical level (see Smulders and Gradus 1996). With respect to the consumption $c$, we choose the CES utility function

$$u_0(c) = c^{1-\sigma}/(1-\sigma), \quad 0<\sigma<1, \quad (7)$$

commonly used in related economic-environmental research (Smulders and Gradus 1996, Stokey 1998). We shall notice that the chosen utility specification (6)-(7) implies that the hazards
decrease the level of utility from consumption of all goods without affecting consumers’ preferences. In doing so, we avoid the tough question of what kind of environmental damages impact the preference ordering. The dependence of (6) on the third parameter (described in (9) below) allows for a theoretic analysis of various adaptation strategies.

In economic-environmental modeling, the environmental hazard \( h \) is usually represented by the level of pollution (e.g., greenhouse gases) or the global average temperature. The amenity value decrease has been thoroughly estimated for specific hazards. In particular, such estimate for the global impact of carbon dioxide emissions is based on the “social cost of carbon”, which is the marginal value of the damage done by an additional ton of CO\(_2\) in atmosphere converted to emitting one ton of CO\(_2\) at certain time (Pearce 2003). We assume that \( h(h) \) monotonically increases with time from an initial value \( h(0)=h_0 \) to \( h_1>h_0 \). The initial value \( h(0) \) corresponds to the current state of the economy, so we set \( \nu_1(h_0)=0 \) without loss of generality. As in (Adger et al 2005, Boyce 2002, and IPCC 2001) we assume that the environment change will not lead to an economic collapse, so it is reasonable to take \( \nu_1(h_1)<1 \). The collapse case corresponds to \( \nu_1(h_1)=1 \).

Similarly to (6), we describe the impact of the environmental hazard \( h \) on the vintage productivity \( f(h,0,0) \) (in the absence of adaptation \( a_2 \) and \( a_3 \)) as

\[
f(h,0,0) = b(1 - \nu_2(h)),
\]

where the increasing function \( \nu_2(h) \), \( 0=\nu_2(h_0)<\nu_2(h)<1 \), describes the relative productivity decrease because of the environmental hazard \( h \), and \( b \) is a fixed productivity parameter. Conceptually, the productivity decrease is much easier to estimate than the amenity decrease in (6).
Adaptation versus induced technological change. A major novelty of the problem under study is that the negative environmental impact can be reduced by the investments \( a_1, a_2 \) and \( a_3 \) into adaptation. In the output equation (4), an increase of the productivity (4) caused by investments \( a_2 \) and \( a_3 \) can also describe the induced output-augmenting technological change (disembodied with respect to \( a_2 \) and embodied in \( a_3 \)). A similar concern can be made about the impact of the amenity adaptation expense \( a_1 \) on the utility (1). We do not want to mix the investments \( a_2 \) and \( a_3 \) with the induced technological change and introduce the following adaptation specifications:

\[
\varphi_c(c, h, a_i) = \varphi_c(1 - \nu_i(h)\varphi_i(a_i)) \quad \varphi(0) = 1, \quad i = 1, 2, 3, \quad (9)
\]

\[
f(h(t), a_2(t), a_3(\tau)) = b \left( -\nu_2(h(t))\varphi_2(a_2(t))\varphi_3(a_3(\tau)) \right) \quad (10)
\]

Here, \( \varphi_1(a_1), \varphi_2(a_2), \varphi_3(a_3) \) represent compensation abilities of adaption (the adaptation efficiency functions) that monotonically decrease from 1 to zero when the corresponding adaptation expense \( a_i \) increases, \( i = 1, 2, 3 \). Formulas (9) and (10) restrict the scope of the decision variables \( a_1, a_2 \) and \( a_3 \) to compensating (minimizing) the negative environmental impact of the hazard parameter \( h \). Despite their relative simplicity, specifications (9)-(10) capture major qualitative features of adaptation investments.

Summarizing the above formulas (1)-(10), the optimization problem under study is:

\[
\max \int_0^\infty \sigma^{\alpha-\sigma}(t) \left( 1 - \frac{\nu(h(t))\varphi_i(a_i(t))}{1-\sigma} \right) dt, \quad (11)
\]

\[
\alpha(t) = \gamma(t) - \dot{h}(t) - a_1(t) - a_2(t) - a_3(t), \quad (12)
\]

\[
\gamma(t) = b \int_{t-T(t)}^t \nu_2(h(t))\varphi_2(a_2(t))\varphi_3(a_3(\tau)) d\tau, \quad (13)
\]
\[ \int_{t-T(\tau)} e^{-\tau} \kappa(\tau) d\tau = 1. \] (14)

Problem (11)-(14) includes four decision variables \( i, a_1, a_2 \) and \( a_3 \) and three dependent state variables \( y, c, T \), that satisfy the constraints

\[ \dot{h} \geq 0, \quad T'(t) \leq 1, \quad a_i(t) \geq 0, \quad a_i(0) \geq 0, \] (15)

and the initial conditions

\[ T(0) = T_0 > 0, \quad h(\tau) = h_0(\tau), \quad \tau \in [-T_0, 0], \] (16)

The first two inequalities (15) are standard in vintage capital models. The first one implies that the withdrawal of new (just invested) capital vintages is inefficient. The differential constraint \( T'(t) \leq 1 \) means that the vintage scrapping time \( t-T(t) \) does not decrease, i.e., removed obsolete vintages cannot be introduced again. The initial condition (16) describes the given profile \( h_0(\tau) \) of installed capital vintages at time \( t=0 \) over the given prehistory interval \([-T_0, 0]\).

The properties of the given functions are:

\[ \frac{dh}{dt} > 0, \quad h(0) = h_0 = 0, \quad h(t) \rightarrow h_1 \text{ at } t \rightarrow \infty \]

(the environmental hazard \( h(t) \) increases from the initial value \( h_0 \) to \( h_1 > h_0 \));

\[ \frac{\partial h}{\partial h} > 0 \text{ at } h_0 \leq h \leq h_1, \quad \nu_k(h_0) = 0, \quad h_k(h) < 1, \quad k=1,2 \]

(both the utility and productivity decrease but remain positive when the environmental hazard increases up to \( h_1 \));

\[ \frac{\partial \rho_i}{\partial a_l} < 0 \text{ at } 0 \leq a_l < \infty, \quad \varphi(0) = 1, \quad \varphi(a_l) > 0, \quad l=1,2,3 \] (17)

(the adaptation investments \( a_l \) partially compensate the negative impact of the environmental hazard in (9)-(10)).

3. Benchmark case: model without climate change and adaptation
Let us assume that the environmental hazard parameter $h$ stays the same, $h(t) = h_0$, then $v_1(h(t)) = v_2(h(t)) = 0$ and the optimization problem (11)-(16) is to find $c, i, y$, and $T$, such that

$$\max_{i} \int_0^\infty e^{\gamma t} \frac{c^i(t)}{1-\sigma} dt,$$

$$\alpha(h) = y(t) - \dot{\kappa} h,$$

$$y(t) = b \int_{L-T(t)} \dot{\kappa} d\tau,$$

$$\int_{L-T(t)} e^{-\gamma \tau} \dot{\kappa} d\tau = 1,$$

$$0 \leq \dot{\kappa} \leq y(t), \quad T(0) \geq 0, \quad T'(t) \leq 1, \quad t \in [0, \infty),$$

$$T(0) = T_0, \quad \dot{\kappa}(\tau) = \dot{\kappa}(\tau), \quad \tau \in [-T_0, 0].$$

The only decision variable of the problem (18)-(23) is $i \in L^\infty_{loc}(0, \infty)$ (the space of all measurable functions bounded on any finite interval from $[0, \infty)$), while $y$, $c$ and $T$ are the state variables. The **state** variable $T$ is uniquely determined from the initial problem

$$e^{-\gamma(t-T(h))} \dot{i} (t-T(t)) \cdot (1-T'(t)) = e^{-\gamma(t)} \dot{\kappa} h,$$

$$T(0) = T_0,$$

obtained after differentiating (21).

**Lemma 1** (necessary condition for an extremum). Let $(i, y, c, T)$ be a solution of the optimization problem (18)-(23), then

$$l_i(\dot{h}) = 0 \text{ at } 0 < \dot{h} < y(h), \quad l_i(\dot{h}) \leq 0 \text{ at } \dot{h} = 0, \quad l_i(\dot{h}) \geq 0 \text{ at } \dot{h} = y(h),$$

where

$$l_i'(\dot{h}) = \dot{\lambda}(\dot{h}) - b \int_{T(\dot{h})}^{T(1)} e^{\rho(\tau)} [1 - e^{-\gamma(\dot{h}T(\tau)-\tau)}] \dot{\lambda}(\tau) d\tau$$

and

$$\dot{\lambda}(\dot{h}) = -e^{-\sigma}(\dot{h})$$
is the dual variable for equality (19), and \((t - \bar{T}(t))^{-1}\) is the inverse of \(t - \bar{T}(t)\).

See Appendix for the proof.

As usually in models with endogenous scrapping of obsolete capital, the upper limit of integrals in (25) represents the unknown future lifetime of capital and is related to the unknown scrapping time \(t - \bar{T}(t)\) as its inverse. Second-order conditions for an extremum are more complicated and obtained for similar problems in (Hritonenko and Yatsenko 2008).

We focus on long-run interior steady-state solutions of the optimization problem, which may include equilibrium states and balanced growth paths. Following (Boucekkine \textit{et al} 1998; Hritonenko and Yatsenko 1996, 2008; and others), a \textit{balanced growth path (BGP)} of the vintage model (18)-(23) is a solution to the equations (19)-(21),(25), such that \(y(t), \dot{h}(t), \text{ and } \sigma(t)\) grow exponentially (not necessarily with the same rate) and the capital lifetime \(\bar{T}(t)\) is constant.

The unknown interior trajectory \((i, y, c, T)\), if it exists, is determined by the equality \(l/T = 0\) and (19)-(21). The decision variable \(i\) does not enter the optimality conditions (25) explicitly and is found from the state equation (21) under the known \(y\) and the initial conditions (23).

**Theorem 1.** For \(\gamma \gamma T = \rho + \gamma \sigma < b\), there exists an optimal BGP:

\[
y(t) = ye^{\gamma t}, \quad \dot{h}(t) = \dot{h}e^{\gamma t}, \quad \sigma(t) = \sigma e^{\gamma t}, \quad \bar{T}(t) = \text{const},
\]

\[
\bar{y} = \frac{b(1 - e^{-\gamma T})}{\gamma T}, \quad \bar{h} = \frac{1}{T}, \quad \bar{\sigma} = \bar{y} - \bar{h},
\]

and the constant optimal lifetime \(T > 0\) is a unique solution of the nonlinear equation

\[
\frac{1 - e^{-\gamma T}}{r} = \frac{e^{\gamma T} - e^{-\gamma T}}{r - \gamma} = \frac{1}{b}.
\]

See Appendix for the proof.
Following (Barro and Sala-i-Martin, 2003), we refer to $r = \rho + \gamma \sigma$ as the effective discount rate. Thus, the BGP exists and its growth rate is equal to the technological change rate $\gamma$. The optimal scrapping rule (30) has been thoroughly studied in vintage models of (Hritonenko and Yatsenko 1996, 2005, Boucekkine et al 1998). It has been shown that the value $T$ is smaller for a larger $\gamma$ at $\gamma < \rho \ll 1$; $T \to \infty$ as $\gamma \to 0$ and as $\rho \to b$. Moreover, if $\gamma < \rho < b$, then $T \approx \sqrt{2/(b \gamma)}$. Substituting the last formula into (29), we obtain that the consumption $c$ is positive at the conditions $\gamma \ll 1$ and $\gamma < 2b$, which cover all reasonable economic data.

4. Analysis of the model with adaptation

In this section, we analyze the model (11)-(16) with environmental impact and adaptation. To keep the complexity reasonable, we will continue comparative static analysis of the optimization problem (11)-(16). Our first question is to find out whether this problem has a BGP described by equalities (28) and

$$ a_1(t) = a_1 \theta^t, \quad a_2(t) = a_2 \theta^t, \quad a_3(t) = a_3 \theta^t. \quad (31) $$

A preliminary analysis shows that problem (11)-(16) may have a BGP (28),(31) if only if the adaptation efficiency functions depend on the levels $\bar{a}_i$ of controls $a_i(t)$ rather than on the controls themselves. So, to continue the comparative static analysis and make meaningful predictions, we need two assumptions:

- The environmental hazard parameter $h(t)$ increases up to the value $h_1$ in a relatively short time and stays in a small neighborhood of $h_1$ after.
- The specifications (17) of the adaptation efficiency functions are:
\[ \phi_i(a_i(t)) = \phi_i(\bar{a}_i), \]  

(32)

\[ \partial \phi_i / \partial \bar{a}_i < 0 \text{ at } 0 \leq \bar{a}_i < \infty, \quad \phi_i(a_i) = 1, \quad \phi_i(0) > 0, \quad k = 1, 2, 3. \]  

(33)

Assumptions (31)-(33) simply mean that the efficiency of adaptation changes in time with the same rate as the technological change. We would like to stress that further qualitative analysis of problem (11)-(16) is possible only under these natural assumptions.

At (31)-(33), the final statement of the optimization problem (11)-(16), (31) is to find functions \( i, y, c, T \) and constants \( \bar{a}_1, \bar{a}_2, \bar{a}_3 \), that deliver

\[ \max \int_0^\alpha \frac{\theta^{\sigma} c^{\sigma}(t)}{1- \sigma} (1 - \nu_i(h_i)\phi_i(\bar{a}_i))dt \]  

(34)

under

\[ \alpha(t) = y(t) - \dot{y}(t) - \bar{a}_1 \theta^d - \bar{a}_2 \theta^d - \bar{a}_3 \theta^d, \]  

(35)

\[ y(t) = d[1 - \nu_2(h_i)\phi_2(\bar{a}_2)\phi_3(\bar{a}_3)] \int_{L,T(t)} \dot{k}(\tau) d\tau, \]  

(36)

\[ \int_{L,T(t)} \theta^{\nu_T} \dot{k}(\tau) d\tau = 1, \]  

(37)

\[ \alpha(t) \geq 0, \quad \dot{\alpha}(t) \geq 0, \quad y(t) \geq 0, \quad \bar{a}_1 \geq 0, \quad \bar{a}_2 \geq 0, \quad \bar{a}_3 \geq 0, \quad T(t) \geq 0, \quad T'(t) \leq 1, \]  

(38)

\[ \bar{T}(0) = \bar{T}_0, \quad \dot{\bar{T}}(0) = \dot{\bar{T}}(\tau), \quad \tau \in [-\bar{T}_0, 0]. \]  

(39)

The extremum condition for this optimization problem is given by the following lemma.

**Lemma 2.** Let \((i, y, c, T, \bar{a}_1, \bar{a}_2, \bar{a}_3)\) be a solution of the problem (34)-(39), then the following inequalities hold:

\[ l_i \dot{\alpha}(t) \leq 0 \text{ at } \dot{\alpha}(t) = 0, \quad l_i \dot{y}(t) \geq 0 \text{ at } \alpha(t) = 0, \quad l_i \dot{\tau}(t) = 0 \text{ at } \dot{\tau}(t) > 0 \text{ and } \alpha(t) = 0, \]

\[ l_{\bar{a}_1}(t) \leq 0 \text{ at } \bar{a}_1 = 0, \quad l_{\bar{a}_1}(t) = 0 \text{ at } \bar{a}_1 > 0, \]

\[ l_{\bar{a}_2}(t) \leq 0 \text{ at } \bar{a}_2 = 0, \quad l_{\bar{a}_2}(t) = 0 \text{ at } \bar{a}_2 > 0, \]
By Lemma 2, an
To derive analytic expressions for
\( T \)
that satisfy conditions (32)-(33). The constants \( k_1, k_2, k_3 \) in (45) can be interpreted as the
adaptation efficiency parameters. According to (28) and (31), the BGP is
\[
\begin{align*}
\gamma(t) &= \bar{\gamma}e^d, \\
\dot{\gamma}(t) &= \bar{\dot{\gamma}}e^d, \\
\alpha(t) &= \bar{\alpha}e^d, \\
T(t) &= \text{const},
\end{align*}
\]
where the adaptation expenses are constant parts of the output.
By Lemma 2, an interior solution of the optimization problem (34)-(39),(46), if it exists, should satisfy the system of six nonlinear equations:
\[
\frac{1 - e^{-rT}}{r} - \frac{e^{-\gamma T} - e^{-rT}}{r - \gamma} = \frac{1}{b[1 - \nu_2(h_1)e^{-\gamma T} - \nu_3(h_2) - \nu_3(h_3)]}, \tag{47}
\]

\[
\hat{\gamma} = b[1 - \nu_2(h_1)e^{-\gamma T}] \frac{1 - e^{-\gamma T}}{\gamma T}, \quad \hat{T} = \frac{1}{T},
\tag{48}
\]

\[
\hat{c} = \hat{\gamma} - \hat{\eta} = a_1 - a_2 - a_3,
\tag{49}
\]

\[
e^{h_{a_1}} = \nu_1(h_1)\left(\frac{k_1c}{\sigma} + 1\right),
\tag{50}
\]

\[
k_1e^{-h_{a_1}} \nu_2(h_1) \frac{1 - e^{-\gamma T}}{\gamma T} = \frac{1}{b},
\tag{51}
\]

\[
k_2a_2^{-h_{a_2}} \nu_3(h_2) \frac{1 - e^{-\gamma T}}{\gamma T} = \frac{1}{b},
\tag{52}
\]

with respect to the positive level variables \(\hat{\gamma}, \hat{c}, \hat{T}\) and \(a_1, a_2, a_3\) and the constant lifetime \(T\).

Let us first introduce the solution \(\hat{\gamma}, \hat{\eta}, \hat{c}, \hat{T}\) of equations (47)-(49) at \(a_1=a_2=a_3=0\). It represents the optimal balanced growth in the case of climate change when the adaption is not possible. Analogously to Theorem 1, we can prove the following result.

**Lemma 3.** If

\[
\gamma < r < b[1 - \nu_2(h_1)]
\tag{53}
\]

and \(a_1=a_2=a_3=0\), then the nonlinear system (47)-(49) has a positive solution \((\hat{\gamma}, \hat{\eta}, \hat{c}, \hat{T})\) where \(\hat{T}\) is uniquely determined by (47) and

\[
\hat{\eta} = \frac{1}{\hat{T}}, \quad \hat{\gamma} = b\gamma[1 - \nu_2(h_1)]\frac{1 - e^{-\gamma T}}{\gamma T}, \quad \hat{c} = \hat{\gamma} - \hat{\eta}.
\tag{54}
\]

In particular,

\[
\hat{T} \approx \sqrt{\frac{2}{b\gamma[1 - \nu_2(h_1)]}} \quad \text{at small} \; \gamma r \ll 1.
\tag{55}
\]
Now let us return to the system (47)-(52). It can be split into two systems: System A of (47), (48), (51), (52) with respect to $\varphi$, $\tau$, $\varphi_2$, $\varphi_3$, $T$ and System B of (49)-(50) in $\varphi$ and $\varphi_1$. System A should be solved first.

We start with the last two equations (51) and (52) of System A. One can see immediately that the adaptation can be positive only if the parameters $k_2$, $k_3$ are larger than some threshold values. Namely, if the efficiency parameter $k_2$ is too small such that

$$k_2 < \frac{1}{b\varphi_2(h_1)}, \quad (56)$$

then $P_{\varphi_2}(t) < 0$ by (42), that is, $P_{\varphi_2}(t)$ cannot be zero, the optimal $\varphi_2=0$ is corner by Lemma 2, and equation (51) is not relevant. Analogously, $\varphi_3=0$ if $k_3 < \frac{1}{b\varphi_2(h_1)}$. If both $\varphi_2=0$ and $\varphi_3=0$, then the positive optimal lifetime $T = \bar{T}$ is determined by Lemma 3.

Let us assume that at least one of $\varphi_2$ and $\varphi_3$ is non-zero. Then, at $k_2 \neq k_3$, two equations (51) and (52) are inconsistent and, by Lemma 2, one of two optimal controls $\varphi_2$ and $\varphi_3$ should be zero:

$$\begin{align*}
\varphi_2 &= 0 \text{ if } k_2 < k_3, \quad \text{or} \quad \varphi_3 = 0 \text{ if } k_2 > k_3. \\
\quad (57)
\end{align*}$$

Hence, only one of (51) or (52) should be considered if $k_2 \neq k_3$, the second one leads to the corner solution. Let $k_2 > k_3$, $\varphi_2 \neq 0$, and $\varphi_3 = 0$ for definiteness. In this case, $\varphi_3$ is a corner solution and equation (52) is not relevant. Then $k_3 > \frac{1}{b\varphi_2(h_1)}$, the optimal

$$\varphi_2 = \frac{1}{k_3} \ln \left( k_3 b\varphi_2(h_1) \frac{1 - \theta^{-\gamma T}}{\gamma T} \right). \quad (58)$$

is positive, the constant optimal lifetime $T$ is uniquely determined from the equation

$$\frac{1 - \theta^{-\gamma T}}{r} - \frac{\theta^{-\gamma T} - \theta^{-\gamma T}}{r - \gamma} = \frac{1 - \theta^{-\gamma T}}{b(1 - \theta^{-\gamma T}) - \gamma T / k_2} \quad (59)$$

and

$$T \approx \frac{2}{b\gamma[1 - 1/(bk_2)]} \quad \text{at } \gamma < r < 1. \quad (60)$$
At the given \( T, \, \bar{\sigma}_2, \) and \( \bar{\sigma}_3, \) we can easily find \( \bar{y} \) and \( \bar{I} \) from (48).

Finally, if \( k_2=k_3, \) then the equations (52) and (55) are the same, \( \bar{\sigma}_2=\bar{\sigma}_3, \) both adaptation possibilities are undistinguishable, and solving System A is similar to the case \( k_2\neq k_3. \) Thus, System A has a solution under condition (53).

Let us examine System B next. The optimal amenity adaptation \( \bar{\sigma}_1 \geq 0 \) can be determined from equation (50). If the efficiency parameter \( k_1 \) is small such that
\[
k_1 \bar{\sigma} < (1-\sigma)(1/\nu_1(h_1)-1),
\]
then (50) has no solution and the optimal \( \bar{\sigma}_1 = 0 \) by Lemma 2. By (49) and (58), the optimal consumption at \( \bar{\sigma}_1 = 0 \) is
\[
\bar{c} = \begin{cases}
\hat{c} & \text{at } k_1 b < 1/\nu_1(h_1), \\
\hat{c}_{k_2} & \text{at } k_2 b > 1/\nu_2(h_2),
\end{cases}
\]
where \( \hat{c} \) is determined by Lemma 3 and
\[
\hat{c}_{k_2} = b \frac{1-\theta^\sigma}{\gamma T} - \frac{1}{k_2} - \frac{1}{k_2} \ln \left( k_2 b \nu_2(h_2) \left( 1 - \theta^\sigma \right) \right)
\]
The differentiation of (63) in \( k_2 \) demonstrates that \( \hat{c}_{k_2} \) increases in \( k_2, \) hence, \( \hat{c}_{k_2} > c > 0 \) and the optimal consumption (62) is always positive at \( \bar{\sigma}_1 = 0. \)

Let us exclude the endogenous \( \bar{\sigma} \) from the condition (61). Substituting (62) into (61), the condition (61) for \( \bar{\sigma}_1 = 0 \) becomes
\[
k_1 \hat{c} < (1-\sigma)(1/\nu_1(h_1)-1) \quad \text{at } \quad k_2 b < 1/\nu_2(h_2),
\]
\[
k_1 \hat{c}_{k_2} < (1-\sigma)(1/\nu_1(h_1)-1) \quad \text{at } \quad k_2 b > 1/\nu_2(h_2).
\]
Inequalities (64) always hold for small \( k_1. \)
Let us now assume that $k_1$ is not small but such that (64) fails. Then, by (50), the optimal amenity adaptation level is

$$\bar{a}_1 = \frac{1}{k_1} \ln \left[ v(h) \left( \frac{k_1 \sigma}{1-\sigma} + 1 \right) \right] > 0.$$  (65)

Substituting (65) into equation (49) at known $\bar{y}$ and $\bar{\tau}$, we obtain the equation for $\bar{\sigma}$:

$$\bar{\sigma} + \frac{1}{k_1} \ln \left( \frac{k_1 \sigma}{1-\sigma} + 1 \right) + \frac{1}{k_1} \ln \left( \frac{h_n}{h_0} \right) = \bar{c}_1,$$  (66)

where $\bar{c}_1 > 0$ is given by (63). The left-hand side of this equation is negative at $\bar{\sigma} = 0$ and increases in $\bar{\sigma}$ up to $\infty$. Hence, equation (66) has a unique solution $\bar{\sigma} > 0$. Knowing $\bar{\sigma}$, we can find $\bar{a}_1$ by (65). Thus, System B is solved.

We can summarize the above results in the following statement.

**Theorem 2.** If $r < b[1 - v_2(h_1)]$, then the problem (34)-(39) possesses an optimal BGP (46) with positive $\bar{y}$, $\bar{\tau}$, $\bar{\tau}$ and finite capital lifetime $T$. The optimal adaptation investments $\bar{a}_1$, $\bar{a}_2$, $\bar{a}_3$ are zero if the corresponding adaptation efficiency parameters $k_1$, $k_2$, $k_3$ are small and satisfy (56) and (64). Specifically, $\bar{a}_2 = \bar{a}_3 = 0$ at $k_2 < 1/bv_2(h_1)$ and $k_3 < 1/bv_2(h_1)$. If $k_2 > 1/bv_2(h_1)$ and/or $k_3 > 1/bv_2(h_1)$, then one of $\bar{a}_2$ and $\bar{a}_3$ is zero:

$$\bar{a}_2 = 0 \text{ if } k_2 < k_1 \quad \text{or} \quad \bar{a}_3 = 0 \text{ if } k_2 > k_3,$$

and the other component is

$$\bar{a}_1 = \frac{1}{k_1} \ln \left( k_2 v_2(h_1) \frac{1 - e^{-\gamma \bar{\tau}}}{\gamma \bar{\tau}} \right) > 0.$$  

At $\gamma \ll 1$, the optimal capital lifetime $T$ is
Theorem 2 leads to several relevant conclusions about adaptation strategies.

1. **The choice of optimal adaption expenditures.** The optimal strategy is to invest simultaneously into, at most, two adaptation venues: the amenity adaptation and the more efficient out of two productivity adaptations. In the general case, we do not invest simultaneously into both average-productivity and modernization-related adaptations but into the one with larger efficiency parameter $k_2$ or $k_3$.

2. **Similarity of productivity-related adaptation measures in the long run.** The effect of the modernization-related (embodied) adaptation and total productivity (disembodied) adaptation appear to be identical in the long run. Therefore, the relevance of modernization in the whole spectrum of adaptation measures should not be overestimated. The key in making adaptation decisions lies in the adaptation efficiencies $k_2$ and $k_3$. The optimal strategy is to invest into adaptation measures with the higher efficiency, regardless whether they belong to modernization adaptation or average-productivity adaptation. For example, building new dams and seawalls around coastal cities may be less efficient (per unit of investments) than implementing new warning scheme or evacuation plan for the coastal zone.
The second phenomenon is unexpected because the impact of embodied and disembodied TC on modernization is rather different in economic theory (Boucekkine et al 2005). We should notice that this outcome is not trivial and is not a general feature of vintage model (11)-(16). It occurs only along the BGP because then the improvements in new capital vintages are being averaged over the future capital life (which is constant along the BGP). A preliminary analysis shows that this outcome will be quite different if we analyze transition dynamics of the model or lift the additional model specifications (32)-(33). We leave that issue for a future study. The next two outcomes have clear and important policy implications.

3. Synergism between productivity and amenity adaptation activities. Comparing two threshold conditions (64) demonstrates a certain level of synergism between productivity and amenity adaptation. Namely, if the productivity efficiency parameter \( k_2 \) is small, then the amenity efficiency parameter \( k_1 \) should satisfy the first threshold condition (64) to guarantee a positive amenity investment \( \sigma_1 \). However, if the productivity efficiency parameter \( k_2 \) becomes larger, then the second threshold condition (64) for the amenity adaptation \( k_1 \) becomes less restrictive (because \( \dot{k}_i > \dot{k} \)). It means that the presence of the productivity adaptation increases the final productivity and stimulates the amenity adaptation. For example, accelerated economic recovery of a coastal zone affected by hurricane makes rebuilding houses for the affected population more efficient.

4. The impact of adaptation on production, consumption, and capital modernization. Under made assumptions, the climate change and adaptation affect the optimal levels of the economy but do not impact its growth rate (which is determined in our model by the technological change
rate $\gamma$). It is an expected result because we have assumed that the climate change affects the amenity and productivity at some percentage but does not decrease them to zero (Adger et al 2005, Boyce 2002). Otherwise, it will be a model of catastrophic change not just adaption.

Let us compare the optimal levels of economy with and without climate change and adaptation. To do that, we denote the BGP components (28) and (29) without climate change as $\tilde{\gamma}$, $\tilde{y}$, $\tilde{c}$, $\tilde{T}$ and recall the BGP $\hat{\gamma}$, $\hat{y}$, $\hat{c}$, $\hat{T}$ with climate change and no adaption given by (54) and (55). Theorems 1 and 2 and Lemma 3 produce the following

Corollary. If the adaptation efficiency parameters $k_1$, $k_2$, $k_5$ are not small (the optimal adaptation investments are positive), then $\hat{T} > T > \tilde{T}$, $\hat{y} < \tilde{y} < \tilde{y}$, $\hat{\gamma} < \tilde{\gamma}$, and $\hat{c} < \tilde{c} < \tilde{c}$.

So, as expected, an environmental damage suppresses economic activity and leads to smaller amenity. The optimal adaptation increases the production output, consumption, and investments compared to the case of no adaptation, however, their levels remain smaller than in the case of no damage.

The non-trivial result is that the economically optimal capital lifetime $\hat{T}$ appears to be always larger under environmental damage (with and without adaptation) and the corresponding economic depreciation of capital is always lower (it equals $1/\hat{T}$). The economic intuition behind this is the same: the environmental damage decreases economic productivity and the rational adaptation can compensate this decrease only partially.
5. Conclusion

1. The paper applies traditional macroeconomic modeling tools (optimal growth, vintage capital models, and comparative static analysis) to study rational environmental adaptation policies to compensate negative consequences of certain environmental hazards, particularly, the average temperature increase. Naturally, an environmental damage decreases both productivity and utility and the rational adaptation measures can compensate them only partially. We focus on the efficiency of specific adaptation measures and, in particular, analyze the role of technological modernization in adaptation activities. The constructed model completely separates the environmental adaptation investments from its more famous counterpart (environmental mitigation) and investments into technical progress. The variety of possible adaptation measures is classified into three categories that: (a) compensate the decrease of the environmental amenity value, (b) compensate the decrease of average productivity, (c) develop and introduce new hazard-protected capital and technology (modernization-related adaptation). The adaptation efficiency parameters are essential in making optimal adaptation decisions and the optimal strategy appears to invest into the adaptation measures with higher efficiency.

2. An important feature of the environmental adaptation is the *synergism* between the productivity-related and amenity-related adaptation activities. It occurs because the productivity-related adaptation positively impacts the economy, which in turn creates better possibilities for the amenity adaptation. The constructed model takes this effect into account when calculating the optimal investments into different adaptation venues.
3. Our results demonstrate that, despite expectations of some authors (Fankhauser et al 1999), the environmental hazard and subsequent adaptation do not lead to higher level of capital modernization compared to the benchmark case with no hazard, at least, in the long run. The economically optimal lifetime of capital is larger under the environmental damage regardless whether adaptation takes place or not. Thus, the environmental hazard does not create an economic need for permanently intensified capital modernization. Therefore, the relevance of modernization-related adaptation measures should not be overestimated. The alternative point of view is expressed by Fankhauser and Tol (2005) who analyze macroeconomic growth under climate change in four economic frameworks (Solow-Swan, Cass-Koopmans, Mankiw-Romer-Weil, and Romer). They do not use vintages and adaptation expenses and describe the impact of global temperature increase on the longevity of capital postulating that the deterioration rate of a homogeneous capital is higher for larger temperatures. We expect that a similar effect may occur in our model during transition dynamics (compare to (d’Autume and Shubert 2008)) but leave this issue for future study.
6. Appendix

Proof of Lemma 1. Let us substitute (20) to (19) and write the Lagrangian for the optimization problem (18)-(23)

\[ L(t) = \frac{\theta e^{\beta \sigma(t)}}{1-\sigma} + \lambda(t)(\alpha(t) - b \int_{t-L(t)}^{t} \dot{i}(\tau)d\tau + \dot{i}(t)) + \psi(t)(\int_{t-L(t)}^{t} e^{-\sigma \tau} \dot{\lambda}(\tau)d\tau - 1) dt \]

where the Lagrange multipliers \( \lambda \) for (19) and \( \psi \) is for (21) are dual variables.

The increment of \( \delta L \) with respect to admissible increments \( \delta \alpha, \delta T, \delta i \) is

\[ \delta L = \int_{0}^{\infty} \left( \frac{\theta e^{\beta \sigma(t)}}{1-\sigma} + \lambda(t)((\alpha(t) + \delta \alpha(t)) - b \int_{t-L(t)-\delta T(t)}^{t} i(\tau) d\tau + \dot{i}(t)) + \psi(t)(\int_{t-L(t)}^{t} e^{-\sigma \tau} \dot{\lambda}(\tau)d\tau - 1) dt \right) \]

\[ + \int_{0}^{\infty} \left( \frac{\theta e^{\beta \sigma(t)}}{1-\sigma} + \lambda(t)(\alpha(t) - b \int_{t-L(t)}^{t} \dot{i}(\tau)d\tau + \dot{i}(t)) + \psi(t)(\int_{t-L(t)}^{t} e^{-\sigma \tau} \dot{\lambda}(\tau)d\tau - 1) dt \right) \]

Interchanging limits of integration \( \int_{0}^{\infty} f(t) \int_{t-L(t)}^{t} g(\tau) d\tau dt = \int_{0}^{\infty} g(t) \int_{t-L(t)}^{t} f(\tau)d\tau dt \),

applying Taylor series \( \frac{(\alpha(t) + \delta \alpha(t))^{1-\sigma} - e^{\beta \sigma(t)}}{1-\sigma} = e^{\beta \sigma(t)} \delta \alpha(t) + 1 \)

\[ \int_{t-L(t)-\delta T(t)}^{t} f(t) d\tau = f(t - T(t))\delta T(t) + \delta(\delta T(t)), \] excluding \( \psi(t) = \lambda(t)b e^{\beta \sigma(t)} \), and collecting like terms we obtain (25)-(26).
The conditions \( I(\hat{t})=0 \) at \( 0<\hat{t}<\gamma(t) \), \( I(\hat{t})\leq0 \) at \( \hat{t}=0 \), and \( I(\hat{t})\geq0 \) at \( \hat{t}=\gamma(t) \) follow from the general necessary extremum condition of the form: \( \delta\mathcal{L}=\mathcal{L}(i+\delta i)-\mathcal{L}(i)\leq0 \) for any admissible variation \( \delta i \). The lemma is proven.

**Proof of Theorem 1.** According to the definition of the BGP, the solution is to be expressed as \( y(t)=\varphi e^{\gamma t}, \quad \hat{y}(t)=\tilde{\gamma}e^{\gamma t}, \quad \alpha(t)=\varepsilon e^{\gamma t}, \quad \tilde{\alpha}(t)=\tilde{T}=\text{const} \). Substituting \( \hat{h}(t)=\tilde{\gamma}e^{\gamma t} \) and \( \tilde{h}(t)=T \) to (21), we obtain that (21) can be held only if \( \gamma=\gamma \) and then \( T=1/T \). Now, rewriting (20) we obtain

\[
y(t) = \varphi e^{\gamma t} = b \int_{t}^{t'} \frac{e^{\gamma \tau}}{T} d\tau = \frac{b}{\gamma T} (1-e^{-\gamma T}) \theta^{\gamma}, \]

from which follows \( \gamma=\gamma \) and the first formula of (29). Substitution of \( \alpha(t)=\varepsilon e^{\gamma t} \) to (19) leads to \( \gamma=\gamma \) and \( \varepsilon=\varphi-\tilde{T} \), that is, (28)-(29) are justified.

Then, from (25)-(26) and (28)-(29) we obtain that the interior solution is obtained from

\[
\kappa(t) = \varphi e^{\gamma t} \theta^{\gamma t} = b \int_{t}^{t+T} \frac{e^{\gamma \tau}}{T} \theta^{\gamma \tau} (1-e^{-\gamma \tau} \theta^{\gamma (\tau-t)}) d\tau.\]

Evaluating the integral and introducing the notation \( \tau=t+\gamma \sigma \), we obtain (30).

To prove that equation (30) has a unique solution, let us denote its left-hand side as

\[
F(T) = \frac{1-e^{-\gamma T}}{T} - \frac{\varphi e^{\gamma T} - \theta^{\gamma T}}{T-\gamma}.\]

Because \( F(0)=0 \) and \( \lim_{T \to \infty} F(T) = 1/T \), equation (30) has a solution if \( r<b \). The solution is unique because the function \( F(T) \) is strictly increasing in \( T \):

\[
F'(T) = \gamma \frac{\varphi e^{\gamma T} - \theta^{\gamma T}}{T-\gamma} > 0 \quad \text{as} \quad T>\gamma.\]

The theorem is proven.
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