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ABSTRACT

A search for heavy resonances, decaying into the standard model vector bosons and the standard model Higgs boson, is presented. The final states considered contain a b quark-antiquark pair from the decay of the Higgs boson, along with electrons and muons and missing transverse momentum, due to undetected neutrinos, from the decay of the vector bosons. The mass spectra are used to search for a localized excess consistent with a resonant particle. The data sample corresponds to an integrated luminosity of 35.9 fb$^{-1}$ collected in 2016 by the CMS experiment at the CERN LHC from proton-proton collisions at a center-of-mass energy of 13 TeV. The data are found to be consistent with background expectations. Exclusion limits are set in the context of spin-0 two Higgs doublet models, some of which include the presence of dark matter. In the spin-1 heavy vector triplet framework, mass-degenerate W' and Z' resonances with dominant couplings to the standard model gauge bosons are excluded below a mass of 2.9 TeV at 95% confidence level.
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Abstract

A search for heavy resonances, decaying into the standard model vector bosons and the standard model Higgs boson, is presented. The final states considered contain a b quark-antiquark pair from the decay of the Higgs boson, along with electrons and muons and missing transverse momentum, due to undetected neutrinos, from the decay of the vector bosons. The mass spectra are used to search for a localized excess consistent with a resonant particle. The data sample corresponds to an integrated luminosity of 35.9 fb$^{-1}$ collected in 2016 by the CMS experiment at the CERN LHC from proton-proton collisions at a center-of-mass energy of 13 TeV. The data are found to be consistent with background expectations. Exclusion limits are set in the context of spin-0 two Higgs doublet models, some of which include the presence of dark matter. In the spin-1 heavy vector triplet framework, mass-degenerate $W'$ and $Z'$ resonances with dominant couplings to the standard model gauge bosons are excluded below a mass of 2.9 TeV at 95% confidence level.

1 Introduction

The discovery and measurement of the mass and quantum numbers of a Higgs boson at the CERN LHC [1-5] is consistent with the standard model (SM) of particle physics. However, the proximity of the Higgs boson mass of 125 GeV [1] to the electroweak (EW) scale indicates either a significant amount of fine tuning, which mitigates the large quantum corrections to the Higgs boson mass, or the presence of new heavy particles near the EW scale [6]. The relation between these heavy particles and the EW and Higgs sectors of the SM suggests that the new resonances may decay with a significant branching fraction into an SM vector boson (W or Z) and an SM Higgs boson (h).

Several SM extensions containing extra SU(2) or U(1) gauge groups invoke massive gauge bosons (W' and Z') with weak couplings to the SM particles. Among these are the minimal W' and Z' models, strongly coupled composite Higgs models, and little Higgs models [7-16]. A large number of these models are described by the heavy vector triplet (HVT) framework [17], which extends the SM by introducing a triplet of heavy vector bosons, one neutral (Z') and two electrically charged (W'±), which are degenerate in mass and are collectively referred to as V'. The diagrams for these processes are depicted in Fig. 1 (upper left). In the HVT framework, gV is the coupling strength of the new interaction, cH is the coupling coefficient between the HVT bosons, the Higgs boson, and longitudinally polarized SM vector bosons, cF is the coupling coefficient between the HVT bosons and the SM fermions, and g is the SM SU(2)L gauge coupling. The coupling strength of the heavy vector bosons to SM bosons and fermions is determined by the gVcH and g2cF/gV parameters, respectively. The HVT framework is presented in two scenarios, henceforth referred to as model A and model B, depending on the couplings to the SM particles [17]. In model A (gV = 1, cH = -0.556, cF = -1.316), the coupling strengths to the SM bosons and fermions are comparable and the new particles decay primarily to fermions, as predicted by minimal Z' and W' models. In model B (gV = 3, cH = -0.976, cF = 1.024), such as the composite Higgs models, the branching fraction to the SM bosons is nearly 100% since the couplings to the SM fermions are small.

Heavy spin-0 resonances are also predicted in extensions of the SM Higgs sector, such as in two Higgs doublet models (2HDM) [18], which introduce a second scalar doublet in addition to the one from the SM. Different formulations of 2HDM predict different couplings of the two doublets to quarks and to massive leptons. In Type-I 2HDM, all fermions couple to only one Higgs doublet, while in Type-II, the up- and down-type quarks couple to different doublets. The two Higgs doublets entail the presence of five physical states: two neutral and CP-even bosons (h and H, the latter being the more massive), a neutral and CP-odd boson (A), and two charged scalar bosons (H±). The dominant A boson production process can be either through gluon-gluon fusion or through b quark associated production, as shown in Fig. 1 (lower), depending on the free parameters of the model, tan β and α, which are the ratio of the vacuum expectation values, and the mixing angle of the two Higgs doublets, respectively. In both cases, the heavy pseudoscalar boson A may decay with a large branching fraction to a pair of Z and Higgs bosons [18].

A particular formulation of the 2HDM, denoted as the Z'-2HDM model [19], is obtained by extending the 2HDM with an additional U(1)Z' symmetry group that postulates a heavy spin-1 Z' particle with gauge coupling gZ', and a candidate for dark matter (DM), denoted as χ, which couples to the A boson with coupling strength gχ. In the process considered in this search, the Z' boson is produced from q̅q annihilation, and decays into a pseudoscalar A boson and a light Higgs boson. The Higgs boson decays to a b quark-antiquark pair (b̅b), and the A boson decays into a pair of DM particles (χ̅χ), which escape detection, making this signature
kinematically indistinguishable from the \(Z' \rightarrow Zh \rightarrow \nu\nu b\bar{b}\) signal. The Feynman diagrams for the different signal processes are depicted in Fig. 1 (upper right).

Figure 1: The leading order Feynman diagrams of the processes considered: heavy spin-1 vector boson production (\(V'\)) and decay to an SM vector boson (\(V\)) and a Higgs boson (\(h\)) in the HVT framework (upper left); \(Z'\) boson that decays to a Higgs boson and an A boson, with the latter decaying into dark matter particles (\(\chi\chi\)), predicted by the \(Z'\)-2HDM model (upper right); production within the 2HDM model of a pseudoscalar A boson through gluon-gluon fusion (lower left) and with accompanying b quarks (lower right).

Previous ATLAS and CMS searches [20–32] indicate that, in the framework of the models considered, the mass of the new resonance should exceed 1 TeV. Hence, the \(V\) and Higgs boson from the subsequent decay have a large Lorentz boost, and thus the \(h \rightarrow b\bar{b}\) is reconstructed using a single large-cone jet containing the collimated decay products of the two hadronized b quarks.

This paper describes a search for heavy resonances, denoted as \(X\), decaying into an SM Higgs boson and a vector boson (\(W\) or \(Z\)). The Higgs boson is assumed to decay to a \(b\bar{b}\) pair with a branching fraction of 58% [33], and the vector boson to decay to final states containing 0, 1, or 2 charged leptons (\(Z \rightarrow \nu\nu\), \(W \rightarrow \ell\nu\), \(Z \rightarrow \ell\ell\)), where \(\ell\) denotes an electron or a muon, including those originating from a \(\tau\) lepton decay. In the \(Z'\)-2HDM model, the \(Z \rightarrow \nu\nu\) decay is replaced by the \(A \rightarrow \chi\chi\) decay to DM particles. The signal should appear as a localized excess in the mass spectra above the SM V+jets and \(t\bar{t}\) backgrounds. The range of resonance mass \(m_X\) considered extends from 0.8 TeV, the minimum value that yields a sufficiently boosted Higgs boson, up to 4 TeV.

This search is complementary to the CMS analysis targeting hadronic vector boson decays [27], which excludes HVT triplets up to 3.1 and 3.3 TeV in models A and B, respectively, and retains a better sensitivity especially at low \(m_X\) thanks to the leptonic vector boson decays. The result of the present search significantly extends the sensitivity of the CMS searches in the same final state performed with 2.2–2.5 fb\(^{-1}\) of data collected during 2015, which excluded a \(V'\) boson with mass below 2.0 TeV in the HVT model B [24], and a \(m_{Z'} < 1.8\) TeV and \(m_A < 500\) GeV in the \(Z'\)-2HDM model [31].
2 The CMS detector

A detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [34].

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid.

The silicon tracker measures charged particles with $|\eta| < 2.5$. It consists of 1440 silicon pixel and 15 148 silicon strip detector modules. For nonisolated particles with transverse momenta of $1 < p_T < 10$ GeV and $|\eta| < 1.4$, the track resolutions are typically 1.5% in $p_T$ and 25–90 (45–150) $\mu$m in the transverse (longitudinal) impact parameters [35]. The ECAL provides coverage up to $|\eta| < 3.0$, and the energy resolution for unconverted or late-converting electrons and photons in the barrel section is about 1% for particles that have energies in the range of tens of GeV. The dielectron mass resolution for $Z \rightarrow ee$ decays when both electrons are in the ECAL barrel is 1.9%, and is 2.9% when both electrons are in the endcaps. The HCAL covers the range of $|\eta| < 3.0$, which is extended to $|\eta| < 5.2$ through forward calorimetry. The muon detectors, covering the range $|\eta| < 2.4$, make use of three different technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. The muon $p_T$ resolution, as measured from tracks combining information from the silicon tracker and the muon detectors, is 2–10% for muons with $0.1 < p_T < 1$ TeV [36].

The first level of the CMS trigger system [37], composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events in a fixed time interval of less than 4 $\mu$s reducing the event rate from 40 MHz to approximately 100 kHz. The high-level trigger (HLT) processor farm decreases the event rate from around 100 kHz to about 1 kHz, before data storage.

3 Data and simulated samples

The data sample analyzed in this search corresponds to an integrated luminosity of 35.9 fb$^{-1}$, collected with the CMS detector at the LHC in pp collisions at a center-of-mass energy of 13 TeV.

The spin-1 gauge bosons $W'$ and $Z'$ are simulated at leading order (LO) using the MADGRAPH5_aMC@NLO v2.4.2 matrix element generator [38]. Different $m_X$ hypotheses in the range of 800 to 4500 GeV are considered, assuming a resonance width narrow enough (0.1% of the resonance mass) to be negligible compared to the experimental resolution, which is of the order of 4%. This assumption is valid in a large fraction of the HVT parameter space, and fulfilled in both benchmark models A and B [17]. The $W'$ and $Z'$ bosons decay to a Higgs boson and an SM boson (W or Z); the former is required to decay into a $b\bar{b}$ pair, and the SM vector bosons to electrons, muons, $\tau$ leptons, and neutrinos.

The spin-0 signal is generated at LO with MADGRAPH5_aMC@NLO in the gluon-gluon fusion and the $b$ quark associated production processes separately, assuming a narrow resonance width. In the gluon-gluon fusion production mode, up to one additional jet is included in the final state, and only the top quark runs in the loop shown in Fig. 1. The $A \rightarrow Zh$ decay is simulated with MADSPIN [39].
The \(Z'\)-2HDM signal is generated at LO with \textsc{MadGraph5}_\textsc{aMC@NLO} assuming \(g_{Z'} = 0.8\), a unitary coupling of the A boson to the DM candidate \((g_A = 1)\), \(\tan \beta = 1\), and mass-degenerate heavy Higgs bosons [40]. In the case where \(\cos(\beta - \alpha) \to 0\), also known as the alignment limit, the light Higgs boson is virtually indistinguishable from the SM Higgs boson, and its branching fractions match those of the SM one. This signal is characterized by the masses \(m_{Z'}\) and \(m_A\), while the mass of the DM candidate \(m_\chi\) does not affect the kinematic distributions significantly if the A boson is on-shell. The DM particle mass is therefore set to a fixed value \(m_\chi = 100\) GeV while \(m_{Z'}\) is varied between 800 and 4000 GeV, and \(m_A\) between 300 and 800 GeV [40].

The SM backgrounds in this search are dominated by the inclusive production of V+jets, with \(Z \to \nu\nu\), \(W \to \ell\nu\), \(Z \to \ell\ell\), and \(t\bar{t}\). The V+jets events are simulated at LO with \textsc{MadGraph5}_\textsc{aMC@NLO} including up to 4 partons and normalized to the next-to-next-to-leading order (NNLO) cross section, computed using \textsc{FewZ} v3.1 [41]. The V boson \(p_T\) spectra are corrected to account for next-to-leading order (NLO) quantum chromodynamics (QCD) and EW contributions [42]. Top quark pair (\(t\bar{t}\)) and single top \(t\)-channel and \(tW\) productions are simulated at NLO with the \textsc{Powheg} v2 generator [43–45]. The top quark pair production is rescaled to the cross section computed with \textsc{Top++ v2.0} [46] at NNLO, and the transverse momenta of the top and antitop quarks are corrected to match the distribution observed in data [47]. Other SM processes, such as \(VV\) and \(Vh\) production, and single top quark \((t+X)\) production in the \(s\)-channel, are simulated at NLO in QCD with \textsc{MadGraph5}_\textsc{aMC@NLO} using the \textsc{FxFx} merging scheme [48]. Events composed uniquely of jets arising from the SM strong interaction (QCD multijets) represent a minor background in the considered final states, and are estimated using LO samples produced with the same generator.

For all simulated samples, the hard scattering process uses the NNPDF 3.0 [49] parton distribution functions (PDFs), and the generator is interfaced with \textsc{Pythia} 8.205 [50, 51] for the parton showering and hadronization. The CUETP8M1 underlying event tune [52, 53] is used in all samples, except for top quark pair production which is generated with the CUETP8M2T4 tune [54].

Additional pp interactions within the same or neighboring bunch crossings (pileup) are superimposed on the simulated processes, and the frequency distribution of the additional events is weighted to match the number of interactions per bunch crossing that was observed in 2016 data. Generated events are processed through a full CMS detector simulation based on \textsc{Geant4} [55] and reconstructed with the same algorithms used for collision data.

**4 Event reconstruction**

A global event reconstruction is performed using a particle-flow (PF) algorithm [56], which uses an optimized combination of information from the various elements of the CMS detector to identify stable particles reconstructed in the detector as electrons, muons, photons, and charged or neutral hadrons.

Jets are reconstructed from PF candidates clustered using the anti-\(k_T\) algorithm [57, 58] with a distance parameter \(R = 0.4\) (AK4 jets) or \(R = 0.8\) (AK8 jets). The AK4 and AK8 jet four-momenta are obtained by clustering candidates passing the charged hadron subtraction (CHS) algorithm [59], which discards charged hadrons not originating from the primary vertex, by placing a restriction on the longitudinal impact parameter of the track. The reconstructed vertex with the largest value of summed physics-object \(p_T^2\) is taken to be the primary pp interaction vertex. Here, the physics objects are the charged leptons, AK4 jets, and the associated missing transverse momentum \(p_T^{\text{miss}}\), taken as the negative vector sum of the \(p_T\) of those jets.
The contribution of neutral particles originating from pileup interactions is proportional to the jet area and is estimated using the FASTJET 3.0 package \[58, 60\], and then subtracted from the jet energy. Jet energy corrections, estimated from simulation in dijet, multijet, \(\gamma+\)jets, and leptonically decaying \(Z+\)jets events, are applied as functions of the transverse momentum and pseudorapidity of the jet to correct the jet response. An adjustment is applied to account for residual differences between data and simulation. Jets are retained if their \(p_T\) exceeds 30 GeV for AK4 jets and 200 GeV for AK8 jets, and lie in the tracker acceptance \(|\eta| < 2.4\). The jet energy resolution amounts typically to 5% at 1 TeV \[61\].

The mass of the AK8 jet is measured after applying the pileup per particle identification (PUPPI) algorithm \[59, 62\]. The PUPPI algorithm uses a combination of the three-momenta of the particles, event pileup properties, and tracking information in order to compute a weight, assigned to charged and neutral PF candidates, describing the likelihood that each particle originates from a pileup interaction. The weight for charged particles not coming from the primary vertex is 0, and it ranges from 0 to 1 for neutral particles. The weight is used to rescale the particle four-momenta, avoiding the need for further jet-area based pileup corrections. Jets are reconstructed from the PUPPI candidates using the anti-\(k_T\) algorithm with \(R = 0.8\). These jets are groomed using the soft-drop algorithm \[63, 64\] to remove contributions from soft radiation and additional interactions, with algorithm parameters chosen to be \(\beta = 0\) and \(z_{\text{cut}} = 0.1\). Dedicated mass corrections, derived from simulation and data in a region enriched with \(t\bar{t}\) events with merged \(W(q\bar{q}')\) decays, are applied to the jet mass in order to remove residual jet \(p_T\) dependence \[27, 65\], and to match the jet mass scale and resolution observed in data. The measured soft-drop jet mass resolution is approximately 10%. The AK8 soft-drop jets are split into two subjets by reverting the last step of the clustering algorithm applied to the jet constituents.

The combined secondary vertex algorithm \[66\] is used for the identification of jets that originate from b quarks (b tagging), and is applied to both AK4 jets and AK8 subjets. The algorithm uses the tracks and secondary vertices associated with AK4 jets or AK8 subjets as inputs to a neural network to produce a discriminator with values between 0 and 1, with higher values indicating a higher probability for the (sub)jet to originate from a b quark. Selections on the discriminator output are applied, corresponding to a b-jet tagging efficiency for AK4 jets of 85 or 50%, and a misidentification rate in a sample of quark and gluon jets of about 10 or 0.1%. The b tagging efficiency in simulation is corrected to account for small residual differences between data and simulation \[66\].

Electrons are reconstructed in the fiducial region \(|\eta| < 2.5\) by matching the energy deposits in the ECAL with tracks reconstructed in the tracker \[67\]. The electron identification is based on the distribution of energy deposited along the electron trajectory, the direction and momentum of the track, and its compatibility with the primary vertex of the event. Electrons are further required to be isolated from other energy deposits in the detector by applying an upper threshold on the isolation parameter. The electron isolation parameter is defined as the sum of transverse momenta of all the PF candidates within \(\Delta R = \sqrt{(\Delta\eta)^2 + (\Delta\phi)^2} = 0.3\) around the electron direction, where \(\phi\) is the azimuthal angle in radians, after the contributions from the electron itself, pileup and other reconstructed electrons are removed \[67\].

Muons are reconstructed within the acceptance of the CMS muon systems, \(|\eta| < 2.4\), using the information from both the muon spectrometer and the silicon tracker \[36\]. Muon candidates are identified via selection criteria based on the compatibility of tracks reconstructed from silicon tracker information only with tracks reconstructed from a combination of the hits in both the tracker and muon detector. Additional requirements are based on the compatibility of the trajectory with the primary vertex, and on the number of hits observed in the tracker and muon.
systems. Muons are required to be isolated by imposing a limit on the sum of reconstructed tracks within a cone $\Delta R = 0.4$ around the muon direction, ignoring the muon itself and tracks attributed to other muons \[36\]. Hadronically decaying $\tau$ leptons are reconstructed by combining one or three charged particle PF candidates with up to two neutral pion candidates \[68\].

5 Event selection

Events are divided into categories depending on the number and flavor of the reconstructed charged leptons. The zero-lepton ($0\ell$), the single-lepton ($1\ell$), and double-lepton ($2\ell$) channels are separated according to the electron and muon content in the event. These channels have different selections, aiming at maximizing the $V'$ signal significance. Events are further categorized depending on the number of b-tagged subjets (1 or 2) passing the 85% efficient b tagging selection. In total, 10 exclusive categories are defined.

The identification criteria for the boosted $h \rightarrow b\bar{b}$ candidate ($h$ jet) are the same for all event categories. The highest-$p_T$ AK8 jet in the event is required to have $p_T > 200$ GeV and $|\eta| < 2.5$. Its soft-drop jet mass $m_j$ must satisfy $105 < m_j < 135$ GeV for the event to enter the signal region (SR). In order to discriminate against the copious vector boson production in association with quark and gluon jets, and to retain the maximum signal efficiency over the whole of the $p_T$ range of the $h$ jet, the $h$ jet is required to have 1 or 2 b-tagged subjets; otherwise the event is discarded. The 2 b-tagged subjet categories dominate the sensitivity at low $m_X$, but because of the decrease in efficiency of track reconstruction at very large jet $p_T$, and the overlap between the two subjets of the $h$ jet, at high $m_X$, a significant number of signal events is retained in the 1 b-tagged subjet categories. The $h$ jet tagging efficiency ranges between 13 and 24% in the 1 b tag categories, and 29 and 19% in the 2 b tag categories, respectively, at low and high $m_X$. The average probability for a $V+$jets event to pass the $h$ jet selections is 1.7 and 0.2% in the 1 and 2 b tag categories; the mistag rate for $tt$ events is generally larger, and corresponds to 2.9 and 0.5%, respectively.

In the $\ell\ell$ channel, signal events are expected to have a large $p_T^{\text{miss}_{T}}$, defined as the magnitude of $\vec{p}_{T}^{\text{miss}}$, arising from the boosted $Z$ boson decaying into a pair of neutrinos or from the $A$ boson decaying to a pair of DM particles, which escape undetected. Data are collected using HLT algorithms that require a $p_T^{\text{miss}_{T}}$, calculated either with or without considering muons, or missing hadronic activity $H_T^{\text{miss}_{T}}$ \[37\] larger than 90–110 GeV, depending on the data taking period. The reconstructed $p_T^{\text{miss}_{T}}$ is required to be larger than 250 GeV to ensure that the trigger is fully efficient. The multijet production is suppressed by requiring that the minimum azimuthal angular separations between all AK4 and AK8 jets and the missing transverse momentum vector satisfies $\Delta\phi(\text{jet}, \vec{p}_{T}^{\text{miss}_{T}}) > 0.5$. The $h$ jet must fulfill a tighter requirement $\Delta\phi(\vec{p}_{T}^{\text{h}}, \vec{p}_{T}^{\text{miss}_{T}}) > 2.0$ and the fraction of its momentum given by the charged-hadron candidates has to be larger than 0.1 to remove events arising from detector noise. Events containing isolated leptons with $p_T > 10$ GeV or hadronically decaying $\tau$ leptons with $p_T > 18$ GeV are removed in order to reduce the contribution from other SM processes. The $tt$ background contribution is reduced by removing events in which any additional AK4 jet not overlapping with the $h$ jet within $\Delta R(\text{jet}, h) > 0.8$ is b tagged using a selection which is 85% efficient on genuine b jets. Because of the lack of visible decay products from the $Z \rightarrow \nu\nu$ and $A \rightarrow \chi\chi$ bosons, direct reconstruction of the resonance mass is not possible. Instead, the Higgs boson jet momentum and the $p_T^{\text{miss}_{T}}$ are used to compute the transverse mass $m_{Vh}^T = \sqrt{2p_T^{\text{miss}_{T}}p_T^{\text{h}}[1 - \cos(\Delta\phi(\vec{p}_{T}^{\text{miss}_{T}}, \vec{p}_{T}^{\text{h}}))]}$.

Events in the $1e$ channel are collected using a trigger requiring either an isolated electron with
$p_T > 32\,\text{GeV}$ or an electron with no isolation requirement and $p_T > 115\,\text{GeV}$. The $1\mu$ channel requires at least one muon with $p_T > 50\,\text{GeV}$ and no selection on isolation. In addition, the same set of triggers for the $0\ell$ channel is also used for the $1\ell$ channels to take advantage of the large $p_T^{\text{miss}}$ and $H_T^{\text{miss}}$ from the escaping neutrino from the W boson decay. Offline, events are retained if exactly one lepton satisfies a $p_T$ threshold of 55 GeV and the electron and muon identification and isolation selections. The efficiencies of these selection criteria are approximately 75 and 95%, respectively. Correction factors are applied to account for small differences between data and simulation in the trigger selection, and lepton reconstruction, identification and isolation. In the $1\ell$ channel, the multijet background is further suppressed by requiring $p_T^{\text{miss}} > 80\,\text{GeV}$. Azimuthal angular separations are imposed, $\Delta\phi(\ell, \vec{p}_T^{\text{miss}}) < 1.5$, $\Delta\phi(\ell, h) > 2.0$, and $\Delta\phi(p_T^{\text{miss}}, p_T^{\text{miss}}) > 2.0$ to select a topology where the vector boson recoils against the Higgs boson jet. As in the $0\ell$ selection, events with additional b-tagged AK4 jets are vetoed to reduce the $t\bar{t}$ background contamination. The four-momentum of the neutrino is estimated using a kinematic reconstruction technique \cite{24}. The $p_T^x$ and $p_T^y$ components of the neutrino momentum in the transverse plane are assumed to be equal to the ones of $\vec{p}_T^{\text{miss}}$. By constraining the invariant mass of the sum of the charged lepton and neutrino four-momenta to be consistent with the W boson mass, a quadratic equation is derived for the longitudinal component of the neutrino momentum, $p_T^z$. The reconstructed $p_T^z$ is chosen to be the real solution with the lower magnitude or, where both the solutions are complex, the real part of the solutions. The sum of the neutrino and the lepton four-momenta is used to reconstruct the W boson candidate, and subsequently, in combination with the h jet four-momentum, the resonance candidate mass $m_{Wh}$. The reconstructed W boson candidate has to have a transverse momentum larger than 200 GeV and a pseudorapidity separation $|\Delta\eta(W, h)| < 3$, otherwise the event is discarded.

The $2\ell$ channel accepts events collected with the same triggers as in the $1\ell$ channel. An additional isolated electron or muon is required to have $p_T > 20\,\text{GeV}$ and the same flavor and opposite charge as the leading one. The identification and isolation requirements are looser than those in the $1\ell$ channel, and the selection efficiency does not strongly depend on $\Delta R(\ell\ell)$ and is between 85 and 90% for the electron pair, and 90 and 95% for the muon pair. The leptonic Z boson candidates require the dilepton invariant mass to be between 70 and 110 GeV, and the transverse momentum to be greater than 200 GeV. Additionally, the separation in $\eta$ between the Z boson candidate and the Higgs boson jet is required to satisfy $|\Delta\eta(Z, h)| < 1.3$ and $\Delta\phi(Z, h) < 2.0$ to partially reduce the dominant Z+jets background and increase the signal significance at low $m_X$, where the $2\ell$ channel adds most to the sensitivity. Since the $t\bar{t}$ contribution is small, no veto on additional b-tagged AK4 jets is applied. The resonance candidate mass $m_{Wh}$ is defined as the invariant mass of the Z boson and the h jet.

A further requirement, applied in all channels, is to have either $m_{Wh}^T$ or $m_{Wh}$ larger than 750 GeV, in order to ensure a sufficiently large Lorentz boost for the Higgs boson. The average signal acceptance times efficiency, derived taking into account the leptonic decay modes of the vector bosons ($\nu$ or $e$, $\mu$, and $\tau$) and summing the 1 and 2 b tag categories, is shown in Fig. \ref{fig:acceptance} for the different signal models.

### 6 Background estimation

A signal would produce a narrow peak above a smoothly falling background in the distribution of the kinematic variables $m_{Wh}$ or $m_{Wh}^T$. The main background consists of a leptonically decaying vector boson in association with a jet from b or light-flavor quarks, or gluons, where the light quark or gluon jets are misidentified as b jets (V+jets). A sizable background originates from...
Figure 2: The product of acceptance and efficiency for the various signal processes and for different assumed masses of the resonances $m_{V'}$ or $m_A$. The dash-dotted and solid lines indicate spin-0 and spin-1 resonances, respectively, in different production or decay modes. The dashed line represents the spin-1 resonance in the $Z'$-2HDM model with $m_A = 300$ GeV. The efficiencies are derived by considering only the relevant decay modes of the vector bosons ($e$, $\mu$, or $\tau$), and represent the sum of the efficiencies in the 1 and 2 b tag categories.

top quark events ($t\bar{t}$ and $t+X$), whose contribution can be as large as 60% in the $1\ell$ category. Minor contributions come from VV, Vh, and multijet processes. The V+jets and $t\bar{t}$ backgrounds are estimated using two different procedures based on data and simulation.

6.1 Background normalization

The normalization of the simulated top quark background is corrected with a scale factor determined in eight dedicated control regions, defined by inverting one selection criteria and removing the $m_j$ requirement. In the $0\ell$, $1e$ and $1\mu$ categories, the veto on additional b-tagged AK4 jets is inverted by requiring at least one additional AK4 jet passing the b tagging selection with a 0.1% mistag rate to obtain a higher $t\bar{t}$ purity. In the $2\ell$ categories, the leptons are required to have opposite sign and different flavor (one electron and one muon), and the two leptons must have $m_{ej} > 110$ GeV and $p_T^{ej} > 120$ GeV to give distributions similar to those in the SR. After subtracting the remaining contribution of the other backgrounds, the scale factors are derived for each control region from the ratio of event yields between data and simulation. The scale factors derived in the $1e, 1\mu$ top quark control regions are used to correct the top quark yields in the $2e$ and $2\mu$ categories. The top quark background scale factors are given in Table 1.

The V+jets background prediction is performed through a two stage procedure based on data. In the first stage, the normalization is determined from a fit to the data in the $m_j$ distribution. In the second stage, the $m_{Vh}$ and $m_{T_{Vh}}$ distributions are estimated using the data in the $m_j$ sidebands and a transfer function derived from simulation.

The V+jets event yield in the SR is estimated through a parametrization of the $m_{j}$ distributions, considering the three separate components V+jets, $t\bar{t}$ and $t+X$, and the sum of the SM diboson processes and the SM Higgs production processes. The latter contributes up to 50–70% of the total SM diboson yield in the 2 b-tagged categories, and 6–10% in the single b-tagged categories. The $m_{j}$ distributions are modeled using analytic functions, chosen based on stud-
6.2 Background distribution

Table 1: The scale factors (SF) derived to correct for the event yields of the $t\bar{t}$ and $t+X$ backgrounds in simulation for different top quark control regions. The uncertainties arising from the limited size of the data samples (stat.) and systematic effects (syst.), described in Section 7, are reported.

<table>
<thead>
<tr>
<th>Control region</th>
<th>$t\bar{t}, t+X$ SF ± stat. ± syst.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0\ell$</td>
<td>$1.02 ± 0.04 ± 0.25$</td>
</tr>
<tr>
<td>1 b tag</td>
<td></td>
</tr>
<tr>
<td>1e</td>
<td>$0.91 ± 0.02 ± 0.25$</td>
</tr>
<tr>
<td>1$\mu$</td>
<td>$0.89 ± 0.02 ± 0.25$</td>
</tr>
<tr>
<td>1e, 1$\mu$</td>
<td>$0.94 ± 0.06 ± 0.23$</td>
</tr>
<tr>
<td>$0\ell$</td>
<td>$1.05 ± 0.10 ± 0.26$</td>
</tr>
<tr>
<td>2 b tag</td>
<td></td>
</tr>
<tr>
<td>1e</td>
<td>$0.94 ± 0.04 ± 0.26$</td>
</tr>
<tr>
<td>1$\mu$</td>
<td>$0.85 ± 0.03 ± 0.26$</td>
</tr>
<tr>
<td>1e, 1$\mu$</td>
<td>$1.03 ± 0.17 ± 0.23$</td>
</tr>
</tbody>
</table>

ies in simulation. The $m_\ell$ spectrum in V+jets events consists of a falling distribution and is parametrized by a polynomial with 3–5 parameters depending on the signal event category. The $m_\ell$ distribution from the top quark background, however, has two peaks, one corresponding to a Lorentz-boosted $W \rightarrow q\bar{q}$ decay, and the other corresponding to the top quark mass in events where the top quark is sufficiently boosted for all $t \rightarrow Wb \rightarrow q\bar{q}b$ decay products to be merged in a single AK8 jet. The function describing the top quark mass spectrum is determined from simulation, and the normalization is constrained from the dedicated control regions, as given in Table 1. Diboson samples present peaks corresponding to the $W$, $Z$, and Higgs boson masses, and both the $m_\ell$ distributions and their event yields are taken from simulation.

The background model, being the sum of the V+jets, top quark, and diboson background components, is obtained by fitting the $m_\ell$ spectrum in data in the two sideband (SB) regions, defined as the regions with $h$ jet mass in the ranges $30 < m_\ell < 65$ GeV and $135 < m_\ell < 250$ GeV. The mass interval $65 < m_\ell < 105$ GeV (VR), which contains vector boson merged decays, is excluded from the fit to avoid biases from a $X \rightarrow VV$ potential signal; dedicated analyses in the VV channel in the same final state are a subject of separate publications [69–71]. In the fit, the normalization and shape parameters of the V+jets background are free to vary, and those relative to the top quark and diboson backgrounds are determined from simulation. For each background, the expectation and the corresponding uncertainty are derived from the integral of the fitted shapes in the SR ($105 < m_\ell < 135$ GeV). The procedure is repeated selecting an alternative function, consisting of the sum of an exponential and a Gaussian function, to model the V+jets background distribution and estimate the bias induced by the choice of the V+jets fit function. The difference between the integral in the SR obtained with the nominal and the alternative functions is considered as a systematic uncertainty. The observed events in the SR are compatible within systematic and statistical uncertainties with the expected background events, and are reported separately for each category in Table 2. The fits to the $m_\ell$ distributions are shown in Fig. 3.

6.2 Background distribution

The $m_{Vh}$ (or $m_{VT}^{Vh}$) distribution of the V+jets background is derived from data in the SB, and a transfer function $\alpha(m_{Vh})$ determined from simulation:

$$\alpha(m_{Vh}) = \frac{f_{SR}^{\text{sim},V+jets}(m_{Vh})}{f_{SB}^{\text{sim},V+jets}(m_{Vh})},$$  

(1)
Figure 3: Soft-drop jet mass distribution of the leading AK8 jet in the 0$\ell$ (upper), 1$\ell$ (middle), and 2$\ell$ (lower) categories, and separately for the 1 (left) and 2 (right) b-tagged subjet selections. The electron and muon categories are merged together. The shaded band represents the uncertainty from the fit to data in the jet mass sidebands. The observed data are indicated by black markers. The dashed vertical lines separate the lower (LSB) and upper (HSB) sidebands, the signal region (SR), and the W and Z bosons mass region (VR); the latter is not used in the fit to avoid biases from X $\rightarrow$ VV signals. The bottom panels depict the pulls in each bin, $(N_{\text{data}} - N_{\text{bkg}})/\sigma$, where $\sigma$ is the statistical uncertainty in data, as given by the Garwood interval [72].
Table 2: The expected and observed numbers of events in the signal regions depicted in Fig. 3 are reported for the different event categories, along with the associated uncertainties from four sources: the V+jets background uncertainty obtained from the correlated variation of the fit parameters used in the background model (fit); the uncertainty associated with the choice of fit function, estimated by comparing the nominal and an alternative function (alt); the statistical component of the uncertainties of the top quark scale factors, and the extrapolation uncertainty from the control regions to the SR; the VV normalization uncertainties relative to the normalization and \(m_t\) modeling. A detailed description of the systematic uncertainties is provided in Section 7.

<table>
<thead>
<tr>
<th>Category</th>
<th>V+jets (±fit) (±alt)</th>
<th>(t\bar{t}, t+X)</th>
<th>VV, Vh</th>
<th>Bkg. sum</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1\ b\ tag)</td>
<td>694 ± 17 ± 4</td>
<td>91 ± 5</td>
<td>34 ± 8</td>
<td>819 ± 20</td>
<td>849</td>
</tr>
<tr>
<td>(2\ b\ tag)</td>
<td>700 ± 24</td>
<td>38 ± 10</td>
<td>1369 ± 85</td>
<td>1389</td>
<td></td>
</tr>
</tbody>
</table>

where \(F_{SR}^{\text{V+jets}}(m_{Vh})\), \(F_{SB}^{\text{V+jets}}(m_{Vh})\) represent the probability density functions of the V+jets background in the SR and SB regions, respectively. A two-parameter exponential \(F(m_{Vh}) = e^{a m_{Vh} + b/m_{Vh}}\) is chosen, using a simulated sample of V+jets events. The background modelling is also performed using an alternative functional form \(F(m_{Vh}) = e^{-m_{Vh}/(a+b m_{Vh})}\). The resulting V+jets prediction in the SR is found to be consistent within the uncertainties.

The ratio \(a(m_{Vh})\) accounts for the correlations and the small kinematic differences involved in the interpolation from the SB regions to the SR, and is largely independent of the correlated uncertainties affecting the \(m_{Vh}\) shape as they cancel out in the ratio. The total background prediction in the SR \(F_{SR}^{\text{pred}}(m_{Vh})\) is extracted from data in the \(m_t\) SBs, after multiplying the obtained distribution by the \(a(m_{Vh})\) ratio:

\[
F_{SR}^{\text{pred}}(m_{Vh}) = N_{SB}^{\text{V+jets}} F_{SB}^{\text{V+jets}}(m_{Vh}) a(m_{Vh}) + N_{t\bar{t}} F_{SR}^{\text{t\bar{t}}}(m_{Vh}) + N_{VV} F_{SR}^{\text{VV}}(m_{Vh}),
\]

where \(F_{SB}^{\text{V+jets}}(m_{Vh})\) is the probability distribution function obtained from a fit to data in the \(m_t\) SBs of the sum of the background components, and \(F_{SR}^{\text{t\bar{t}}}(m_{Vh})\), and \(F_{SR}^{\text{VV}}(m_{Vh})\) are the shapes of the \(t\bar{t}\) and diboson components, respectively. The parameters \(N_{SB}^{\text{V+jets}}\), \(N_{t\bar{t}}\), and \(N_{VV}\) are instead determined from the fit to \(m_t\), the top quark control regions, and simulated samples, respectively. The resulting background prediction is provided as input to the combined signal and background fit to the data in the SR discussed in Section 8. The data in the SR and the background predictions before and after the fit in the SR are shown in Fig. 4. The background estimation method is validated by splitting the lower \(m_t\) sideband into two regions with \(30 < m_t < 50\) GeV and \(50 < m_t < 65\) GeV, and using the former interval to predict the background in the latter. The predicted yields and distributions are found to be compatible with the data.

### 6.3 Signal modeling

The signal \(m_{Vh}\) or \(m_{Vh}^e\) mass shape is estimated from the simulated signal samples, parametrizing separately in each channel and signal hypotheses the signal distribution with a Gaussian
uncertainty in data, as given by the Garwood interval \([72]\).
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Figure 4: Resonance transverse mass \(m_{T\ell}\) distributions in the 0\(\ell\) category (upper) and candidate mass \(m_{Vh}\) in the 1\(\ell\) (middle), and 2\(\ell\) (lower) categories, and separately for the 1 (left) and 2 (right) b-tagged subjet selections. Electron and muon categories are merged together. The expected background events are shown as filled areas, and the shaded band represents the total background uncertainty. The observed data are indicated by black markers, and the potential contribution of a resonance produced in the context of the HVT model B with \(g_V = 3\), or a \(Z'\)-2HDM signal with \(m_A = 300\text{ GeV}, m_X = 100\text{ GeV},\) and \(g_{Z'} = 0.8\), are shown as dotted red lines. The bottom panels depict the pulls in each bin, \((N_{\text{data}} - N_{\text{bkg}})/\sigma\), where \(\sigma\) is the statistical uncertainty in data, as given by the Garwood interval [72].
peak, and a power law to model the lower mass tails. The resolution of the reconstructed $m_{Vh}$ is given by the width of the Gaussian core for the $1\ell$ and $2\ell$ channels, and by the standard deviation of the $m_{Vh}^T$ distribution in the $0\ell$ channel, and is found to be 10–16, 8–5, and 5–3% of $m_X$ in the $0\ell$, $1\ell$, and $2\ell$ channels, respectively, when going from low to high resonance masses.

7 Systematic uncertainties

The systematic uncertainty in the V+jets and top quark background yields is dominated by the statistical uncertainty associated with the numbers of data events in the $m_{Vh}$ SBs. The uncertainties in the shapes of the V+jets background and of the secondary backgrounds are estimated from the covariance matrix of the simultaneous fit of the $m_{Vh}$ or $m_{Vh}^T$ distribution to data in the SBs and to simulated events in the SRs and SBs, and depend on the numbers of events in data and simulation in the corresponding regions.

The uncertainty in the top quark event yields can be attributed to the limited number of events in data and simulation in the respective control regions, as given in Table I. The uncertainties on the normalization associated with the event modeling and reconstruction are not considered in the SR, because the event yield of this background is taken from data. An additional uncertainty of 3% is assigned to the extrapolation from the top quark control regions to the SR, and is estimated by inverting the b tag veto, for the $0\ell$ and $1\ell$ categories, or by changing the lepton flavor requirement, for the $2\ell$ category. Minor contributions arise from the propagation of the uncertainties in the single top quark background and in the shape of the function modeling the $m_{Vh}$ distributions of the $t\bar{t}$ and VV backgrounds.

Other sources of uncertainty affect both the normalization and shape of the simulated signal and the SM diboson background. The uncertainties in the trigger efficiency and the electron, muon, and hadronic $\tau$ lepton reconstruction, identification, and isolation efficiencies are evaluated through studies of events with $Z \rightarrow \ell\ell$ having the dilepton invariant mass around the Z boson mass, and amount to approximately 2–5% for the categories with charged leptons, and 1% in the $0\ell$ categories. The jet energy scale and resolution [61] affect both shape and selection efficiencies, and are responsible for a 1% variation in the numbers of background and signal events. The jet mass scale and resolution uncertainties ranging from 1 to 6% uncertainty for the SM diboson background, respectively, and to 11% in the signal yields. The parton shower dependence of the jet mass scale and resolution is estimated using as an alternative the HERWIG++ generator [73, 74], based on which an additional uncertainty of 6% is assigned.

The impact on the signal efficiency because of the b tagging systematic uncertainty [66] depends on the h jet $p_T$ and thus on the mass of the resonance, and ranges from 2–5% in the 1 b tag category to 3–7% in the 2 b tag category. The signal, VV, and t+X background event yields and acceptances are affected by the choice of PDFs used by the event generators [75] and the factorization and renormalization scale uncertainties. The former are derived with SYSCALC [76] according to the PDF4LHC recommendations [75], and the latter are estimated by varying the corresponding scales up and down by a factor of 2. The effect of these uncertainties is approximately 21% for the $t\bar{t}$ background, and for the signal is in the range 3–36%, depending on the signal mass. The top quark background is also affected by the uncertainty in the $p_T$ spectrum [47], which accounts for up to 14% uncertainty propagated to the top quark background scale factors. Additional systematic uncertainties affecting the event yield of backgrounds and signal, coming from pileup contributions, integrated luminosity [77], the impact of jet energy scale and resolution on $p_T^{miss}$ are also included in the analysis.

The fit parameters, normalization uncertainties, and $t\bar{t}$ scale factors reported in Table I and Ta-
ble\[^2\] are statistically independent and are considered to be uncorrelated between the different categories. In contrast, the nuisance parameters relating to experimental effects or simulation uncertainties are assumed to be correlated. A summary of the systematic uncertainties is given in Table\[^3\].

Table 3: Summary of systematic uncertainties for the backgrounds and signal samples. The entries labeled with \(\checkmark\) are also propagated to the shapes of the distributions. The uncertainties marked with † have impact on the signal cross section. Uncertainties marked with ‡ only affect the top quark background scale factors.

<table>
<thead>
<tr>
<th>Source</th>
<th>shape</th>
<th>(V+\text{jets})</th>
<th>(t\bar{t}, t+X)</th>
<th>(VV, Vh)</th>
<th>Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bkg. normalization</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Top quark bkg. scale factors</td>
<td>—</td>
<td>—</td>
<td>2–17%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>3%</td>
<td>1%</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Jet mass scale</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6%</td>
<td>1%</td>
</tr>
<tr>
<td>Jet mass resolution</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6%</td>
<td>11%</td>
</tr>
<tr>
<td>Electron identification, isolation</td>
<td>—</td>
<td>—</td>
<td>1–3%</td>
<td>1–4%</td>
<td></td>
</tr>
<tr>
<td>Muon identification, isolation</td>
<td>—</td>
<td>—</td>
<td>1–3%</td>
<td>1–5%</td>
<td></td>
</tr>
<tr>
<td>Lepton scale and resolution</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1–5%</td>
</tr>
<tr>
<td>Hadronic (\tau) veto</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3% (0(\ell))</td>
<td></td>
</tr>
<tr>
<td>(p_T^\text{miss}) scale and resolution</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>Electron, muon, (p_T^\text{miss}) trigger</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3–4%</td>
<td></td>
</tr>
<tr>
<td>(b) tagging</td>
<td>—</td>
<td>—</td>
<td>3% (0(\ell), 1(\ell))</td>
<td>4% (1b)</td>
<td>2–5% (1b)</td>
</tr>
<tr>
<td>Higgs boson jet</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6%</td>
</tr>
<tr>
<td>Top quark (p_T)</td>
<td>—</td>
<td>—</td>
<td>6–14% ‡</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Pileup</td>
<td>—</td>
<td>—</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Factorization and renormalization scales</td>
<td>—</td>
<td>—</td>
<td>21% ‡</td>
<td>19%</td>
<td>3–28% ‡</td>
</tr>
<tr>
<td>PDF normalization</td>
<td>—</td>
<td>—</td>
<td>5% ‡</td>
<td>5%</td>
<td>8–36% ‡</td>
</tr>
<tr>
<td>PDF acceptance</td>
<td>—</td>
<td>—</td>
<td>2% ‡</td>
<td>&lt;2%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.5%</td>
<td>2.5%</td>
</tr>
</tbody>
</table>

8 Results and interpretation

The \(m_{Vh}\) or \(m_{T_Vh}\) mass spectra in Fig.\[^4\] are fit with a combined likelihood function. The results of the unbinned fit are interpreted in the context of different models. Systematic uncertainties are treated as nuisance parameters and are profiled in the statistical interpretation\[^{[78–80]}\]. The background-only hypothesis is tested against the \(X \rightarrow Vh\) signal in the ten categories. The asymptotic modified frequentist method\[^{[81]}\] is used to determine limits at 95% confidence level (CL) on the product of the cross section for a heavy boson \(X\) and the branching fractions for the decays \(X \rightarrow Vh\) and \(h \rightarrow b\bar{b}\), denoted \(\sigma(X) B(X \rightarrow Vh) B(h \rightarrow b\bar{b})\). The 0\(\ell\) and 2\(\ell\) categories are combined to provide upper limits for the case where \(X\) is a heavy spin-1 vector singlet \(Z'\) or a pseudoscalar boson \(A\); similarly, the 1\(\ell\) categories are combined to provide limits for the case where \(X\) is a heavy \(W'\). The 0\(\ell\) categories are also used to place limits on the \(Z'\)-2HDM model. The largest excess, corresponding to a local significance of 2.3 standard deviations, is observed in the 0\(\ell\) category at \(m_X \approx 2\) TeV. The uncertainties in the signal cross section (marked in Table\[^3\]) are not profiled in the fit when presenting the results as upper limits on the cross sections as a function of \(m_X\), or as a function of \(m_{Z'}\) and \(m_A\) in the \(Z'\)-2HDM model, and are...
included in the uncertainty band of the theoretical cross section line. When placing constraints on the HVT and 2HDM model parameters, the uncertainties are profiled in the fit.

The exclusion limits for the spin-1 singlet hypotheses (W' or Z') are shown in Fig. 5. In the HVT model B, a W' and a Z' with mass lower than 2.8 and 2.3 TeV are excluded at 95% CL, respectively. The HVT triplet hypothesis is tested by combining the 0l, 1l, and 2l categories and adding the Z' and W' cross sections in Fig. 6 and taking into account the event migrations between signal categories if leptons do not pass the acceptance or analysis requirements. The predictions of the HVT models A and B are superimposed on the exclusion limits, and a heavy triplet with \( m_{W'} < 2.8 \) and 2.9 TeV is excluded in the HVT models A and B, respectively. These results are similar to those reported in the ATLAS search performed with the same final states in a comparable data set [25].

Figure 5: Observed and expected 95% CL upper limits on \( \sigma(W')B(W' \rightarrow Wh)B(h \rightarrow b\bar{b}) \) (left) and \( \sigma(Z')B(Z' \rightarrow Zh)B(h \rightarrow b\bar{b}) \) (right) for various mass hypotheses of a single narrow spin-1 resonance. The inner green and outer yellow bands represent the ±1 and ±2 standard deviation (std.) variations on the expected limits. The solid curves and their shaded areas correspond to the product of the cross sections and the branching fractions predicted by the HVT models A and B and the relative uncertainties.

The exclusion limits on the resonance cross section shown in Fig. 6 are also interpreted as a limit in the \( \left[ g_{VCH}, g_{s}^{2}c_{F}/g_{V} \right] \) plane of the HVT parameters. The excluded region of the parameter space for narrow resonances obtained from the combination of all the considered channels is shown in Fig. 7. The fraction of the parameter space where the natural width of the resonances is larger than the average experimental resolution of 4%, and the narrow-width approximation is not valid, is also indicated in Fig. 7. The extent of the parameter space excluded significantly improves on the reach of the previous \( \sqrt{s} = 8 \) and 13 TeV searches in the same final states [24, 25, 30].

Figure 8 reports the exclusion limits as a function of the A boson mass on the products of the A boson cross section and the branching fraction \( B(A \rightarrow Zh) \) and \( B(h \rightarrow b\bar{b}) \), for production via gluon-gluon fusion or b quark associated production. The 2HDM cross sections and branching fractions are computed at NNLO with 2HDHC 1.7.0 [82] and SUSHi 1.6.1 [83], respectively. The parameters used for the models are: \( m_{h} = 125 \text{ GeV}, m_{H^{\pm}} = m_{A}, m_{12}^{2} = m_{A}^{2} \frac{\tan^{2} \beta}{1 + \tan^{2} \beta} \) to break the discrete \( Z_{2} \) symmetry as in the MSSM, and \( \lambda_{6,7} = 0 \) to ensure CP conservation at tree level in the 2HDM Higgs sector [18]. In the scenario with \( \cos(\beta - \alpha) = 0.25 \) and \( \tan \beta = 1 \), an A boson with mass up to 1.15 and 1.23 TeV is excluded in the Type-I and Type-II scenario of the 2HDM, respectively. The exclusion limits on the gluon-gluon fusion and b quark associated production are used to place constraints on the corresponding cross sections, which depend
Figure 6: Observed and expected 95% CL upper limit on $\sigma(X) B(X \rightarrow Vh) B(h \rightarrow b\bar{b})$ as a function of the HVT triplet mass, for the combination of all the considered channels. The inner green and outer yellow bands represent the ±1 and ±2 standard deviation (std.) variations on the expected limit. The solid curves and their shaded areas correspond to the cross sections predicted by the HVT models A and B and the relative uncertainties.

Figure 7: Observed exclusion limits in the HVT parameter plane $[g_{V H}, g^{2} c_{F}/g_{V}]$ for three different resonance masses (1.5, 2.0, and 3.0 TeV). The benchmark scenarios corresponding to HVT models A and B are represented by a purple cross and a red point. The areas bounded by the thin black contour lines correspond to the regions where the resonance natural width ($\Gamma_{V'}$) is predicted to be larger than the typical experimental resolution (4%), and the narrow-width approximation is no longer valid.

on the model parameters. Fig. 9 shows the excluded two-dimensional plane of the 2HDM parameters $[\cos(\beta - \alpha), \tan \beta]$, with fixed $m_{A} = 1.0$ TeV in the range $0.1 \leq \tan \beta \leq 100$ and
$-1 \leq \cos(\beta - \alpha) \leq 1$, using the convention $0 < \beta - \alpha < \pi$. These results extend the search for a 2HDM pseudoscalar boson $A$ up to 2 TeV, and provide comparable limits to the ATLAS search [25].

The exclusion of the parameter space of the $Z'$-2HDM model is presented in Fig. 10 for the benchmark point with $g_{Z'} = 0.8$, $g_\chi = 1$, $m_\chi = 100$ GeV, and $\tan \beta = 1$. The branching fraction assumed for the $A$ boson decaying to DM particles is that predicted in the $Z'$-2HDM model, and SM branching fractions are assumed for the Higgs boson [40]. The limits are presented for $m_{Z'}$ and $m_A$ parameter space in Fig. 10. With the current data sample, $m_{Z'}$ up to 3.3 TeV and $m_A$ up to 0.8 TeV are excluded, providing a more sensitive result compared to the ATLAS search performed on a similar data sample [32], which excluded a $m_{Z'} < 2.5$ TeV and $m_A < 0.6$ TeV.

9 Summary

A search for resonances with masses between 800 and 4500 GeV, decaying to a standard model vector boson and the standard model Higgs boson, has been presented. The data sample was collected by the CMS experiment at $\sqrt{s} = 13$ TeV, and corresponds to an integrated luminosity of 35.9 fb$^{-1}$. The final states contain the leptonic decays of the vector bosons, in events with zero, exactly one, or two electrons or muons. The $m_{Vh}$ or $m_{Vh}^\Uparrow$ mass spectra are used to fit for a localized excess consistent with a resonant signal, and no significant excess of events above the background predictions is observed. Depending on the resonance mass, upper limits in the range 0.8–60 fb are set on the product of the cross sections and the branching fractions for the decay of the resonance into a Higgs boson and a vector boson, and with the subsequent decay.
Figure 9: Observed and expected exclusion limit for Type-I (left) and Type-II (right) 2HDM models in the \([\tan \beta, \cos(\beta - \alpha)]\) plane and assuming a fixed \(m_A = 1\) TeV. The inner green and outer yellow bands represent the ±1 and ±2 standard deviation (std.) variations on the expected limit. The contour lines and associated shading identify regions with different resonance natural width (5, 10, and 20% of the resonance mass).

Figure 10: Observed and expected exclusions in the parameter plane \([m_{Z'}, m_A]\) at 95% CL. The excluded regions in the considered benchmark scenario \((g_{Z'} = 0.8, g_\lambda = 1, \tan \beta = 1, m_\lambda = 100\) GeV, and \(m_A = m_{H^+} = m_{H^0}\)) are represented by the areas below the curve. The hatched band relative to the observed limit represents the uncertainty on the signal cross section.

of the Higgs boson into a pair of b quarks. Within the heavy vector triplet framework, vector bosons with a mass lower than 2.8 and 2.9 TeV are excluded for benchmark models A and B, respectively. The results of this search also provide an exclusion in the two Higgs doublet model (2HDM) parameter space up to 2 TeV. A heavy pseudoscalar boson with mass lower than 1.1 and 1.2 TeV is excluded in the \(\cos(\beta - \alpha) = 0.25\) and \(\tan \beta = 1\) scenario for Type-I
and Type-II 2HDM, respectively. A significant reduction of the allowed parameter space is also placed on the $Z'$-2HDM model that includes a dark matter candidate, excluding a $Z'$ boson mass up to 3.3 TeV and a pseudoscalar boson $A$ with mass up to 0.8 TeV in the considered benchmark scenario. These are the most stringent limits placed on the $Z'$-2HDM model to date.
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